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Many authors have weatificd the razards of ignoring event-induced variance i event studies. To
determine the practical extent of fac problem. we simulate an event with stochastic effects. We
find tha! when an cvent causos Sven MINOT LACFeases in variance. the most commonly-used
methods repect the null hypothiess of zero average abnormal return too frequently when it 15
vrue. althouwgh they are reasonably powerful when 1t is faise. We demonstrate that a simple
adiustment to the cross-sectional technigues produces approguiate rejection rates when the null
is true and equally powerful tests when it ts false.

i. Iniroduction

Since Fama, Fisher, Jensen, and Roll's 1969 study of stock splits, event
studies have become the predominant methodology for determining the
effects of an event on the distribution of security returns. In this paper, we
investigate an often-ignored aspect of event studies: whether event-induced
increases in the variance of returns affect the ability of event-study methods
to detect whether the event's average effect on stock returns is zero. Brown
and Warner (1980, 1985) verify that event studies work well when an event
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and thoughtful comments. We also thank Mary Dehner, David Jobson. Scott Lee. Rob Nash.
Jefiry Netter. Ralph Sanders. Jaseph Sinkey. Stephen D. Smith. and Jerold Warner for tneir
valuable suggestions.
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has an identical effect on all firms, but they also warn that when an ¢vent has
differing effects on firms, the variance of reiurns will increase and common
methods may fail (1985, pp. 22-25). In fact, Brown, Harlow, and Tmic
(1988, 1989) show that many events cause changes in both risk and return for
individual securities, as indicated by a temporary increase in the variance of
abnormal returns -companying the mean shift. They argue that an increase
in variance accompanying an event is due to a temporary change in the firm’s
systematic risk. While we do not discuss the cause of event-induced variance
in this paper, we show that it is necessary io control for variance changes to
obtain appropriate tests of the null hypothesis that the average abnormal
return is zero.

To determine the ability of commonly-used methods to identify abnormal
returns in the presence of event-induced variance, we simulate the occur-
rence of an event with stochastic effects on stock returns for 250 sampies of
50 securities each. We compare the results of several tests and find that when
an event causes €ven minor increases in variance, the most commonly-used
methods frequently cause the null hypothesis of zero average abnormal
returns to be rejecicd when it is, in fact, true. We show, however, that a
simple adjustment to the cross-sectional method results in equally-powerful
tests when the null is false and appropriate rejection rates when it is true.
Both the size and the power of the adjusted test are unaffected when applied
to portfolios subject to event-date clustering.

The remainder of the paper is organized as follows. In section 2, we briefly
define the problem of event-induced variance in event-study methodology
and summarize solutions proposed by Christie (1983), Collins and Dent
(1984), and Ball and Torous (1988). Our experimental design and the test
statisiics are described in section 3. In section 4, we present simulation
results comparing the ability of six test statistics to detect abnormal returns
when there are event-induced changes in variance. Our conclusions are in
section 5.

2. Dealing with event-induced variance

It is not uncommon for an event to be accompanicd by increases in the
cross-sectional dispersion of stock returns. More than 20 years ago, Beaver
(1968) concluded that an increase in the cross-sectional dispersion of ab-
normal returns at the time of earnings announcements implied that the
announcement conveyed information. Certainly, if a researcher fails to
appropriately control for factors that lead to varying announcement effects
across firms, he or she will generally measure a dispersion increase on the
event day. For example, we would expect a different abnormal stock return
associated with the adoption of a poison pill by a firm in the midst of a
takeover contest as compared to a firm with 75% insider ownership. Simi-
larly, the varying levels of announced earnings across firms will lead to
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varying abnormal stock returns. Such varying announcement effects lead to
an increase in mcasured cross-sectional dispersion that really reflects the
failure to control for all factors afiecting returns.

Brown and Warner (1980, 1985) suggest that, in general, event-study tests
are well-specified and reasonably powerful. However, they identify potential
testing problems created by an eveat-induced increase in variances (1985, pp.
22-25). They note that if the varance is underestimated, the test statistic will
lead to regection of the null hypothesis more frequently than it should, even
when the average abnormal peiformance is zero. Although Brown and
Warner conduct several simulations. thev peint out the need for fur-
ther research. Several other authors [e.g.. Beaver (1968). Christie (1983),
Dann (1981), Kalay and Lowenstein (1983), Patcll and Wolfson (1979), and
Rosenstein and Wyatt (1990)] find that the variance of returns increases
significantly when certain events occur. Dann (in his table 3). for example.
shows the event-period standard deviation to be more than three and a half
times as great as the estimation period in his study of stock repurchases.

One remedy, of course, is to ignore the estimation-period residual variance
and to use instead the cross-sectional variance in the event period itself to
form the test siatistic. At least cight event studies have used this cross-sec-
tional technique and reported both the estimation-period and event-period
cross-sectional standard deviations. [See Charest (1978). Dann (1981),
Mikkelson (1981). Penman {1982). and Rosenstein and Wyatt (1990); several
of the papers contained more than one event study.] In each study, the
event-period standard deviation was larger than the estimation-period stan-
dard deviation.

The event-study literature contains various other proposals for coping with
the problem of event-induced variance. Christie (1983) suggests that event-
induccd variance may be estimated if mulitiple events are observed for each
firm. Mitcheli and Netter (1989} take several approaches to dealing with the
large increase in variance surrounding the stock market crash of 1987,
including tests doubling the variance based on estimation-period variance
(pre- and post-event), cross-sectional tests, and nonparametric tests. Collins
and Dent (1984) simulate stock returns and an event with stochastic effects.
They demonstrate that with event-date clustering, a generalized least squares
(GLS) technique works better than the traditional ordinary least squares
(OLS) methods. The Coilins and Dent approach has the additional advantage
of being able to accommodate cross-sectional correlation of returns.
Nonetheless. researchers generally do not use any of these suggestions for
dealing with event-induced variance because of data limitations and difficulty
of implementation.

More recently, Ball and Torous (1988) simulate an event that increases the
mean and variance of stock returns and apply a maximum likelihood estima-
tion (MLE) technique to stock return data, simultaneously estimating event-
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period returns, the variance of these returns, and the probability of the
event's occurrence for any given day in the event window. When abnormal
performance is present, their simulations show that the MLE method rejects
the null hypothesis more frequently than does the traditional Brown and
Warner method, although the null is not rejected too frequently when it is
true. Finally, Corrado (1989) proposes a nonparametric rank test thai recog-
nizes the asymmetry in cross-sectional excess returns. He shows that the rank
test performs better than the parametric 7-tests used by Brown and Warner if
there is an event-induced increase in the variance of the abnormal returns.

We propose another test that works well in the presence of event-induced
variance. This ‘standardized cross-sectional’ test is easy to implement and is a
hybrid of Patell’s (1976) standardized-residual methodology and the ordinary
cross-sectional approach suggested, for example, by Charest (1978) and
Penman (1982). The test incorporates variance information from both the
estimation and the event periods and is closely related to the special case of
Ball and Torous’ (1988) estimator in which there is no event-day uncertainty.
To determine the robustness of our method relative to several commonly-used
methods that ignore changes in variance, we simulate the occurrence of an
event with stochastic effects on stock returns. Qur test yields appropriate
rejection rates when the null is true and yet is equally powerful when the null
is false.

3. Experimental design
3.1. Sample selection

We construct 250 samples of 50 securities each. The securities in each
sample are randomly selected from all securities included in the 1987 CRSP
Daily Returns File and are assigned randomly-selected event dates. Although
the 1987 CRSP Daily Returns File includes security returns from July 1962
through December 1987, we exclude 1987 event dates because of the volatil-
ity in stock returns in the latter part of the year. (We do not believe that the
exclusion of this period affects the generality of our results.) All securities
and event dates are sampled with replacement such that each security /date
combination has an equal chance of being chosen at each selection. We also
check each security /date combination for sufficient return data in the CRSP
file. To remain in a sample, a security must have at least 50 daily returns in
the estimation period ( - 249 through —11) and no missing returns in the 30
days surrounding the event date {(—19 through +10). Each of the 250
portfolios is drawn independently of the others.

3.2. Simudating abnormal performance with event-induced rariance

Our simulations focus on detection of abnormal performance using daily
returns. The level of abnormal performance on day 0 for each security in
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cach portfolio is drawn from a normal distribution with a mean of 0%, 1%,
or 2% and a nonzero variance. The nonzero vanance implies that, unfike
most previous simulation studies. each security w.'l not have an identical
level of abnormal performance.

Vur simulated increase n the variance of abnormal performance (i.c., the
event-induced variance) for each security i takes the general form ko2,
where o2 represents either the variance of security i’s estimation-period
residuals or that of the average security’s estimation-period residuals, and &,
iS a constant equal to 0, 0.5, I, or 2. Charest (1978), Mikkelson (1981),
Penman (1982), and Rosenstein and Wyatt (1989) generally found the event-
period standard deviation to be about 1.2 to 1.5 times the estimation-period
standard deviation, corresponding to values of &, ranging from about 0.44 to
1.25. Beaver (1968) used a different method to conclude that variance
increased by an amount corresponding to a value of &, = 0.67. Dann’s (1981)
study of stock repurchases reported the largest increase in cross-sectional
standard deviation (by a factor of about 3.625, corresponding to a value for &,
of about 11). The case of &, = 0, indicating event-induced variance is zero. is
simply a replication of earlier studies that add a constant abnormal return to
stock residuals.

When event-induced variance is proportional to the average firm variance,
the abnermal performance is independent and identically distributed for
each security in each portfolio. When event-induced v riance is proportional
to ihe individual security variance, returns are not identically distributed
since the variance differs for each security but the abnormal returns are still
drawn independently from normal distributions.

For each of the 250 portfolios, we estimate excess returns using the
market-model method (with the CRSP equally-weighted index) described in
Brown and Wainer (1980, 1985). We then use several different test statistics
to test for abnormal returns. Each test statistic is described below and
formally defined in the appendix. Qur results are reported in section 4!

3.3. Test statistics

3.3.1. The traditional test

" Brown and Warner's ‘no dependznce adjustment’ method (1980, app. A.3),
henceforth the ‘traditional method’, implicitly assumes that security residuals

"While not reported in thi' paper. we siso simulate a stochastic variance increase where k,is
a constant multiplied by an independent drawing from a x° distribution with one degree of
freedom. The expected (or specified) value of &, is either 0, 0.5. 1, or 2. Since a chi-squared
distribution with one degree of freedom has a mean of 1. we multiplied by the appropriate
constant (0.5. 1. or 2) to get the desired mean value of %, in the cases where &, is a random
variable. The simulation results using a stochastic variance increase aic essentially identical 1o
those obtained for deterministic variance increases.
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are uncorrelated and that event-induced variance is insignificant.? The test
statistic equals the sum of the event-period abnormal returns divided by the
square root of the sum of all securities’ estimation-period residual variances.

3.3.2. Siandardized-residual test

Like the traditional method, Patell’s (1976) method (henceforth the ‘stan-
dardized-residual method’) assumes that security residuals are uncorrelated
and that event-induced variance is insignificant. However, the residuals are
standardized before forming portfolios. This standardization serves two pur-
poses. First, it adjusts for the fact that the event-period residual is an
out-of-sample prediction and hence it will have a higher standard deviation
than estimation-period residuals {see, for example, Judge, Hill, Griffiths,
Lutkepohl, and Lee (1988, p. 170)]. Second, standardizing the event-period
residuals before forming portfolios allows for heteroskedastic event-day
residuals, and prevents securities with large variances from dominating the
test. The standardized residual equals the event-period residual divided by
the standard deviation of the estimation-period residuals, adjusted to reflect
the forecast error. This standardized residual is approximately unit normal,
so that the appropriate t-statistic is the sum of the standardized residuals
Jivided by (approximately) the square root of the number of sample firms.?
The standardizcd-residual method is used by Brown and Warner (1985).

3.3.3. Sign test

The traditional and standardized-residual tests are often conducted in
conjunction with a sign test to help verify that a few firms are not driving the
results. The test statistic for the sign method is the observed proportion of
positive returns minus 0.5, divided by the standard deviation of a binomial
distribution. A problem with this approach is that it assumes that 50% of
security returns are negative, while returns are, in fact, skewed to the right
{see, for example, Fama (1976) or Brown and Warner (1980)]. Several
researchers have adjusted for the skewness by comparing the event-period

>This method is not appropriate if securities’ residuals are cross-sectionally corvelated, which
may be the case if the securities have a common event date (also known as event-date
clustering). To solve this problem, Brown and Warner's ‘crude dependence adjustment’ uses the
variance of portfolio residuals (rather than the sum of the variances of residuals for individual
securities) from the estimation period. The ¢-statistic equais the portfolio abnormal return
divided by the portfolio residual’s standard deviation from the estimation period. If clustering is
present, this portfolio approach will impound any residual cross-sectional correlation in its
estimate of portfolio residual’s standard deviation. We included the crude dependence adjust-
ment in our simulations (though not reported here) and, like Brown and Warner, found it to be
less powerful than the traditional test.

*The actual denominator is ‘/ TN (T, - 2)/(T, - 4), where 7, is the number of days in
security {’s estimation period and N is the number of firms in the sample. If for most firms there
are a large number of days in the estimation period, LY. (T, - 2)/(T; — 4) = N. Brown and

Warner (1985) used the approximate test statistic in their hypothesis tests assuming cross-sec-
tional independence.
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proportion of positive returns to the proportion in the estimation period [sce.
for example, McConnell and Muscarella (1985) and Lummer and McConnell
(1989)).

3.3.4. Cross-sectional test

The ordinary cross-sectionai method conducts a t-test by dividing the
average event-period residual by its contemporaneous cross-sectional stap-
dard error. As do the preceding methods, the ordinary cross-sectional method
requires security residuals to be uncorrelated across firms. It does not require
event-induced variance to be insignificant, although if the event-period resid-
uals for different firms are drawn from different distributions, the ordinary
cross-sectional test will be misspecified.

3.3.5. Method-of-moments estimation

Froot’s (1989) method-of-moments estimator allows residuals to be con-
temporaneously correlated and heteroskedastic. The procedure requires,
however, that we identify certain groups of firms for which residuals across
groups are independent, though residuals within groups may be correlated.
We form suitable groups within each of our 250 samples by classifying firms
according to industry (one-digit SIC code), consistent with Froot’s proposed
classification scheme except that we aliow the number of firms per industry to
vary. {Froot’s requirement of the same number of firms per industry is too
restrictive for practicai purposes.)

To obtain the test statistic, we first calculate the average residual for each
industry. This residual is then divided by its standard error ic form a
standardized industry residual (SIR). Since by assumption the SIRs are
independent, the resulting test statistic is the sum of the SIRs divided by the
square root of the number of industries.*

3.3.6. Standardized cross-sectional test

Our proposed procedure addresses the misspecification problem of the
ordinary cross-sectional technique. By combining the standardized-residual
and the ordinary cross-sectional approaches, we form a hybrid which we call
the standardized cross-sectional test. First, the residuals are standardized by
the estimation-period standard deviation (adjusted for forecast error) to
eliminate the misspecification problem of the ordinary cross-sectional test.
The ordinary cross-sectional technique is then applied to the standardized
residuals; the test statistic is found by dividing the average event-period
standardized residual by its contemporaneous cross-sectional standard error.
Iike the ordinary cross-sectional method, this test allows event-induced

*The test statistic used here corresponds t0 a special case of Froot's estimator. As he sugges:s,
we use the estimation-period variance of the mean industry residuals as an instrumental variable.
In our simulation there is only one time-series observation (the event day), with an average of
saven industries for each 50-security portfolio.
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variance changes. It also incorporates information from the estimation pe-
riod, which may enhance its efficiency and power. This method also requires
that security rcsiduals be cross-sectionally uncorrelated.’

4. Results

Qur simulation resuits are summarized in tables 1-4. Each table presents
the rejection frequencies for the six tests of zero average abnormal perfor-
mance. Table 1 reports the results of simulations in which event-induced
variance is zero. Our simulations are conducted under the same conditions as
Brown and Warner’s (1985) simulations, and for the two cases which are
directly comparable, we obtain similar results. Specifically, for a one-tailed
test with a = 0.05, their simuiations (using the standardized-residual method)
reject the null hypothesis 6.4% of the time, while our rejection rate for the
standardized-residual method is 7.2%. When there is abnormal performance
of 1%, their simulaticas reject the null 97.6% of the time, while ours reject it
96% of the time.

When there is no abnormal performance, all test statistics for average
abnormal performance reject the null at about the correct frequency. When
there is abnormal performance, all of the tests reject the null at reasonable
rates except for the method-of-moments estimator, which is distinctly less
powerful as measured by its relatively low rejection frequency.

In tables 2, 3, and 4, panel A reports rejection rates from tests that assume
that event-induced variance is some multiple of the individual security’s
estimation-period residual variance, while panel B reports rejection rates
from tests that assume that event-induced variance is some multiple of the
average of the portfolio’s estimation-period residual variances. All tests
reported in this paper assume that the ratio of event-induced variance to
estimation-period variance is a constant.

4.1. Event-induced variance proportional to individual-security residual vari-
ance (panel A of tables 2, 3, and 4)

In panel A of table 2, we report our results for the case in which there is
zerc abnormal performance but individual-security variance increases by a
constant proportion, k,. The problem with the traditional and the standard-
ized-residual methods is clearly demonstrated. When there is zero abnormal

3Our standardized cross-sectional test is similar to the test statistic derived by Ball and Torous
(1988), though we consider several different cases of event-induced variance and compare our
estimator to ail of the standard methodologies. The Ball-Torous model is very general in that it
allows for alternative specifications of the return-generating process, as well as event-date
uncertainty. If the market model generates returns such that the event occurs with probability
cne on a certain day, and any event-induced variance is proportional to the individual security’s
estimation-period vai:ance, the standardized returns in Ball and Torous are normal, indepen-
dent, and identically distributed. In this case, the MLE coincides with OLS.
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Table t

Average rejection rates for various test statistics for 258 portfolios of S0 securities (from 1962 1o

1986) each at several significance levels. The test statistics test the null hypothesis that the

average abnormal return is zero. Abnormal performance is equal te p (no event-induced
variance inrcrease).

One-tailed tests Two-tailed tests
G005 a=001 a<010 az005  a=00i
Traditional® Q.072 0.032 128 0.076 0.024
Standardized-residual® 0.072 0.020 0.124 0.076 0.032
Sign® 0.016 0.004 0.140 0.088 0.020
Ordinary cross-sectional® 0.060 0.016 0.132 0.076 0.028
Method-of-moments® 0.060 0.040 0.092 0.072 0.048
Standardized cross-sectional! 0.048 Q.0i6 0.116 0.072 0.032
w=1%
Traditional 0.792 0.532 0.664 0.468
Standardized-residual 0.960 0.872 0.936 0.816
Sign 0.952 0.756 0.892 0.680
Ordinary cross-sectional 0.812 0.572 0.720 0.504
Method-of-moments 0.332 0.208 0.248 0.158
Standardized cross-sectional 0.960 0.836 0.928 0.752
u=2%
Traditional 1.000 0.996 1.000 0.996
Standardized-residual 1.000 1.000 1.000 £.000
Sign 1.000 1.000 1.000 1.000
Ordinary cross-sectional 1.000 0.988 0.992 0.988
Method-of-moments 0.760 0.544 0.632 0.480
Standardized cross-sectional 1.000 1.000 1.000 1.000

*The traditional test statistic equals the sum of the event-perind abnormal returns divided by
the square root of the sum of all securities’ estimation-period residual variances.

®The standardized-residual test statistic equals the sum of the residuals standardized by their
standard deviations divided by the (approximate) square root of the number of sample firms.

“The sign test statistic is the observed proportion of positive returns minus 0.50 divided by the
standard deviation of a binomial distribution.

The ordinary cross-sectional test statistic divides the average event-period residual by its
contemporaneous cross-sectional standard error.

“For the method-of-moments test statistic, the average industry residual is calculated. Then
the residual is standardized by its standard errer and divided by the square root of the number
of industries.

'For the standardized cross-sectional test statistic, the residuals are standardized by their
standard deviations. Then the average event-period standardized residual is divided by its
contemporaneous cross-sectional standard error.

performance, the underestimation of event-period variance czuses the null
hypothesis to be rejected too frequently. For example. even wusn &, is only
0.5 (i.e.. the incremental or event-induced variance is only half of the
estimation-perior variance), the traditional and standardized-residual meth-
ods reject the nuil hypothesis anywhere from 2.2 to 6.4 times as often as they

JFE—-B



Table 2

Average rejection rates for various test statistics for 250 portfolios of 50 securities (from 1962 to

1986) each at several slgmﬁcance levels. The test statistics test the null hypothesis that the

average abnormal return is zero. Abnormal performance is a random variahle drawn from

N0, ko?), where k is a constant and o2 is either the individual-security or the average
estimation-period variance.

Panel A 7 Péne! B

Event-induced variance Event-induced variance
proportional o individual-security proportional to average
esﬂmatu}wapenod variance estumauon-penod variance

One-tailed tests Two-ta:led tests  One-tailed tests  Two-tailed tests
a =005 a=001 a=005 a=001 o =005 a=001 a=005 a=00

k=05

Traditional® 0.128 0.052 0.152 0.064 0.124 0.064 0.136 0.056

Standardized- 0.148 0.052 0.152 0.052 0.188 0.100 0.236 0.128
residual®

Sign® 0.052 0.012 0.088 0.016 0.068 0.008 0.080 0.000

Crdinary 0.092 0.004 0.080 0.012 0.088 0.020 0.072 0.032
cross-sectionald

Method-of- 0.068 0.036 0.100 0.036 0.100 0.028 0.100 0.044
moments®

Standardized 0.084 0.020 0.068 0.028 0.092 0.028 0.088 0.028
cross-sectional'

k=1

Traditional 0.140 0.080 0.208 0.084 0.164 0.076 0.192 0.088

Standardized- 0.180 0.080 0.188 0.084 0.208 0.148 0.320 0.204
residual

Sign 0.068 0.008 0.068 0.004 0.056 0.012 0.076 0.016

Ordinary 0.072 0.008 0.076 0.024 0.064 0.020 0.084 0.028
cross-secticnal

Method-of- 0.100 0.064 0.112 0.068 0.112 0.056 0.140 0.076
moments

Standardized 0.060 0.012 0.060 0.012 0.080 0.020 0.068 0.020
cross-sectional

k=2

Traditional 0.208 0.112 0.284 0.156 0.200 0.108 0.272 0.164

Standardized- 0.224 0.120 0.284 0.164 0.308 0.196 0.408 0.268
residual

Sign 0.060 0.004 0.076 0.000 0.056 0.004 0.076 0.000

Ordinary 0.068 0.016 0.072 0.012 0.064 0.012 0.064 0.020
cross-sectional

Method-of- 0.140 0.052 0.160 0.092 0.144 0.080 0.208 0.124
moments

Standardized 0.088 0.028 0.084 0.028 0.068 0.012 0.064 0.016

cross-sectional

“The traditional test statistic equals the sum of the event-period abnormal returns divided by
the square root of the sum of all securities’ estimation-period residual variances.

The standardized-residual test statistic equals the sum of the residuals standardized by their
standard deviations divided by ihe (approximate) square root of the number of sample firms.

“The sign test statistic is the observed proportion of positive returns minus 0.50 divided by the
smndard deviation of a binomial distribution.

The ordinary cross-sectional test statistic divides the average event-period residual by its
contemporaneous cross-sectional standard error.

“For the method-of-moments test statistic. the average industry residual is calculated. Then
the residual is standardized by its standard error and divided by the square root of the number
of mdusmes

'"For the standardized cross- sectional test statistic, the residuals are standardized by their
standard deviations. Then the average event-period standardized residual is divided by its
contemporaneous cross-sectional standard error.
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should. When &, is I (i.e.. event-induced variance is equal 1o ordinary-resid-
uai variance), they reject the null 2.8 to 8.4 times as often as they should. To
demonstrate the scriousness of this problem. the 0.208 rejection rate of the
traditional method in panel A of table 2 (. = 0. &k, = 1. a = 0.05, two-tailad
test) corresponds to rejecting the null hypothesis at the 5% significance level
when |t] > 1.26 (instead of |¢] > 1.96). In the same manner, the €.084
rejection rate of both the traditional and standardized-residual methods in
panel A of table 2 (i =0, &k, = 1, &= 0.0}, two-tailed test) corresponds to
rejecting the null hypothesis at the 1% significance level when ¢l > 1.73
(instead of 1) > 2.38).

Both the ordinary and standardized cross-sectional tests reject the null at
about the appropriate significance level. The method-of-moments test rejects
with approximately the correct frequency when the event-induced variance is
small (k = 0.5). When % increases, however, the method-of-moments test
rejects too frequently. The sign test rejects the null at about the appropriate
significance level, which suggests that use of a sign test in conjunction with
either the traditional, standardized-residual, or method-of-moments tests
may mitigate the problem of event-induced variance.

In panel A of table 3, we report our results when average abnormal
performance equals 1% and the variance increase is proportional to the
individual-security variance. We find a moderate reduction of power ir all
tests when a = 0.05 and a severe reduction when a = 0.01, as compared to
the case of no variance increase reported in table 1. In most cases, the
ordinary cross-sectional test, the method-of-moments test, and the sign test
are the weakest. In contrast, the standardized cross-sectional technique is not
only more powerful than the ordinary cross-sectional test and sign test, but it
is often more powerful than the traditional test, particularly at lower levels of
event-induced variance. For example, panel # of table 3 reports that in a
two-tailed test (a = 0.05) the standardized cross-sectional test rejects the null
81.6% of the time when k,=0.5 and 70.1% of the time when k,=1. The
corresponding traditional method’s rejection frequencies are only 69.6% and
61.6%.

When abnormal performance averages 2% and event-induced variance is
proportional to the individual-security variance (panel A of table 4), the
traditional, standardized-residual, and standardized cross-sectional methods
rejected virtually 1009 of the time when a = 0.05 for a two-tailed test. The
sign test and ordinary cross-sectional test are not quite as powerful, and the
method-of-moments test is generally the least powerful of all

4.2, Event-induced rariance proportional to average residual variance (panel B
of tabies 2, 3, and 4)

The traditionai, standardized-residual, and method-of-moments tests also
perform poorly when event-induced variance is proportional to average
residual variance and g =0 (zero average abnormal performance). For



Table 3

Average rejection rates {or various test statistics for 250 portfolios of 50 securities {from 1962 10

1986) each at several significance levels. The test statistics test the null hypothesis that the

average bnormal relurn is zero. Abnormal perfomance is a random variable drawa from

N(0.O1.Aa-), where & is a constant and o~ is either the individual-security or the average
estimation-period variance.

Panel A Panel B
Event-induced variance Event-induced variance
proportional to individual-security proportional to average
estimation-period variance estimation-period variance

One-tailed tests  Two-tailed tests O te-tailed tests  Twon-tailed tests
a=005 a=001 a=005 a=001 a=005 a=001 a=005 a=00i

k=035

Traditional® 0.780 0.872 0.696 0.492 0.748 0.516 0.668 0.448

Smndardizhed- 0.920 0.840 0.896 0.788 0.876 0.764 0.820 0.724
residual

Sign*© $.780 0.464 .688 0.344 0.576 0.248 0.448 0.176

Ordinary 0.692 0.440 0.584 0.356 0.636 0.360 0.500 0.284
cross-sectionat!

Method-of- 0.360 0.200 0.260 0.156 0.360 0.216 0.268 0.160
moments®

Standardized 0.880 0.708 0.816 0.628 0.744 0472 0.604 0.376
cmss»secnunal'

k=1

Traditional 0.700 0.528 0.616 0.452 0.740 0.556 0.652 0.480

Standardized- 0.900 0.800 0.876 0.760 0.840 0.736 0.824 0.704
residual

Sign 0.648 0.27 0.492 0.168 0.464 0.196 0.352 0.144

Qrdinary 0.520 HiR{ 3 0.396 0.232 0.560 0.336 0.464 0.252
cross-sectional

Method-of- 0.328 0.212 0.26% 0.176 .356 0.256 0.320 0.224
moments

Standardized 0.804 03516 0.704 0.416 (0.628 0.356 (0.488 0.288
Creas-sectional

k=2

Treditional (.668 0.516 0.592 0.468 1.660 0.492 0.580 0.456

Standardized- 0.844 0.752 0.812 0.6%06 0.768 0.704 0.748 0.684
residual

Sign 0.548 0.240 0.452 0.172 0.356 0.116 0.276 0.080

Ordinary 0.408 0.224 0.324 0.180 0.428 0.212 0.324 0.152
cruss-sectional

Method-of- 0.424 0.272 0.368 0224 0.3%6 0.232 0.328 0.216
muoments

Standardized 0.624 0.392 0.504 0.316 0.420 0.220 0.328 0.148

cross-sectional

“The traditional test statistic equals the sum of the event- period abnormal returns divided by
mi -quare 00t of the sum of all securities’ estimation-period residual variances.

The standardized-residual test statistic equcls the sum of the residuals standardized by their
standard deviations divided by the (approximate) square root of the number of sample firms.

“The sign test statistic is the observed proportion of positive retnrns minus 0.50 divided by the
standa:d daviation of a binomial distribution.

“The ordinary cross-sectional test statistic divides the average event-period residual by its
contemporaneous cross-sectional standard error.

“For the method-uf-moments test statistic. the average industry residual is calculated. Then
wne residual is stardardized by its standard error and divided by the square root of the number
of mdt sstries.

"For the standardized cross-sectional test statistic, the residuals are standardized by their
standard deviations. Then the average event-period standardized residual is divided by its
contemporaneous cross-sectional standard error.



Table 4

Average rejection rates for various fost statistics for 236 portfolos of St securities (from fdel to
19086} cach at several vgmificance bevele The fest statistics tos! the null hypothesis that the
AVCTAET ;nhgmtmui return is zero. Abnormal porformance & g readom varable drawn from
NGO &Aoo b, where A o @ comstant and o o either the mdnoduatosecunty or the averave
estimation-period varienee. )

Punet 4 Panel B
Event-induced varance Event-mnduced varuance
propostional to individual-security proportional to average
estimation-period variance estimation-period varance

One-tatled tests Two-tadled tests One-tailed tests Twoetailed tests
a=005 a=000 a=00% a=000 a=005 @=000 «-R05 a=00]

&k = pd

Traditional” €. 906 15,976 3huy? Hy7? IRy EUNS (hyg? {1972

Standardized- BAMKE IR IRLELL EARKY I R11.4] %K bkt [ K11
residuat™

Sign* B ARKY (1965 11,996 {1936 (992 £L.876 | X05% 0832

Ordinary (1.992 {1,946 h.964 1115 th9e2 952 (98N8 (.9
cross-sectional?

Method-of- w724 h.5356 ih.6dd [LR LT £.732 (h.520 .66k (2464
momenis”

Standardized bAKR) FAKKD IR £h.9960 .00 988 IR {972
cross-sectional’

k=1

Traditional ) Y52 (Y972 1934 (1,984 968 1.972 1.952

Standardized- §.(KKD b.0E% bLAXK) £1.996 (1.996 {1.996 £1.996 (.992
residual

Sign (198N .908 £L 968 (1834 (L9916 0.720 0.860 0.612

Ordinan €.964) 872 hYla (L8116 {19356 0.888 0.932 0.824
Cross-sectional

Methad-of- (1.736 {561 t).63¢) {1480 €.740 0.508 (1.628 0.476
moments

Standardized | (KK} th9Nd (L9496 {1,976 £).980 .904 0.956 0.5844
cross-sectional

k=2

Traditional 0.964 (A1 RA (3.957 €1.9(K) 2.968 £.944 €.960) 0.936

Standardized- XKD} 1 .CKK) 1K) 1.06) (1.988 .980 (L.YKS 0.968
residual

Sign 0.920 0.724 (1.868 {614 0.824 ).184 €.740 0.364

Ordinary {).888 3.720 (1.836 £.672 0.892 0.700 0.828 0.636
cross-sectional

Method-of- 6.716 14496 01.620 (336 £.652 (L300 (.572 (.432
maments

Standardized {1,992 1928 0,972 {1.904) (1.896 ).704 01.840 .6l6

cross-sectional

*The traditional test statistic equals the sum of the event-period abnormul returns divided by
the square root of the sum of all securittes” estimation-period residual variances

"The standardized-residual test statistic cquals the sum of the residuals standardized by their
standard deviations divided by the (approximate) square root of the number of sample firms.

*The sign test statistic ‘s the observed proportion of positive returns minus .50 divided by the
standard deviation of a inomial disiribution.

“The ordinary cross-sectional test statistic divides the average event-period residual by its
contemporangous cross-sectional standard error.

“For the method-of-moments test statistic. the average industry residual is catculated. Then
the residuw is star dardized by its standard error and divided by the square root of the number
of industs >s.

'For the standardized cross-sectional test statistic. the residuals are standardized by their
standard deviations. Then the average event-period standardized residual s divided by its
contemporaneous cross-sectional standard error.
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cxample. panel B of table 2 reporis that when p =0 and & =1 (cvent-
induced or incremental variance is cqual to average residual vanancel.
the traditional, standardized-residual, and method-of-moments tests re-
ject the null hypothesis of zero abnormal performance 19.27%. 32% . and 147
of the time, respectively, for the two-tailed test ac the 5% wignificance level
The problem is more severe at the 1% significance level, where the rejection
rates are 8.89¢, 20.49%, and 7.6%, respectively, for the wo-tailed test. In
contrast, the sign. ordinary cross-sectional, and standardized cross-sectional
tests reject the null hypothesis at about the appropriate significance level.

When abnormal performance equals 19 and 2% (panel B of tables 3 and
4, respectively), the standardized cross-sectional tests are still more powerful
than the sign test, but lose their advantage over the ordinary cross-sectional
tests, especially as event-induced variance increases. This is not surprising
since the cross-sectional test is well-specified when event-induced variance is
large and proportional to average security residual variance.

4.3 Event-date clustering

simulation design is identical to that described in section 3.1, except that all
securities within cach portfolio have the same randomly-selected event date
(selected without replacement across portfolios). Securities are selected with-
out replacement within each portfolio. Overall, we find little differences in
the rejection rates from those obtained without clustering.

In panel A of table 3. we report results for the case of zero abnormal
performance with no change in variance (&, =0) and with event-induced
variance equal to twice the variance of each security’s estimation-period
variance (k, =2). When there is no event-induced variance, all tests still
reject at about the correct level, with the exception of the sign test. In
particular, the standardized cross-sectional test is not affected by event-date
clustering. As in the case with no eveni-date clustering, the traditional,
standardized-sesidual, and method-of-moments tests reject substantially more
often than expected in the presence of event-induced variance. The sigi.
ordinary cross-sectional, and standardized cross-sectional tests reject at close
to the appropriate rates.

In panel B. we report rejection rates when abnorma! performance averages
19 and the variance conditions are the same as in panci A. The results with
cvent-date clustering are again very similar to those without clustering. All
tests lose power in the presence of event-induced variance, but the standard-
ized cross-scctional test performs better than the sign, ordinary cross-sec-
tional. and method-of-moments tests.”

We also simulated the effect of event-date clustering on our resuits, The

"Note that event-date clustering simulations using randomly-gencrated samples may not be
directly applicable to “real-world” examples of event-date clustering. In those cases. the fact that
some event occurs to all firms on a specific day may imply other commonalities (and thus
cross-sectional correlation). such as all firms being in the same industry. Qur randomly-gener-
ated samples would not necessanily have such correlations.



Table 8

Euvent date clustoring
Average rerechhon ratos Bar various ot statigees for T3 popehaos of S securtis rom [9e] w
fusnd cach @b swveral sspmibcance fovels Bacl secuntsy wthun oo ob pewrtlfoba has the samig govent
date. The o statnlecs tosd the nell hwpoth the aveocrage sboormal return s sene
Abporynal porformance woa tandum varable drase from Nea 4o “howhere woequah 000 or 19
Ao comstant, grd oo the mdinodualsedury st ton pore < variaie

Famet A4 Abnormal porformanoe g = oF ¢

One-tarked tests T taded tests
@ = s @ = Eh iR e = EhER @ = (L

i =6
Tradwtwnal” ib thend Ehehle XIS ey 2
Standardised-sosidual” XL 6o 08 Cleed Eheard
Sigar® YL Y11 TRBTN TR
Ordimary Crons-sectionmad™ € £ £ tiEhd i M
Method-of -moments Eh il o ElEES Huve R
Standardized cross-sectionat’ Ehehi2 (b U YIRS XN

& g ¥
Traditwonal ¢b Em (¢ ile th 2% RN
Standardized- resaduwal e i E2% ¢ 326 IR L
Sigi €064 (S €1l e
Ordimary ctons sl € et (Lo X1 £.0613
Metbod-of - moments € (S 113 17 (232 £ 140

Standardized cross-sectiom:d Y3y (O3 €IS (helh

Pane! B Abpnormal performance g = B¢

One-tailed tests Two-taded fests
= O3 @ = (L = .03 a = U]

A o=t}
Traditionast £a36e XN {1768 (5640
Standardized- resrduat thYath £ 86t (LY ie (80
Sign [0 8 1,720 %8 1636
Ordemary cross-sectional 0 N3 664 (7% (364
Method-of-moments U364 R (L4320 0252
Standardized cross-sectinmah fL4U2s € &3 (5903 6.792

k=2
Traditional {33 ), 6K 8652 (1.56%8
Standardized-residual (hn3a 1,732 thsle €.704
Sign €560 (1 ) 0. 404 8.120
Ordinary cross-sectionsl €SN .244 0364 i 168
Method-of-moments (39l (356 164 £1.360
Standardized cross-sectional £ 646 436 (1,582 0.328

“The traditional test statistic equals the sum of the event-pzriod abnormal returns divided by
the square soot of the sum of all secursities” estimation-period residual variances,

"The standardized-residual test statistic equals the sum of rthe residuals wtandardized by thewr
standard deviations divided by the (approximate) square root of the aumber of sample firms.

“The sign test statistic s the observed proportion of positive returns minos 050 divided by the
standard deviaion of ¢ binomial distribution.

“The ordinary cross-sectionat test statistic divides the average event-period residual by its
contemporaneous cross-sectional standard error.

“For the method-of-maments test statistic, the average industny residual is calculated. Then
the residual is standardized by its standurd error and divided by the square root of the number
of industries.

"For the standardized cross-sectional test statistic. the restdusls are standardized oy heis
standard deviations. Then the average ovent-periad standardized ressdual 5 divided by ats
contemporaneous cross-sectional standard error.
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4.4. Summary of simulation results

Overall. our suggested standardized cross-sectional procedure works well.
QOur simulations lead to the following conclusions:

® In the presence of event-induced variance but zero average abnormal
performance, our suggested standardized cross-sectional test rejects the
null hypothesis at about the appropriate significancc level, as do the sign
and the ordinarv cross-sectional tests (i.e., they have the right size). The
traditional and standardized-residual tests result in too-frequent rejec-
tion of the null, while the method-of-moments test performs well at low
levels of event-induced variance but poorly as event-induced variance
increases.

® When average abnormal performance is 1%, the presence of event-induced
variance lowers the power of all of the tests to identify abnormal perfor-
mance. The standardized-residual test is the most powerful in rejecting the
null but the standardized cross-sectional test generally rejects the null
more frequently than the other tests.

¢ When average abnormal performance averages 2%, all of the tests except
the method-of-moments method reject the null hypothesis close to 100% of
the time.

® The results are essentially unaffected by the presence of event-date cluster-
ing.

5. Conclusions

We have demonstrated that traditional event-study methods too frequently
reject a null hypothesis of zero abnormal performance if the event itself
causes additional variance of event-period returns. The two most common
remedies to this problem are to use an ordinary cross-sectional test or to use
a siga test in ¢omjunction with a parametric test. We suggest an aiternative,
easy-to-use test. We find that if event-period returns are normalized and
a cross-sectional test is then applied to these standardized residuals, the
results are better than with the two common approaches: too frequent rejec-
tions of true nulls are avoided without significantly reducing the test’s

power. In addition., we show that event-date clustering does not affect our
results.
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Appendix

Throughout this appeadix we use the following notation:

N = number of firms in the sample,

A, = sccurity i's abnormal return on the event day,

A,, = security .’s abnormal return on day ¢

7, = number of days in security ¢'s estimation period (we omit the sub-
script i when there is no possible confusion),

R, = market return on day ¢

R, = average market return during the estimation pericd,

s

\ = security {'s estimated standard deviation of abnormal returns during
the estimation period.
SR,; = security i's standardized residual on the event day

l Rm‘—ﬁm :
=A1E §l ]+7+ l(", 2 _) " (l)
X (R —R.,)
t=1

J = number of industries per portfolio.
N, = number of firms in industry j,
4

= average portfolio abnormai return.

All of the test statistics described below assume that the null distribution is
normal with mean zero and variance equal to one.

The traditional method [Brown and Warner (1980, app. A.3)] implicitly
assumcs that security residuals are uncorrelated and that event-induced
variance is insignificant. Its test statistic equals

L 1‘21 ~ ZT:A,.,2 "
Nizzl " N i ! T )

=1

The standardized-residual method [Patell (1976)] normalizes the residuals
before forming portfolios Its test statistic equals

5 SR, //N ke (3)

-’
i=1 1" 4

I
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The sign test is a simple binomia! test of whether the frequency of positive
residuals equals cne half. For the two-sided test, its test statistic equals

51-1/2

] 4
[P=al =51 - (4)

where P is the frequency of positive residuals. For the one-sided test, the test
statistic is

-1/2

Y

to|—

-y &
L j

(5)

Z |

The ordinary cross-sectional method ignores estimation-period estimates of
variance and uscs the event-day cross-sectional standard deviation for its
t-test. The resulting r-statistic is

1 N 4 N AJI__ 2
(6)

1y
X/—ZA:'E mZ(A;E—E N

1=1 i=1 i=1

Our hybrid of the standardized-residual and the ordinary cross-sectional
approach, the standardized cross-sectional method. first finds standardized
residuals as Patell did, then applies the ordinary cross-sectional technique
just described. Our test statistic is

1%51% 1 fjs,R %SR’EZ 7
Ni;l iE N(N_l) t iE—i=l N * ()

Froot's (1989) method-of-moments estimaior requires residuals across in-
dusiries to be independent. Our test statistic differs from Froot’s in that it
does not restrict the number of firms per industry to be the same across
industries. It is given by

IS T A YA
7‘72—72‘41‘&' ~ Ai-—ZZ-'—"
vVJ i=1 1Y i=1 ’ T_ll=l(jvji-——l g t=1i=1 TIV]

(8)
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Ball and Torous (1988) derive a maximuan-likelihood estimator (MLE) that
requires residuals to be normally distributed. For the special case of no
event-date unccitainty. the marginal distribution of the standardized event-
day abnormal return is

(2] - ool - (2 - ) o] o
l 3

' 2%d° :

where A is a measure of the standardized abnormal return on the event day
and &2 is the variance change on the event dav. A and 8° are the param-
eters to be estimated. Since all standardized event-day abnormal returns
are mdependem and identically distributed as a normal :andom variable
[N(A. 82)), the estimator for A is

A
A= —=

i
NS .

g’:

The test statistic for A is identical to that for the standardized cross-sectional
test without adjustment for the out-of-sample forecast error.
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