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has EL~ identical effect ore all firms, but they also warn that when a 
differing effects on firms, the variance of returns will increase a 
methods may fail (1985, pp. Z&25$. In fact, Brown, arlsw, and Tmic 

(1 ,19$9) show that many events cause changes in th risk and return for 
in dual securities, as indicated by a temporary increase in the variance of 
abnormal returns q~omp~nyin~ the mean shift. The an ~~~r~~~ 
in variance ~~companyi~~ an event: is due to a tempo in the firm”s 
systematic risk. While we do not discuss the cause of eve~~-~~d~~ed variants 
in this paper, we show that it is necessary to control for variance than 
obtain appropriate tests of the null hypothesis that the average abnormal 
return is zero. 

T;, determine the ability of commonly-used methods to identify abnormal 
returns in the presence of event-induced variance, we simulate the occur- 
rence of an event with stochastic effects on stock returns for 2% sam 
50 securities each. We compare the results of severa! trsts and find that when 
an event caues even minor increases in variance, the most commonly-used 
methods frequently cause the null hypothesis of zero average abnormal 
returns to be rejecic. *-d when it is, in fact, true. We show, however, that .a 
simple adjustment to the cross-sectional method results in equally-powerful 
tests when the null is false and appropriate rejection rates when it is true. 
Both the size and the power of the adjusted test are unaffected when applied 
to portfolios subject to event-date clustering. 

The remainder of the paper is organized as follows. In section 2, we briefly 
define the problem of event-induced variance in event-study methodology 
and summarize solutions proposed by Christie (1983), Collins and Dent 
(1984). and Ball and Torous (1988,. Our experimental design and the test 
statkics are described in section 3. In section 4, we present simulation 
results comparing the ability of six test statistics to detect abnormal returns 
when there are event-induced changes in variance. Our conclusions are in 
section 5. 

3 
a. ealing with event-induced variance 

It is not uncommon for an event to be accompanied by increases in the 
cross-sectional dispersion of storii returns. More than 20 years ago, Beaver 
(1968) concluded that an increase in the cross-sectional dispersion of ab- 
normal returns at the time of earnings announcements implied that the 
announcement conveyed infomlation. Certainly, if a researcher fails to 
appropriately control for factors that lead to varying announcement effects 
across firms, he or she will generally measure a dispersion increase on the 
eient day. For example, we would expect a different abnormal stock return 
associated with the adoption of a poison pill by a firm in the midst of a 
takeover contest as compared to a fi with 75% insider ownershi 
larly, the varying level% of a~~~~~~ 



standard deviation more than three and a half 
times as great as the ~~t~~~t~~~ in his study of stwk repurchases. 

One remedy, of came, is trr ignore the estimation-period residu.4 variance 
and to use instead the cross-sectiona variance in the event period itself to 
form the test stati At least eight event studies have used this cxxs-sec- 
tional technique a r-ted both the estimation-period and event-period 
cross-sectional standard deviations. [See Cbarest C 1978). Dann t 1981), 
Mikkelson d 1981). Penman (‘l982). and Rosenstein and Wyatt (1990); several 

rs contafned more than one event study.] In each study, the 
standard deviation was larger than the estimation-period stan- 

dard deviation. 
The event-study hterature contains various other proposals for coping with 

the problem of event-indticed variance. Christie (1983) suggests that event- 
induced variance ma? be estimated if multiple events are observed for each 
firm. Mitcheli and Netter (19s’9! take several approaches to dealing with the 
large iwreaje in variance surrounding the stock market crash of 1987, 
inciuding tests doubling the variance based on estimation-period variance 
(pre- and post-event), cross-sectional tests, and nonparametric tests. Collins 
and Dent (1984) simulate stock returns and an event with stochastic effects. 
They demonstrate that with event-date clustering, a generalized least squares 
(GLS) technique works better than the traditional ordinary least squares 
(OLS) methods. The Collins and Dent approach has the additional advantage 
of being able to accommodate cross-sectional correlation of returns. 
Nonetheless. researchers generally do not use any of these suggestions for 
dealing w&h event-induced variance because of data ~~m~ta~io~s and 
of implementation. 

More recently, Ball and Torous (19881 simulate an event that increases 
mean and variance of stock returns and apply a aximu 

tion (MLE) technique to stock return data, simultaneously estimating event- 



period returns, the variance of these returns, and the probability of the 
event’s occurrence for any given day in the event window. When abnorma! 
performance is present, their simulations show that the MLE method rejects 
the null hypothesis more frequently than does the trad~t~Qna! Brown and 
Warner method, although the null is not rejected loo fre tly I% it is 
true, Finaily, Corrado (1989) proposes a nonparametric rank test thak recog- 
nizes the asymmetry in cross-sectional excess returns. He shows that the rank 
test performs better than the parametric t-tests used rown and Warner if 
there is an eve~t~induccd increase in the variar\ce ~~~~~rn~~ retorts. 

We propose another test that works well in the presence of event-deduce 
variance. This ‘standardized cross-sectional’ test is easy to implement and is a 
hybrid of Patell’s (1976) standardized-residual methodology and the ordinary 
cross-sectiona! approach suggested, for example, by Charest (1978) and 
Penman (1982). The test incorporates variance information from both the 
estimation and the event periods and is closely related to the special case of 
Ball and Torous’ (1988) estimator in which there is no event-day uncertainty. 
To determine the robustness of our method relative to several commonly-used 
methods that ignore changes in variance, we simulate the occurrence of an 
event with stochastic effects on stock returns. Our test yields appropriate 
rejection rates when the null is true and yet is equally powerful when the null 
is false. 

3. Experimental design 

3.1. Sample selection 

We construct 250 samples of SO securitieq each. The securities in each 
sample are randomly selected from al! securities inc!aded in the 1987 CRSP 
Daily Returns File and are assigned randomly-selected event dates. Although 
the 1987 CRSP Daily Returns File includes security returns from July 1962 
through December 1987, we exclude 1987 event dates because of the volatil- 
ity in stock returns in the latter part of the year. (We do not believe that the 
exclusion of this period affects the generality of our results.) A!1 securities 
and event dates are sampled with replacement such that each security/date 
combination has an equal chance of being chosen at each selection. We also 
chcsck each security/date combination “or sufficient return data in the CRSP 
tile. To remain in a sample, a secultty must have at least 50 daily returns in 
the estimation period ( - 249 through - 11) and no missing returns in the 30 
days surrounding the event di;te i - 19 through + 10). Each of the 250 
portfolios is drawn independently of the others. 

3.2. Simclathg abnormal performance with er *ent-induced rsariance 

Our simulations focus on detection of abnormal performance using daily 
returns. The level of abnormal performance on day 0 for each security in 



dard deviation, corre 

increased by an amount corresponding to a value of k, = 0.6’k. Dann’s (1981) 
study of stock repurchases reported the largest increase in ~r~~-s~~t~~~ 
standard deviation (by a factor of about 3.625, corresponding to a value for k, 
of about 11). The case of &c, = 0, indicating event-induced variance is zero. is 
simply a replication of earlier studies that add a constant abnormal return to 
stock residuals. 

When event-induced variance is proportional to the average firm variance, 
the abnormal performance is independent and identically distribtited for 
each security in each portfolio. When event-induced \ .riance is proportional 
to ihe individual security variance, returns are not identically distributed 
since the variance differs for each security but the abnormal returns are still 
drawn independently from nomtal distributions. 

For each of the 250 portfolios, we estimate excess returns using the 
market-model method (with the CRSP equally-weighted index) described in 
Brown and Warner (1980,19SS~. We then use several n1 different test statistics 
to test for abnormal returns. Each test statistic is described below and 
formally defined in the appendix. Our results are reported in section 4.’ 

3.3. Test statistics 

3.3. I. Tile traditional test 

’ Brown and Warner’s ‘no dependence adjustment’ method (1980, app. A.3), 
henceforth the ‘traditional method’, implicitly assumes that security residuals 

‘While not reported in thi paper. we r&o simulate a stochastic variance increase where k, is 
a constant multiplied by an independent drawing from a x ’ distribution with one degree of 
freedom. The expected (or specified) value of A, is either 0, 0.5. 1, or 2. Since a chi-squared 
distribution with one degree of freedom has a mean of 1. we multiplied by the appropriate 
constant (0.5. I. or 3 to get the desired mean value of k, in the cases where k, is a random 
variable. The simulation results using a stochastic variancr iucrrase are es%zntiakiy identical 10 

those obtained for deterministic variance increases. 
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are uncorretated and that event-induced variance is insignificant.* The test 
statistic equals the sum of the event-period abnormal returns divided by the 
square root of the sum of all securities’ estimation-period residual variances. 

3.32. Standardized-residual test 

Like the traditional method, Patell’s (1976) method (henceforth the ‘stan- 
dardized-residual method’) assumes that security residuals are uncorrelated 
and that event-induced variance is insignificant. However, the residuals are 
standardized before forming portfolios. This standardization serves two pur- 
poses. First, it adjusts for the fact that the event-period residual is an 
out-of-sample prediction and hence it will have a higher standard deviation 
than estimation-period residuals [see, for example, Judge, Hill, Griffiths, 
Lutkepohl, and Lee (1988, p. 170)]. Second, standardizing the event-period 
residuals before forming portfolios allows for heteroskedastic event-day 
residuals, and prevents securities with !arge variances from dominating the 
test. The standardized residual equals the event-period residual divided by 
the standard deviation of &he estimation-period residuals, adjusted to reflect 
the forecast error. This standardized residual is approximately unit normal, 
so that the appropriate t-statistic is the sum of the standardized residuals 
divided by (approximately) the square root of the number of sample firms.” 
The standard&d-residual method is used by Brown and Warner (1985). 

3.3.3. Sign test 

The traditional and standardized-residual tests are often conducted in 
conjunction with a sign test to help verify that a few firms are not driving the 
results. The test statistic for the sign method is the observed proportion of 
positive returns minus 0.5, divided by the standard deviation of a binomial 
distribution. A problem with this approach is that it assumes that 50% of 
security returns are negative, while returns are, in fact, skewed to the right 
[see, for example Fama (1976) or Brown and Warner (198011. Several 
researchers have adjusted for the skewness by comparing the event-period 

‘This method is not appropriate if securities’ residuals are cross-sectionally correlated, which 
may he the case if the securities have a common event date (also known as event-date 
clustering). To solve this problem, Brown and Warner’s ‘crude dependence adjustment’ uses the 
variance of portfolio residuals (rather than the sum of the variances of residuals for individual 
securities) from the estimation period. The 1-statistic equais the portfolio abnormal return 
divided by the portfolio residual’s standard deviation from the estimation period. If clustering is 
present. this portfolio approach will impound any residual cross-sectional correlation in its 
estimate of portfolio residual’s standard deviation. We included the crude dependence adjust- 
ment in our simulations (though not reported here) and, like Brown and Warner> faund it to be 
less powerful than the traditional test. 

‘The actual denominator is C 

-- 
Gp! ,(T, - 2)/(T, - 4)) where T, is the numbe: of days in 

security i’s estimation period and N is the number of firms in the sample. If for most firms there 
tire a large number of days in the estimation period, cF= ,fT, - 2)/U” - 4) = N. Brown and 
Warner f198S) used the approximate test statistic in their hypothesis tests assuming cross-sec- 
tional independence. 



proportion of positive returns to the pro rtisn in the estimation period [see, 
for example, McConnell and Musearella (19851 and Lummer and McConncil 
( 198911. 

3.3.4. Cross-sectional test 

The ordinary cross-sectional method conducts a t-test by dividin 
average event-period residual by its temporaneous cross-sectional Stan- 
dard error. As do the preceding meth , the ordinary cross-sectional method 
requires security residuals to be uncorrelated across firms. Pt does not require 
event-induced variance to be insignificant. although if the event-period resid- 
uals for different firms are drawn from different distributions, the ordinary 
cross-sectional test will be misspecifkd. 

3.3.5. Method-of-moments estimation 

Froot’s (1989) method-of-moments estimator allows residuals to be con- 
temporaneously correlated and heteroskedastic. The procedure requires, 
however, that we identify certain groups of firms for which residuals across 
groups are independent, though residuals within groups may be correlated. 
We form suitable groups within each of our 250 samples by classifying firms 
according to industry (one-digit SIC code), consistent with Froot’s proposed 
classification scheme except that we allow the number of firms per industry to 
vary. !Froot’s requirement of the same number of firms per industry is too 
restrictive for practicai purposes,) 

To obtain the test statistic, we first calculate the average residual for each 
industry. This residual is then divided by its standard error to form a 
standardized industry residual (SIR). Since by assumption the SIRS are 
independent, the resulting test statistic is the sum of the SIRS divided by the 
square root of the number of industries.4 

3.3.6. Standardized cross-sectional test 

Our proposed procedure addresses the misspecification problem of the 
ordinary cross-sectional technique. By combining the standardized-residual 
and the ordinary cross-sectional approaches, we form a hybrid which we call 
the standardized cross-sectional test. First, the residuals are standardized by 
the estimation-period standard deviation (adjusted for forecast error) to 
eliminate the misspecification problem of the ordinary cross-sectional test. 
The ordinary cross-sectional technique is then applied to the standardized 
residuals; the test statistic is found by dividing the average event-period 
standardized residual by its contemporaneous cross-sectional standard error. 
Like the ordinary cross-sectional method, this test allows event-induced 

‘The test statistic used here corresponds to a special case of Froot’s estimator. As he sugges:s, 
we use the estimation-period variance of the mean indrrstv residuais as an instrumental variable. 
In our simulation there is only one time-series observatkn (the event day), with an average of 
seven industries for each 50-security portfolio. 



variance changes. it also incorporates information from the estimation pe- 
riod, which may enhance its efficiency and power. This method also requires 
that security r&duals be cross-sectionally uncorrelated.’ 

4. Results 

Our simulation results are summarized in tables 1-4. Each table presents 
the rejection frequencies for the six tests of zero avera e 3k~O~~l perfor- 
mance. Table 1 reports the results of simulations in which event-induced 
variance is zero. Our simulations are conducted under the same conditions as 
Brown and Warner’s (1985) simulations, and for the two cases which are 
directly comparable, we obtain similar results. Specifically, for a one-tailed 
test with LY = 0.05, their simulations (using the standardized-residual method) 
reject the null hypothesis 6.4% of the time, while our rejection rate for the 
sta,tdardized-residual method is 7.2%. Wken there is abnormal performance 
of 1’6, their simulations reject the null 97.6% of the time, while outs reject it 
96% of the time. 

When there is no abnormal performance, ali test statistics for average 
abnormal performance reject the null at akout the correct frequency. When 
there is abnormal performance, all of the tests reject the null at reasonable 
rates except for the method-of-moments estimator, which is distinctly less 
powerful as measured by its relatively low rejection frequency. 

In tables 2,3, and 4, panel A reports rejection rates from tests that assume 
that event-induced variance is some multiple of the individual security’s 
estimation-period residual variance, while panel B reports rejection rates 
from tests that assume that event-induced variance is some multiple of the 
average of the portfolio’s estimation-period residual variances. Ah tests 
reported in this paper assume that the ratio of event-induced variance to 
estimation-period variance is a constant. 

4. I. Event-imiuced r wiance proportional to indihdu&security residual cari- 
mm @am! A of tables 2, 3, and 4) 

In panel A of table 2, we report our results for the case in which there is 
zero abnormal performance but individual-security variance increases by a 

constant proportion, kj. The problem with the traditional and the standard- 
ized-residual methods is clearly demonstrated. When there is zero abnormal 

“Our standardized cross-sectional test is similar to the test statistic derived by Ball and Torous 
(1988). though we consider several different cases of event-induced variance and compare our 
estimator to all of the standard methodologies. The Ball-Torous model is very general in that it 
allows for alternative specifications of the return-generating process, as well as event-date 
uncertainty. If the market mode! generates returns such that the event occurs with probability 
one on a certain day, and any event-induced variance is proportional to the individual security’s 
estimation-period variance, the standardized returns in Ball and Torous are normal, indepen- 
dent, and identically distributed. In this case, the MLE coincides with OU. 



Table I 

Average rejection rates f0r uarisus test stditics far 250 portfolios of 50 securities Yfiwn 19612 to 
I B each at several significance levels. The test ststisarcs test the m&H hyp&Iesis that the 
average abnormal return is zero. Abnormal perfornan= is equal to ge Ino event-induced 

veriwkce inereasef. 

One-taikd zests 

=& 

Traditional” 
Standardized-residual’ 
Signc 
Ordinary cross-sectional” 
Method-of-moments’ 
Standardized cross-sectional‘ 

g = 13 

Traditional 0.792 0.532 0.6ti 0.468 
Standardized-residual 0.960 0x72 0.936 0.816 
Sign 0.952 0.756 0.892 0.68Eu 
Ordinary cross-sectional 6.812 0.572 0.720 0.504 
Method-of-moments 0.332 0.208 0.248 0.158 
Standardized cross-sectional 0.960 0.836 0.928 0.752 

Traditional 
Standardized-residual 
Sign 
Ordinary cross-sectional 
Methoddf-moments 
Standardized cross-sectional 

J& = 2% 

1.OOO 0.9% t.000 0.996 
l.oOO l.ooo 1.OOO !C?CE 
l.OoO 1.000 f.000 1:OOO 
l.OOO 0.988 0.992 0.988 
0.760 0.544 0.632 0.480 
1.000 I.000 l.CM! 1.000 

“The traditional test statistic equals the sum of the event-perk4 abnormal returns divided by 
the square root of the sum of all securities’ estimation-period residual variances. 

‘The standardized-residual test statistic equals the sum of the residuals standardized by their 
standard deviations divided by the (approximateI square root of the number of sample firms. 

‘The sign test statistic is the observed proportion of positive returns minus 0.50 divided by the 
standard deviation of a binomial distribution. 

dThe ordinary cross-sectional test statistic divides the average event-period residual by its 
contemporaneous cross-sectional standard error. 

‘For the method-of-moments test statistic, the average industry residual is calculated. Then 
the residual is standardized by its standard errcr and divided by the square root of the number 
of industries. 

‘For the standardized cross-sectional test statistic, the residuals are standardized by their 
standard deviations. Then the average event-period standardized residual is divided by its 
contemporaneous cross-sectional standard error. 

performance, the underestimation of event-period variance causes the null 
hypothesis to be rejected too frequently. For example. even wkn ki is only 
0.5 (i.e., the incremental or event-induced variance is only half of the 
estimation-period variance), the traditional and standardized-residual meth- 
ods reject the nuJ hypothesis anywhere from 2.2 to 6.4 times as often as they 

J.F.E.- B 



Table 2 

Average rejection rates for various test statistics for 250 portfolios of -9 securities (from 1962 to 
1YM) each at several significance levels. The test statistics test the nulP hypothesis that the 
average abnormal return is zero. Abnormal performance is a random variabk drawn from 
NM, Au?). where k is a constant and u’ is either the individual-security or the average 

estimation-period variance. 

Arnel A Panel B 
Event-induced variance Event-induced variance 

proportional ~0 individual-security proportional to average 
e~t~mat~o~-~ri~ variaace 
-.. “I_. -s. .__- I-. .I. --~.I..-.__...“-_““- .- _, 

Two-tailed tests Qne-tailed tests Two-taikd tests 

0.01 CI 6 0.0s a = 0.01 n = O.OS a = 0.m 
____ ___---- 

Traditional” 
Standardized- 

residual* 
SignC 
Ordinary 

cross-sectionald 
Method-of- 

moments” 
Standardized 

cross-sectional’ 

Traditional 
Standardized- 

residual 
Sign 
Ordinary 

cross-sectional 
Method-of- 

moments 
Standardized 

cross-sectional 

Traditional 
Standardized- 

residual 
Sign 
Ordinary 

cross-sectional 
Method-of- 

moments 
Standardized 

cross-sectional 

0.128 0.052 
0.148 0.052 

0.052 0.012 
0.092 0.004 

0.068 0.036 

0.084 O.0’0 

0.140 0.080 
0.180 0.080 

0.068 0.008 
0.072 0.008 

O.lOO 0.064 

0.06O 0.012 

0.208 
0.224 

0.06O 
0.068 

0.14O 

0.088 

0.113 
0.120 

O.OO4 
0.016 

0.052 

0.028 

k = 0.5 

0.152 0.064 
0.152 0.052 

0.088 0.016 
0.0&o 0.012 

O.iOO 0.036 

0068 0.028 

k=i 

0.208 0084 
0.188 0.084 

0068 o.OO4 
0.076 0.024 

0.11’ o.O68 

0.06O 0.012 

kc2 

0.284 0.156 
Q. 284 0.164 

0.076 OOOO 
0.072 0.012 

O.lhO 0.092 

0.084 0.028 

0.124 0.064 
0.188 0.100 

O&8 0.008 
0.088 O.Q320 

0.1OO 0.028 

0092 0.028 

0.164 0.076 0.192 0.088 
0.208 0.148 0.320 0.2O4 

O.OS6 0.012 0.076 8.016 
0064 0.020 0.084 0.028 

0.112 0.056 0.140 0.076 

0.080 0.020 0.068 0.020 

__ 

0.200 
0.30R 

0.054 
0.064 

0.144 

0.068 

O.la8 0.272 0.164 
0.196 0.408 0.268 

0.004 0.076 
0.012 0.064 

0.080 0.208 

0.000 
0.020 

0.124 

0.012 0.064 0.016 

“The traditional test statistic equals the sum of the event-period abnormal returns divided by 
Fht square root of the sum of al! securirics’ estimation-period residual variances. 

The standardized-residual test statistic equals the sum of the residuals standardized by their 
standard deviations divided by the (approximate) square root of the number of sample firms. 

‘The sign test statistic is the observed proportion of positive returns minus 0.50 divided by the 
stadndard deviation of a binomial distribution. 

The ordinary cross-sectional test statistic divides the average event-period residual by its 
contemporaneous cross-sectional standard error. 

‘For the method-of-momenrz rest statistic. the average industry residual is calculated. Then 
the residual is standardized by its standard error and divided by the square root of the number 
of industries. 

‘For the standardized cross-sectional test statistic, t e residuals ape standardized bv their 
standard deviations. Then the average event-period standardized residual is divided-by its 
contemporaneous cross-sectional standard error. 



test rejects the nufI at about the apprQprjate 

ts that use of a sign test in conjunction with 
either the traditional, st ardized-residuaf, or method-of-moments tests 
may mitigate the problem event-induced variance. 

In panel A of table 3, we re rt our rest&s when average abnormal 
performance equals 1% and the variance increase is proportionaf to the 
indi-viduaf-security variance. We find a moderate reduction of power in aff 
tests when a = 0.05 and a severe reduction when cx = 0.01, as compared to 
the case of no variance increase reported in table 1. In most cases, the 
ordinary cross-sectional test, the method-of-moments test, and the sign test 
are the weakest. In contrast, the standardized cross-sectional technique is not 
only more powerful than the ordinary cross-sectionaf test and sign test, but it 
is often more powerful than the traditional test, particularly at lower levels of 
event-induced variance. For example, panel ! of table 3 reports that in a 
two-tailed test ((u = 0.05) the standardized cross-sectional test rejects the nulf 
81.6% of the time when k, = 0.5 and 70. t% of the time when kj = 1. The 
corresponding traditional method’s rejection frequencies are only 69.6% and 
61.6%. 

When abnormal performance averages 2% and event-induced variance is 
proportional to the individual-security variance (panel A of table 4), the 
traditional, standardized-residuaf, and standardized cross-sectional methods 
rejected virtually 100% of the time when cy = 0.05 for a two-tailed test. The 
sign test and ordinary cross-sectionaf test are not quite as powerful, anti t:Ie 
method-of-moments test is generally the feast powerful of all. 

4.2. Erewinduced rarrbrrce proportional to arerage residual variance (panel B 
of tabh 2, 3, and 4) 

The traditionai, standardized-residual, and method-of-moments tests also 
perform poorly when event-induced variance is proportionaf to average 
&dual variance and p = 0 (zero average abnc a al performance). For 



T&k 3 

Average rejection rates [or various test statistics for Z% portfolios of 50 securities (from 1 
~~~6~~ each at several significance levels. The test statistics test the null bypothesrs that 
average ~Atormal return is zero. Abnormal performance is a random variiable drawn 
N(O.C)I. I: CT 1). where k is a constant and CT’ is either the indi~id~a~~~c~r~~ or the av 

estimation-period variance. 

Traditional” 
Stdndardized- 

residual* 
Sign’ 
Ordinary 

cross-sectionaP 
Method-of- 

moments’ 
Standardized 

cross-sectional’ 

Traditional 
Standardized- 

residual 
Sign 
Ordinary 

cross-sectional 
Method-of- 

moments 
St;rndardized 

cr~l:+:~ctio~d! 

Traditional 
Standardized- 

residual 
Sign 
Ordinary 

crcbss-sectional 
Method-of- 
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Stan fardized 

cnrss-sectional 

0.780 
0.920 
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0.692 

0.360 

OX80 

_ 

0.7OO 
O.9OO 

!I.648 
t;.::r! 

0.3’8 

O.HO3 

0.668 
0.844 

0.548 
0.408 

0.424 

0.62-I 

0.572 
0.X40 

0.464 
O.44O 

O.S0O 

O.7OK 

0.5’8 
0.X00 

0.3 8 
wt: 1 

0.212 

0.Slt-l 

0.5 16 
0.752 

O.24O 
OX4 

0 ‘77 ._ _ 

0.392 

k-1 

0.616 0.452 
0.876 O.76O 

0,492 0.168 
t1.396 ._ _ O ‘3’ 

0.26Y (1.176 

0.704 0.416 

kc2 

0.592 0.468 
0.812 0.696 

0.452 O. 172 
0.324 0.1XO 

0.368 0.224 

o.sO4 0.316 

0.74O 
0.84O 

0.464 
0.W 

,#.3.56 

0.6% 

066O 
0.768 

0.356 
0.428 

0.396 

0.420 

0.556 0.652 O.FO 
0.736 0.824 0.704 

0.1 O.M2 0.144 
0.336 0.464 .,_ 0 ‘)>‘) 

0.2% 0.32O 0.224 

0.356 O.W 0.288 

0.492 0.580 0.456 
0.704 0.748 0.684 

0.116 0.276 0. 
0.212 0.324 0. 

O ‘37 .__ _ 0.328 0.216 

0.220 0.328 0.148 

“Tbr traditional test statistic equals the sum of the event-period abnormal returns divided by 
ih: r,quare ‘*oat of the sum of atI securities’ estimation-period residual variances. 

Th? standardized-residual test statistic equals the sum of the residuals standardized by their 
standard deviations divided by the (approximate) square root of the number of sample firms. 

“The sign test statistic is the observed proportion of positive returns minus 0.50 divided by the 
standard dtvistion of a bim~mial distribution. 

‘The ordinary cross-sectional test statistic divides the average event-period residual by its 
contemporaneous l:ross-sectional standard error, 

‘For the method-uf-moments test statistic. the average industry residual is calculated. Then 
the residual is stardardized by its standard error and divided by the square 
of industries. 

‘For the s?andardized cross-sectional test statistic. the residuals are sta 
standard deviations. Then the average event-period standardized residua 
contemporaneous cross-sectional standard error. 



Tribditionvl 
St;lndardized- 

residuab 
Sign 
OrdinaB) 

TrtD~b-?a8XIiOF13~ 
M~thPd-Of- 

Traditional 
Standardizcd- 

residual 
Sign 
Ordillae 

cross-sectkwal 
Method-0f- 

m-xnents 
Standardized 

crow-sectional 

O.wY8 
O.YY6 

0.720 
O.XX8 

030X 

0.904 

0.94-t 
0.980 

0.184 
0.7fK-l 

fl.500 

0.70-l 

.“Thr traditional teht statistic equals the sum of the event-period ahnormJ returns divided h) 
2 square root of the sun, of aDI securities’ estimation-period residual variance\ 
‘“The standardiz~it-rrsid~al test statistic quah the sum of the residuals standardized by their 

standard deviations divided h!: the (approximate) square root d the number of sample firms. 
‘The sign test statktic ‘c the ob\ened proportion of positive returns minus 0.W divided hy [be 

Stamford deviatinr, of a bmomial dis;rihutioa. 
“The ordinary cross-sectional test statistic divides the average etent-period widual by its 

mntemporanesus cross-sectional standard error. 
‘For the method-of-moments test statistic. the average industry residual is calculated. Then 

the residwl is starfardized by its standard error and divid:d by the square root of the number 
of industr “5. 

t 
e standardized cros+srctional te5t statistic. the residual> are standardized by their 

4a dek~tion\. Then the a\rrage ernt-period standardized residual it, divided by its 
contemporaneous cross-sectional standard error. 



1aily 

ss-sectbnal test is well-s 

WC also simuhtcd the tfkt of event-date clustering on CMS res 
simulation design is identical to that de~rj~~ in seCtiOn 3,!, e 
securities within each portf&o have the same 
(selected without replacement across portfolios). Securities are 
out replacement within each portfolio. Overak we find little 
the rejection rates from those obtained without clusterkag. 

In panel A of table 5. we report re~lts for the Case 0 
pcrfuxmancc with no change in variance (k, = 08 and wi 
variance equal to twice thr: variance tjf each security’s est~~~t~~ 
variance (k, = 2). When there is no event-induced variance, iall P 

reject at about tht correct level. with the exeptio 
par:icular. the standardized cross-sectional test is not 
slustering. As in the ease no sum-date shs 
sta~d~rdi~~d-residual, and m -of-moments tests reje 
often than expected in the presen of ev~~t-~~d~~e 
ordinary cross-sectional, and 

we ~e~~~rt rejective rates when abn~ 
15 and the variance ~~~d~ti~~~s are the same as in p 
evcgnt-date clustering are 
tests lose power in the prese 
izcd cross-sectiona 





3.3. Suttmaty of sitnulatiot~ t-m&s 

Overall. our suggested standardized cross-sectional procedure works well. 
Our simulations lead to the following conclusions: 

* In the presence of event-induced variance but zero average abno 
perfQrm~nce* our su gested standardized cross-sectional test reject 

null hypothesis at about the appropriate s~~n~~ca~~cc level. as do the. sign 

and the nrdinaty cmfs-sectional tests (i.e., they have t&e right size). The 
traditional and standardized-residual tests result in too-frequent rejec- 
tion of the null, while the method-of-moments test performs well at Pow 
levels of event-induced variance but poorly as event-induced variance 
increases. 

* When average abnormal performance is 10/c, the presence of event-induced 
variance lowers the power of ail of the tests to identify abnormal perfor- 
mance. The standardized-residual test is the most powerful in rejecting the 
null but the standardized cross-sectional test generally rejects the null 
more frequentiy than the other tests. 

o When average abnormal performance averages 2%, ail of the tests except 
the method-of-moments method reject the null hypothesis close to 100% of 
the time. 

. The results are essentially unaffected by the presence of event-date cluster- 
ing. 

5. Cctncfusinns 

We have demonstrated that traditional event-study methods too frequently 
reject a null hypothesis of zero abnormal performance if the event itself 
causes additional variance of event-period returns. The two most common 
remedies to this problem are to use an ordinary cross-sectional test or to use 
a sig,l test in cf-“z.junOinn ~itk a parametric test. We suggest an alternative, 
easy-to-use test. We find that if event-period returns are normalized and 
a cross-sectional test is then applied to these standardized residuals, the 
results are better than with the two common approaches: too frequent rejec- 
tions of true nulls are avoided without significantly reducing the test‘s 
power. In addition. we show that event-date clustering does not affect our 
results. 



average market return during the estimatisn period. 
security i’s estimated standard deviation of abnormai returns during 
the estimation 
security i’s sta rdized residual on the event day 

= 

J = 

N, = 
7 

number of industries per portfokx 
number of firms in industry j, 

.4 = average portfolio abnormal return. 

AlI of the test statistics described below assume that the null distribution is 
normal with mean zero and variance equat to one. 

The rraditiotzal method [Brown and Warner (1980, app. A.311 implicitly 
assumes that security residuals are uncorretated and that event-induced 
variance is insignificant. Its test statistic equals 

(2) 

The sfarrdardked-residual method [Fate11 (1976)] normalizes the residuals 
before forming portfolios Its test statistic equals 



The sigtz test is a simple binomiat test of whether the frequency of positive 
residuals equals one half. For the two-sided test, its test statistic equals 

where P is the frequency of positive residuals. For the one-sided test, the test 
statistic is 

The ordinary cross-sectional method ignores estimation-period estimates of 
variance and uses the event-day cross-sectional standard deviation for its 
r-test. The resulting r-statistic is 

Our hybrid of the standardized-residual and the ordinary cross-sectional 
approach, the stattdurdized cross-sectimal method. first finds standardized 
residuals as Patell did, then applies the ordinary cross-sectional technique 
just described. Our test statistic is 

(7) 

Froot‘s ( 19891 r,ietfiod-of-mo1ne~lts eshtaim requires residuals across in- 
dustries to be independent. Our test statistic differs from Froot’s in that i+ 
does not restrict the number of firms per industry to be the same across 
industries. It is given by 



Ball and Torous f 1988 

requires residuals to be 
ate u~C;i’lairHy. t 

day abnormal return is 

d. For the special case of no 
tiun elf the standardized event- 

where x is a measure of the standardized abnormal return on the event day 
and 6’ is the variance change on the event day. x and 6’ are the param- 
eters to be estimated. Since all standardized event-day abnormal returns 
are independent and identically distributed as a normal aandom variable 
[N( A, 6’)], the estimator for A is 

The test statistic for Ais identical to that for the standardized cross-sectional 
test without adjustment for the out-of-sample forecast error. 
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