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ABSTRACT
AI foundation models have the capability to produce a wide array
of responses to a single prompt, a feature that is highly beneficial in
software engineering to generate diverse code solutions. However,
this advantage introduces a significant trade-off between diversity
and correctness. In software engineering tasks, diversity is key to
exploring design spaces and fostering creativity, but the practical
value of these solutions is heavily dependent on their correctness.
Our study systematically investigates this trade-off using experi-
ments with HumanEval tasks, exploring various parameter settings
and prompting strategies. We assess the diversity of code solutions
using similarity metrics from the code clone community. The study
identifies combinations of parameters and strategies that strike
an optimal balance between diversity and correctness, situated on
the Pareto front of this trade-off space. These findings offer valu-
able insights for software engineers on how to effectively use AI
foundation models to generate code solutions that are diverse and
accurate.

CCS CONCEPTS
• Computing methodologies → Machine learning; • Software
and its engineering → Software libraries and repositories;
Automatic programming.
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1 INTRODUCTION
The role of diversity in programming solutions is increasingly recog-
nised as essential for innovation and problem solving in software
engineering [2]. The need for diversity in programming solutions is
rooted in two main reasons. First, the selection of the right solution
for a programming task depends on the context, which involves
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factors such as project requirements, the skills of the development
team, the environment for deployment, and key aspects such as
security, performance, and maintainability [16]. For example, in
high-performance scenarios, such as real-time systems, the focus
might shift from code that is easy to read and maintain to one that
delivers on performance [18].

Second, being aware of diverse solutions is important in en-
couraging creativity and new ideas in software engineering [17].
Presenting different solutions helps to address ambiguous chal-
lenges and promotes creative thinking and serendipity, while also
avoiding repetitive or limited approaches [19].

However, it is important to maintain a balance between this
diversity and the correctness of the solutions, as too much diversity
might lead to impractical or incorrect outcomes. The specific chal-
lenge addressed in this paper is how best to utilise AI foundation
models to generate a wide array of programming solutions that not
only exhibit diversity but are also correct. Our exploration includes
adjusting parameters and modifying the prompts in these models
to broaden the spectrum of viable solutions while ensuring that
quality is not compromised.

Our approach involves systematic experimentation with Hu-
manEval tasks, using similarity metrics from the code clone com-
munity [15] to evaluate the diversity of code solutions generated.
We find that employing multiple rounds of prompts is an effec-
tive method for generating code solutions that are both diverse
and accurate. In addition, integrating various strategies, such as
adjusting frequency penalties, moves the Pareto front toward more
optimal trade-offs between diversity and accuracy, demonstrating
the potential of nuanced model configuration to achieve superior
results in code generation. These findings aim to help software engi-
neers effectively use AI foundation models to create code solutions
that are diverse, accurate, and practical. Our scripts and data are
available at https://github.com/scottb341/diverse_code_generator.

2 HUMANEVAL TASKS
We experiment with the HumanEval task dataset [11], which is a
set of 164 tasks used to test the performance of foundation models
on programming tasks.

Each task has a description and a set of test cases (average of 8.08
per task). The description of a task contains the function signature
(name, type hinting) and some example test cases. As an example,
here is the description for Task 4 in the HumanEval dataset:

from typ ing impor t L i s t

d e f mean_ab so l u t e _d ev i a t i on ( numbers : L i s t [ f l o a t ] ) −> f l o a t :
" " " For a g iven l i s t o f i npu t numbers , c a l c u l a t e Mean
Abso lu t e Dev i a t i on around the mean o f t h i s d a t a s e t .
Mean Abso lu t e Dev i a t i on i s the ave rage a b s o l u t e

This work licensed under Creative Commons Attribution International 4.0 License.
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d i f f e r e n c e between each e lement and a c e n t e r p o i n t
( mean in t h i s c a s e ) :
MAD = ave rage | x − x_mean |
>>> mean_ab so l u t e _d ev i a t i on ( [ 1 . 0 , 2 . 0 , 3 . 0 , 4 . 0 ] )
1 . 0
" " "

For this study, we use different strategies and parameter settings
to create ten code solutions for each HumanEval task, with the goal
of exploring the trade-off between diversity and accuracy.

We call the response of a foundation model to a task a “(solution)
candidate”. We do this to distinguish it from an actual solution
that could be considered functionally correct with respect to the
specified task.

3 DIVERSITY ASSESSMENT
To assess how diverse the solutions are, we employ clone detectors.
Code clones refer to code snippets that have similar functionality [8].
In our study, we assess diversity using the SourcererCC tool [15]
and using the cosine similarity of the vector embeddings.

SourcererCC is a token-based, Type 3 [8] code clone detector: it
can detect “near miss clones”, which are syntactically similar except
for the addition or removal of statements and the changes in com-
ments, identifiers, types, literals, and layouts; therefore, they tend
to be functionally similar. When presented with a set of candidates
to analyse, SourcererCC reports the IDs of the pairs of clones. The
granularity of this clone detector is functional, that is, method by
method. To measure the similarity score (which we call sccSim) for
a set of solutions for a task, we calculate the ratio of the number of
detected clones to the number of possible clones; this means that if
all code solutions are identical clones, then sccSim=1.0, and if all
code solutions are pairwise different, then sccSim=0.0.

As an alternative to a token-based tool, we measure the cosine
similarity of candidates in the vector embedding of a model trained
on the CodeSearchNet [9] dataset, CodeBERTaPy [14]. This is simi-
lar to the approaches taken by Chung et al. [7] and Cevoli et al. [5],
who used vector embeddings to measure the linguistic similarity/di-
versity of generated texts. In our case, to calculate the similarity of
two candidates 𝑥 and 𝑦, using the embedding from Code BERTaPy,
we compute the cosine of the vectors ®𝑢 and ®𝑣 , where ®𝑢 and ®𝑣 are
the vector embeddings for 𝑥 and 𝑦, respectively. When given a set
of two or more candidates, we calculate all pairwise similarities
and then return as the embedding-based similarity (which we call
cosineSim) the mean over all pairwise results.

4 CORRECTNESS ASSESSMENT
To determine the correctness of the code generated by foundation
models, we employ the pass@k metric as defined by Chen et al. [6].
They measure performance by generating k solution candidate sam-
ples, and if one candidate passes all test cases, then the foundation
model is considered to have “passed” the task for that value of 𝑘 ;
this means that, (1) in the case of 𝑘 = 1, the model gets one shot at
passing the task and (2) in the case of 𝑘 > 1, a single functionally
correct candidate (out of multiple) suffices to pass the task.

However, computing pass@k in this way can have a high vari-
ance, depending on which subset of 𝑘 samples from a total of 𝑛
returned code solutions is considered. Instead, just like Chen et
al. [6], to evaluate pass@k, we generate 𝑛 ≥ 𝑘 candidate solutions,

count the number of correct samples 𝑐 ≤ 𝑛 which pass the unit
tests, and then calculate the unbiased estimator (an estimate for the
ratio passed problem to total problems):

𝑝𝑎𝑠𝑠@𝑘 = E𝑇𝑎𝑠𝑘

1 −
(
𝑛 − 𝑐
𝑘

)
(
𝑛

𝑘

) 
In our analyses, we focus almost exclusively on pass@1 scores

for two reasons: (1) no approach consistently gives us the required
10 solutions, thus preventing reliable comparisons at the pass@10
level and also below; (2) it is difficult to interpret pass@k scores in
our context when 𝑘 is neither 1 (which shows how many correct
code solutions are produced) nor 10 (which is our target number).

5 CONFIGURING FOUNDATION MODELS
While a plethora of foundation models are available, we consider
(due to practical reasons) only gpt-3.5 and gpt-4 from OpenAI [12].

The operation of both foundation models can be influenced by a
number of configuration parameters. In the following, we describe
the parameters, list their default values, and outline their intended
effects.

temperature. Temperature is used to control the randomness of
the output of the foundation model. It is a value from 0 to 2, where
0 is the most deterministic and 2 is the most random. The default
value is 1.

top_p. The top_p parameter is a value from 0 (exclusive) to 1
(inclusive, default) that controls what the next generated token is
pooled from. A top_p value of 0.5 means that only the top 50% of
the tokens is considered and the bottom 50% is discarded.

frequency_penalty. Changes the probability that a token appears
on the basis of its frequency. It ranges from -2 to 2, where a positive
value reduces (i.e., penalises) the probability and a negative value
increases the probability. The default value is 0.

presence_penalty. Similar to frequency_penalty, the presence
penalty modifies the probability of each token based on its prior
appearance in the text. This means that a token already used is
“penalised” or “encouraged” based on its individual occurrence. The
values for this penalty range from -2 to 2, with positive values
decreasing the probability of a token reappearing and negative
values increasing it. The default value is 0, which implies that there
is no adjustment for token repetition.

logit bias. The logit bias parameter is used to decrease the prob-
ability that the foundation model generates certain tokens. Chung
et al. [7] found that the logit bias parameter was successful in in-
creasing the linguistic diversity of the responses. Our process of
mapping solutions to a logit bias dictionary follows Chung et al.:
first, the top 100 tokens are taken from the previously generated
solutions (the concatenation of all of the solutions), and then, based
on their counts and the total number of tokens, the bias is computed
for those tokens. Specifically, the bias for the token “TOKEN” is:

𝐵𝑖𝑎𝑠 [𝑇𝑂𝐾𝐸𝑁 ] = −𝑚𝑎𝑥_𝑏𝑖𝑎𝑠 · 𝐶𝑂𝑈𝑁𝑇 [𝑇𝑂𝐾𝐸𝑁 ]
𝑛𝑢𝑚_𝑡𝑜𝑘𝑒𝑛𝑠
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where num_tokens is the total number of tokens in the text that
are in the top 100. We employ a maximum bias of 7.5 as seen in
Chung et al.

6 PROMPTING TECHNIQUES
As an alternative to changing the operations of a foundation model
by changing its operational configuration, we investigate different
approaches to prompting it. Depending on the method, this can
give the model extra context for its statistical inference, allowing it
to find different solutions.

Regeneration. Our regeneration approach (regen) is a simple pro-
cess of giving the description of the task to the model and then
repeating this 𝑛 times to produce 𝑛 solution candidates. Note that
it suffices to hand over the HumanEval tasks (see Section 2 for an
example), since they provide Python code as context request to the
task. The prompts for generating two solutions for a task would be:

— establish a new connection to the model —
Prompt: <task description>
Response: <candidate_1>
— establish a new connection to the model —
Prompt: <task description>
Response: <candidate_2>

n_different. The n_different prompt asks the foundation model for 𝑛
different solutions:

<task description> + “\n Give me n different solutions for
this problem in Python.

Due to themaximumnumber of tokens that can be generated, this prompt
has an upper bound on the number of candidates that can be returned. The
maximum number of tokens is specified by the parametermax_tokenswhich
is capped by the model’s context length, which for gpt-3.5 is 4096 tokens. A
value of 𝑛 = 10 is used for this paper.

n_k_different. The n_k_different prompt is similar to the n_different
prompt, but instead of asking the model to generate all 𝑛 solutions at once,
𝑘 solutions are asked to be generated (𝑛 = 10 and 𝑘 = 3 are used). This is
repeated until all 𝑛 solutions have been generated, where the last iteration
asks for the remaining number of solutions. The advantage of this technique
over n_different is the ability to use the logit bias parameter as seen in Chung
et al. [7] between API calls (see Figure 1).

Prompt Classification. As mentioned earlier, each problem description
comes with some example test cases, making all prompts few-shot/n-shot
prompts [4] with regard to the goal of achieving correctness. However, in
terms of the task of increasing diversity, we consider all prompts to be
classified as zero-shot, as no examples relating to diversity are given in the
prompts.

7 EXPERIMENTAL STUDY
In the following, we report our experimental results. In the first set of
experiments, where we request diverse code solutions from foundation
models, we change one aspect at a time. In the second set of experiments,
we combine those aspects that represented the best diversity-correctness
trade-offs in an attempt to create even further trade-offs.

Implementation Details. For security reasons, since we execute code
generated by a foundation model, we follow the approach of the HumanEval
study [6] and execute tests in a sand-boxed Ubuntu virtual machine.

Because models may output more than one function as part of the solu-
tion, this raises the problem of determining which function is the “solution”

Figure 1: n_k_different prompt with Logit Bias; UML se-
quence diagram.
function. We solve this by checking each function until the test cases are
passed or all functions are exhausted (in which case the candidate is flagged
as having failed).

For practical reasons, we give each model only one attempt at producing
a correct set of solutions for a task, even though foundation models can be
non-deterministic in their behaviour. To mitigate this, we aggregate results
over all 164 tasks and test each diversification approach in isolation.

7.1 Results: One Technique at a Time
In this part of the investigation, we consider gpt-3.5 as the starting point of
our investigations and then vary one aspect at a time. In total, this results
in 20 different configurations (see Table 1).

We show the results in Figure 2; the data is also available online [3]
(anonymized). We highlight the Pareto front in either violet or green, i.e.,
the solutions that represent the best-possible trade-offs between solution
correctness (as expressed by the pass@1 scores, where larger values are
better) and the diversity metrics cosineSim and sccSim, where smaller values
are better.

Interestingly, in both cases, A15 and A20 form the extreme solutions on
the Pareto front: A15 is the solutionwith the best diversity among its outputs
(0.69 mean cosineSim, 0.04 mean sccSim) while sporting a very low pass@1
rate (0.11); A20 has the highest pass@1 rate (0.69) while sporting a relatively
low diversity (0.88 mean cosineSim, 0.20 mean sccSim). In contrast to these
two solutions, the default configuration A0 (red star) does not represent a
trade-off that should be considered, as it is worse than both approaches in
terms of diversity.

Remarkably, our pass@1 scores are much higher than those observed in
the HumanEval study [6]: theirs range (across a range of approaches) from
0.01 to 0.28 (while focussing only on correctness), and our scores range
from 0.08 to 0.69 (while considering diversity at the same time). However,
we cannot claim that this is due to our diversity focus, as our scores are
aligned with those listed by Achiam et al. [10], who report pass@1 scores
of 0.48 for gpt-3.5 and 0.67 for gpt-4. For custom approaches to HumanEval,
[13] lists approaches that achieve pass@1 scores of up to 0.94.

Regarding the operational parameters, we make the following obser-
vations. First, the diversity increases (and pass@1 decreases) consistently
as the temperature increases. Second, for presence_penalty, we observe
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Figure 2: Code similarity and correctness for all 20 approaches from Section 7.1 and for the 2 approaches from Section 7.2. Mean
similarity scores are reported across all 164 HumanEval tasks. The red star shows the starting point of our investigations (A0).
Sub-figures (a) and (b): the purple/green triangles represent the Pareto fronts (from left to right): purple A15, A14, A1, A20,
green A15, A1, A20. The light-green diamonds represent A21 and A22 in Section 7.2.
Sub-figure (c): we show the correlation of the two clone detection approaches (Spearman correlation coefficient 0.993).
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Table 1: Approaches investigated to request diverse code solu-
tions. A0 represents the starting point of our investigations,
as it uses gpt-3.5 with default parameters.

model prompt temperature top_p frequency
penalty

presence
penalty

logit
bias

A0 gpt-3.5 n_different 1 1 0 0 -

A1 gpt-4 n_different 1 1 0 0 -

A2 gpt-3.5 regen 1 1 0 0 -
A3 gpt-3.5 n_k_different 1 1 0 0 -

A4 gpt-3.5 n_different 0.3 1 0 0 -
A5 gpt-3.5 n_different 0.7 1 0 0 -
A6 gpt-3.5 n_different 0.9 1 0 0 -
A7 gpt-3.5 n_different 1.3 1 0 0 -

A8 gpt-3.5 n_different 1 0.2 0 0 -
A9 gpt-3.5 n_different 1 0.4 0 0 -
A10 gpt-3.5 n_different 1 0.6 0 0 -
A11 gpt-3.5 n_different 1 0.8 0 0 -

A12 gpt-3.5 n_different 1 1 -2.0 0 -
A13 gpt-3.5 n_different 1 1 -0.5 0 -
A14 gpt-3.5 n_different 1 1 0.5 0 -
A15 gpt-3.5 n_different 1 1 2.0 0 -

A16 gpt-3.5 n_different 1 1 0 -2.0 -
A17 gpt-3.5 n_different 1 1 0 -0.5 -
A18 gpt-3.5 n_different 1 1 0 0.5 -
A19 gpt-3.5 n_different 1 1 0 2.0 -

A20 gpt-3.5 n_k_different 1 1 0 0 Chung
et al. [7]

that the diversity increases with increasing penalty value; however, the
pass@1 score does not follow an easily identifiable trend. Third, for fre-
quency_penalty, the default settings appear to be those with the worst
diversity and best pass@1 scores; towards either extreme (-2.0 and 2.0),
diversity increases and pass@1 scores worsen. Lastly, for top_p, we did not
observe notable trends.

On the topic of diversity assessments, we note that both metrics — al-
though structurally very different — are highly correlated in our study, with
a Spearman correlation coefficient of 0.993 (see Figure 2(c)).

Table 2: Approaches investigated based on combining aspects
of Pareto optimal trade-offs (see Figure 2).

model prompt temperature top_p frequency
penalty

presence
penalty

logit
bias

A21 gpt-4 n_k_different 1 1 0.5 0 Chung
et al. [7]

A22 gpt-4 n_k_different 1 1 2.0 0 Chung
et al. [7]

7.2 Results: Combination of Techniques
Next, we combine aspects of the solutions that represent the Pareto front
with the goal to create approaches that represent further Pareto-optimal
trade-offs between diversity and correctness.

The approaches A21 and A22 are listed in Table 2: both employ frequency
penalty (values 0.5 (A21) and 2.0 (A22), due to A14/A15), gpt-4 (due to A1)
and logit bias according to Chung et al. [7] (due to A20).

The results are also shown in Figure 2, as light-green diamonds. We
observe that both recombinations result in new, Pareto-optimal trade-offs.
A22 even achieves the highest pass@1 score across all our approaches (0.69).

8 SUMMARY AND FUTUREWORK
The ability of AI foundation models to produce a large number of responses
for a single prompt is a significant asset, especially in software engineering,
where diverse code solutions are essential for addressing different contexts
and fostering creativity. In this paper, we have explored strategies to lever-
age foundation models to generate code solutions that are both diverse
and correct. We achieved this by (1) altering the operational parameters of
the models and (2) experimenting with various prompting strategies. Our
research demonstrates that there is a trade-off between creativity and cor-
rectness, and we have shown that by recombining aspects of Pareto-optimal
trade-offs, we can create new, effective trade-offs.

Moving forward, our focus will be on two main areas. First, our aim is
to inform practitioners about effective prompting strategies that can yield
diverse and correct solutions, such as iterative prompting and adjusting the
frequency penalty. Second, we plan to automate this process. Applying the
DUO principle [1], we will use optimisation to fine-tune these strategies to
achieve the best trade-offs. This approach will enable us to make the most
of existing models for creating code solutions that are both creative and
correct. Our initial efforts in manual recombination show the potential of
this approach.
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