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Abstract
The interpretation of defect models heavily relies on software metrics that are used to con-
struct them. Prior work often uses feature selection techniques to remove metrics that are
correlated and irrelevant in order to improve model performance. Yet, conclusions that are
derived from defect models may be inconsistent if the selected metrics are inconsistent
and correlated. In this paper, we systematically investigate 12 automated feature selection
techniques with respect to the consistency, correlation, performance, computational cost,
and the impact on the interpretation dimensions. Through an empirical investigation of 14
publicly-available defect datasets, we find that (1) 94–100% of the selected metrics are
inconsistent among the studied techniques; (2) 37–90% of the selected metrics are incon-
sistent among training samples; (3) 0–68% of the selected metrics are inconsistent when
the feature selection techniques are applied repeatedly; (4) 5–100% of the produced sub-
sets of metrics contain highly correlated metrics; and (5) while the most important metrics
are inconsistent among correlation threshold values, such inconsistent most important met-
rics are highly-correlated with the Spearman correlation of 0.85–1. Since we find that the
subsets of metrics produced by the commonly-used feature selection techniques (except for
AutoSpearman) are often inconsistent and correlated, these techniques should be avoided
when interpreting defect models. In addition to introducing AutoSpearman which mitigates
correlated metrics better than commonly-used feature selection techniques, this paper opens
up new research avenues in the automated selection of features for defect models to optimise
for interpretability as well as performance.
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1 Introduction

Defect models are statistical or machine learning models that are used to investigate the
impact of software metrics (e.g., lines of code) on defect-proneness and to identify defect-
prone software modules. The interpretation of defect models is used to validate hypotheses
to develop empirical theories related to software quality, which are essential to chart quality
improvement plans (Jiarpakdee et al. 2018a, 2020).

The conclusions of defect models heavily rely on the studied software metrics. How-
ever, software metrics often have strong correlation among themselves (Gil and Lalouche
2017; Jiarpakdee et al. 2016; Tantithamthavorn et al. 2016b; Zhang et al. 2017) and some
metrics are irrelevant to defect models (Menzies 2018; Shepperd et al. 2013). For example,
(Jiarpakdee et al. 2016) find that many metrics in defect datasets are correlated (e.g., the
branch count metric is linearly proportional to the decision count metric in some
NASA datasets). Shepperd et al. (2013) find that many metrics in the NASA datasets are
irrelevant to defect models (e.g., constant metrics).

To address these concerns, feature selection techniques are often applied in the defect
prediction domain (Arisholm et al. 2010; D’Ambros et al. 2012; Elish and Elish 2008; Kaur
and Malhotra 2008; Menzies et al. 2007; Okutan and Yıldız 2014; Shivaji et al. 2013).
However, prior work (D’Ambros et al. 2012; Kaur and Malhotra 2008; Arisholm et al.
2010; Elish and Elish 2008; Menzies et al. 2007) often relies on one feature selection tech-
nique which may pose a threat to the construct validity, i.e., conclusions may not hold
true if another feature selection technique is applied. In practice, feature selection tech-
niques should be applied only on training samples to avoid producing optimistically biased
performance estimates and interpretation (Li et al. 2017). Yet, the conclusions (e.g., the
most important metric) that are derived from defect models may be unreliable (i.e., pro-
duce misleading importance rankings of metrics) if the produced subsets of metrics are (1)
inconsistent among feature selection techniques, (2) inconsistent among different training
samples, (3) inconsistent among repetitions, and (4) inconsistent among different model
specifications.

In this paper, we investigate 11 commonly-used feature selection techniques and our
contribution AutoSpearman along five dimensions: (1) the consistency of the produced sub-
sets of metrics; (2) the correlation of the produced subsets of metrics; (3) the performance;
(4) the computational cost; and (5) the impact on the interpretation. Through an empirical
investigation of 14 publicly-available defect datasets of systems that span both proprietary
and open source domains, we address the following eight research questions:

(RQ1) Do feature selection techniques consistently produce the same subset of
metrics when applied on the same training sample?

Given the same training samples from the same defect datasets, different stud-
ied feature selection techniques produce inconsistent subsets of metrics. As many
as 94-100% of the metrics are inconsistently selected among the studied feature
selection techniques, suggesting that the conclusions of prior work could be altered
when another feature selection technique is applied.

(RQ2) Do feature selection techniques consistently produce the same subset of
metrics when applied across different training samples?

Given different training samples from the same defect dataset, the studied
feature selection techniques produce inconsistent subsets of metrics. We find
that 37-90% of the selected metrics are inconsistent, indicating that models that
are trained on different training samples produce different ranking of the most
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important metrics. Such inconsistent subsets of metrics restrict an application of
post-hoc multiple comparison analyses (e.g., a Scott-Knott test) to identify the most
important metrics when interpreting defect models.

(RQ3) Do feature selection techniques which make use of random seeds consistently
produce the same subset of metrics when they are applied repeatedly?

Given the same training sample from the same dataset but different random
seeds, Recursive Feature Elimination produces inconsistent subsets of metrics.
Such inconsistency amounts to 68% and 11% of the subsets of metrics for logis-
tic regression and random forest, respectively. This finding indicates that even
if Recursive Feature Elimination is applied on the same training sample, simply
altering a random seed can lead the technique to produce a different subset of
metrics.

(RQ4) Do feature selection techniques which make use of model specifications con-
sistently produce the same subset of metrics when reordering the model
specification of a defect model (e.g., from y ∼ x1+x2 to y ∼ x2+x1)?

Given the same training sample from the same defect dataset but different model
specifications, regardless of the search directions, Stepwise Regression is the only
studied feature selection technique that produces inconsistent subsets of metrics,
suggesting that Stepwise Regression is sensitive to the model specifications of
defect models.

(RQ5) Do feature selection techniques mitigate correlated metrics?
Given the same training sample from the same defect datasets, the subsets of

metrics produced by all of the studied feature selection techniques (except for
AutoSpearman) contain correlated metrics, i.e., collinearity and multicollinear-
ity. In other words, AutoSpearman is the only studied feature selection technique
which was designed to mitigate both collinearity and multicollinearity, and as our
experiments show, none of the other techniques achieves these goals. These find-
ings suggest that the interpretation of defect models constructed using the subsets
of metrics that are produced by the studied feature selection techniques (except for
AutoSpearman) may be misleading.

(RQ6) What is the impact of feature selection techniques on the performance of
defect models?

The results of the Mann-Whitney U test show that most of the performance dif-
ferences are not statistically significant (i.e., p-values > 0.05). The results of the
Kruskal-Wallis H test indicate that all of the performance differences across fea-
ture selection techniques are not statistically significant with p-values above 0.05.
Finally, the results of the Cliff’s |δ| effect size test show that such performance
differences are negligible to small for the AUC, F-measure, and MCC measures
(except for Information Gain and Chi-Squared-based). These results from statisti-
cal and effect size tests suggest that none of the studied feature selection techniques
has a greater impact on the performance of defect models than the others.

(RQ7) What is the computational cost of applying feature selection techniques?
The computational cost of filter-based feature selection techniques and

AutoSpearman is cheap, while such cost is expensive for wrapper-based feature
selection techniques and the consistency-based feature selection technique. The
computational cost of wrapper-based feature selection techniques is as high as 7
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hours and 15 minutes for RFE-RF to find the best subset of metrics from one train-
ing sample of the Eclipse Platform 3.0 defect dataset. Such expensive computation
cost makes the application of wrapper-based feature selection techniques undesir-
able, particularly, when validating with model validation techniques that require
several repetitions (e.g., bootstrap validation technique).

(RQ8) Do correlation threshold values have an impact on the interpretation of defect
models?

No. Although the most important metrics are inconsistent among correlation
threshold values, such inconsistent most important metrics are highly correlated
with the Spearman correlation of 0.85–1, suggesting that correlation threshold
values do not impact the interpretation of defect models.

Our results lead us to conclude that the subsets of metrics produced by the commonly-
used automated feature selection techniques are (1) inconsistent among automated feature
selection techniques; (2) inconsistent among training samples; (3) inconsistent among repe-
titions; and (4) highly-correlated. These findings suggest that software quality improvement
plans that are derived from defect models that are trained on subsets of metrics produced by
commonly-used automated feature selection techniques may be inconsistent and inaccurate,
leading to wasting time and resources when applying such QA plans in practice.

Since we find that the subsets of metrics produced by the commonly-used feature selec-
tion techniques (except for AutoSpearman) are often inconsistent and correlated, these
techniques should be avoided when interpreting defect models. In addition to introducing
AutoSpearman which mitigates correlated metrics better than commonly-used feature selec-
tion techniques, this paper opens up new research avenues in the automated selection of
features for defect models to optimise for interpretability as well as performance.

This paper is an extension to our recent work (Jiarpakdee et al. 2018b) (i.e., RQs 1, 2, 5,
and 6). This extension makes the following five contributions:

(1) An investigation of the consistency of subsets of metrics among repetitions (RQ3).
(2) An investigation of the consistency of subsets of metrics among model specifications

(RQ4).
(3) An investigation of the computational cost of feature selection techniques (RQ7).
(4) An investigation of the impact of the correlation threshold values when producing

subsets of metrics on the interpretation of defect models (RQ8).
(5) A series of illustrative examples to provide an in-depth demonstration of the results

of our research questions. We also provide R code snippets to reproduce all of
the illustrative examples in the online appendix (RQ1, RQ2, RQ3, RQ4, RQ5, and
RQ8) (Jiarpakdee et al. 2018c).

Paper Organisation Section 2 provides a background of the studied feature selection tech-
niques. Section 3 elaborates on how we situate and formulate each research question from
prior studies. Section 4 describes the experimental setup.Section 5 presents the approach,
results, and illustrative examples with respect to the eight research questions. Section 6 dis-
cusses the trends of the commonly-selected correlated metrics. Section 7 elaborates on the
threats to the validity of our study. Finally, Section 8 draws conclusions.

2 Background

Feature selection is a data preprocessing technique for selecting a subset of the best
software metrics prior to constructing a defect model. There is a plethora of feature selection
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techniques that can be applied (Guyon and Elisseeff 2003), e.g., filter-based, wrapper-based,
and embedded-based families. Since it is impractical to study all of these techniques, we
would like to select a manageable set of feature selection techniques for our study. Sim-
ilar to Ghotra et al. (2017), we select two commonly-used families of feature selection
techniques, i.e., filter-based feature selection techniques and wrapper-based feature selec-
tion techniques. Thus, embedded-based feature selection techniques are excluded from our
analysis, as they are rarely explored in software engineering.

In this study, we select 11 commonly-used feature selection techniques from three fami-
lies (i.e., 5 filter-based, 5 wrapper-based feature selection techniques, and one hybrid-based
feature selection techniques), and our own contribution AutoSpearman (Jiarpakdee et al.
2018b) for evaluation. For filter-based feature selection techniques, we select correlation-
based (CFS), information gain (IG), chi-squared-based (χ2), consistency-based (CON),
and findCorrelation. For wrapper-based feature selection techniques, we select Recursive
Feature Elimination with two classification techniques (i.e., logistic regression (RFE-LR)
and random forest (RFE-RF)), and three directions of Stepwise Regression (i.e., forward
(Step-FWD), backward (Step-BWD), and both (Step-BOTH)). For a hybrid-based feature
selection technique, we use a combination of chi-squared based filter-based and wrapper-
based using logistic regression as provided by the HybridFS R package (Pandari et al.
2019). We select these feature selection techniques since they are the most commonly used
ones in previous work on defect prediction (Arisholm et al. 2010; D’Ambros et al. 2012;
Elish and Elish 2008; Kaur and Malhotra 2008; Menzies et al. 2007; Okutan and Yıldız
2014; Shivaji et al. 2013). Table 1 provides a summary of the detailed implementation for
the twelve studied feature selection techniques. Below, we provide the description of each
studied feature selection technique.

2.1 Filter-Based Feature Selection Techniques

Filter-based feature selection techniques search for the best subset of metrics according to
an evaluation criterion regardless of model construction. Since constructing models is not
required, the use of filter-based feature selection techniques is considered low cost and
widely used in the defect prediction literature (Arisholm et al. 2010; Cahill et al. 2013; Elish
and Elish 2008; Kaur and Malhotra 2008; Menzies et al. 2007; Okutan and Yıldız 2014).
There are many variants of filter-based feature selection techniques, which we describe
below.

Correlation-based feature selection Hall (1999) is a deterministic feature selection tech-
nique that searches for the best subset of metrics that shares the strongest relationship with
the outcome, while having a low correlation among themselves.

Information gain feature selection Mitchell (1997) is a deterministic feature selection
technique that ranks metrics according to the information gain with respect to the outcome.
The information gain is measured by how much information of the outcome is provided by
a metric.

Chi-Squared-based feature selection McHugh (2013) is a deterministic feature selec-
tion technique that assesses the importance of metrics with the χ2 statistic which is a
non-parametric statistical test of independence.
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Consistency-based feature selection Dash et al. (2000) is a deterministic feature selec-
tion technique that uses the consistency measure (i.e., inconsistency rate) to evaluate a
subset of metrics. The technique finds the optimal subset of metrics whose inconsistency
rate approximates the inconsistency rate of all metrics.

findCorrelation is a deterministic feature selection technique that reduces pair-wise cor-
relations among metrics using a correlation matrix. The technique can be applied on any
correlation matrix (e.g., Pearson and Spearman). In our paper, we choose the Spearman rank
correlation test instead of other correlation tests (e.g., Pearson) since the test is resilient to
non-normal distributions as commonly present in defect datasets.

Table 1 summarises the detailed implementation of the studied filter-based feature
selection techniques.

2.2 Wrapper-Based Feature Selection Techniques

Wrapper-based feature selection techniques (John et al. 1994; Kohavi and John 1997) use
classification techniques to assess each subset of metrics and find the best subset of metrics
according to an evaluation criterion. Wrapper-based feature selection is made up of three
steps, which we described below.

(Step 1) Generate a subset of metrics. Since it is impossible to evaluate all possible
subsets of metrics, wrapper-based feature selection often uses search techniques (e.g., best
first, greedy hill climbing) to generate candidate subsets of metrics for evaluation.

(Step 2) Construct a classifier using a subset of metrics with a predetermined classifi-
cation technique. Wrapper-based feature selection constructs a classification model using a
candidate subset of metrics for a given classification technique (e.g., logistic regression and
random forest).

(Step 3) Evaluate the classifier according to a given evaluation criterion. Once the clas-
sifier is constructed, wrapper-based feature selection evaluates the classifier using a given
evaluation criterion (e.g., Akaike Information Criterion).

For each candidate subset of metrics, wrapper-based feature selection repeats Steps 2 and
3 in order to find the best subset of metrics according to the evaluation criterion. Finally,
it provides the best subset of metrics that yields the highest performance according to the
evaluation criterion.

In this study, we select two commonly-used variants of wrapper-based feature selection
techniques, which we describe below.

Recursive Feature Elimination (RFE) Guyon and Elisseeff (2003) searches for the best
subset of metrics by recursively eliminating the least important metric. First, RFE con-
structs a model using all metrics and ranks metrics according to their importance score
(e.g., Breiman’s Variable Importance for random forest). In each iteration, RFE excludes the
least important metric and reconstructs a model. Finally, RFE provides the subset of met-
rics which yields the best performance according to an evaluation criterion (e.g., AUC). In
our study, we select the AUC measure since it measures the discriminatory power of mod-
els, as suggested by recent research (Ghotra et al. 2015; Lessmann et al. 2008; Rahman and
Devanbu 2013; Tantithamthavorn et al. 2019a). We use the implementation of the recursive
feature elimination using the rfe function as provided by the caret R package (Kuhn
et al. 2017).
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Stepwise Regression Chambers (1992) finds the best subset of metrics by individually
assessing each metric and adding (or removing) a metric if it improves an evaluation
criterion (e.g., Akaike Information Criterion). The process is repeated until there is no
improvement from adding or removing a metric. In this paper, we study three directions
(i.e., forward, backward, and both directions) of Stepwise Regression. We use the imple-
mentation of Stepwise Regression using the step function as provided by the stats R
package (Team 2017).

2.3 Hybrid-Based Feature Selection Techniques

Hybrid-based feature selection techniques (Hsu et al. 2011) combines filter-based and
wrapper-based feature selection techniques to search for the best subset of metrics. First,
a subset of candidate metrics is selected according to the evaluation criteria of filter-based
feature selection techniques. Then, the subset of candidate metrics is further refined with
wrapper-based feature selection techniques to identify the best subset of metrics. Hybrid-
based feature selection techniques have been used in many fields of studies, e.g., medical
diagnosis (Alzubi et al. 2017).
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AutoSpearman In our recent work (Jiarpakdee et al. 2018b), we introduce AutoSpearman,
an automated metric selection approach based on the Spearman rank correlation test and
the VIf (Variance Inflation Factor) analysis for statistical inference. Below, we describe
AutoSpearman using Algorithm 1, where S is a set of Spearman coefficients for each pair
of metrics, CS is a set of Spearman coefficients that are above a Spearman threshold value
(sp.t), V is a set of VIf scores of metrics, CV is a set of VIf scores of metrics that are
above a VIf threshold value (vif .t), and M ′ is a set of non-correlated metrics based on the
Spearman rank correlation test and the Variance Inflation Factor analysis. The high-level
concept of AutoSpearman can be summarised into 2 parts:

(Part 1) Automatically select non-correlated metrics based on a Spearman rank correla-
tion test.

We first measure the correlation of all metrics using the Spearman rank correlation test
(ρ) (cf. Line 2). We use the interpretation of correlation coefficients (|ρ|) as provided by
Kraemer et al. (2003)—i.e., a Spearman correlation coefficient of above or equal to 0.7
is considered a strong correlation. Thus, we only consider the pairs that have an absolute
Spearman correlation coefficient of above or equal to the threshold value (sp.t) of 0.7 (cf.
Line 3).

To automatically select non-correlated metrics based on the Spearman rank correlation
test, we start from the pair that has the highest Spearman correlation coefficient (cf. Line
4). Since the two correlated metrics under examination can be linearly predicted with each
other, one of these two metrics must be removed. Thus, we select the metric that has the
lowest average values of the absolute Spearman correlation coefficients of the other metrics
that are not included in the pair (cf. Line 6). That means the removed metric is another metric
in the pair that is not selected (cf. Line 7). Since the removed metric may be correlated with
the other metrics, we remove any pairs of metrics that are correlated with the removed metric
(cf. Line 8). Finally, we exclude the removed metric from the set of the remaining metrics
(M ′) (cf. Line 9). We repeat this process until all pairs of metrics have their Spearman
correlation coefficient below a threshold value of 0.7 (cf. Line 5).

(Part 2) Automatically select non-correlated metrics based on a Variance Inflation Factor
analysis. We first measure the magnitude of multicollinearity of the remaining metrics (M ′)
from Part 1 using the Variance Inflation Factor analysis (cf. Line 12). We use a VIf
threshold value (vif .t) of 5 to identify the presence of multicollinearity, as suggested by Fox
(2015) and prior work (Bettenburg and Hassan 2010 Jiarpakdee et al. 2016, 2018a McIntosh
et al. 2014 ) (cf. Line 13).

To automatically remove correlated metrics from the Variance Inflation Factor analy-
sis, we identify the removed metric as the metric that has the highest VIf score (cf. Line
14). We then exclude the removed metric from the set of the remaining metrics (M ′) (cf.
Line 15). We apply the VIf analysis on the remaining metrics until none of the remaining
metrics have their VIf scores above or equal to the threshold value (cf. Line 16). Finally,
AutoSpearman produces a subset of non-correlated metrics based on the Spearman rank
correlation test and the VIf analysis (M ′) (cf. Line 17).

Similar to filter-based feature selection techniques, Part 1 of AutoSpearman mea-
sures the correlation of all metrics using the Spearman rank correlation test regardless
of model construction. Similar to wrapper-based feature selection techniques, Part 2
of AutoSpearman constructs linear regression models to measure the magnitude of multi-
collinearity of metrics. Thus, we consider AutoSpearman as a hybrid-based feature selection
technique (both filter-based and wrapper-based).

We also include another hybrid-based feature selection technique for comparison. We
use the implementation as provided by the HybridFS R package (Pandari et al. 2019)
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which uses a combination of chi-squared based filter-based and wrapper-based using logis-
tic regression. Table 2 provides an overview comparison of the studied feature selection
techniques.

3 Research Questions and RelatedWork

Feature selection has been widely used in software engineering to remove irrelevant met-
rics (i.e., metrics that do not share a strong relationship with the outcome) (Menzies 2018;
Shepperd et al. 2013) and correlated metrics (i.e., metrics that share a strong correlation
with one or more metrics) (Gil and Lalouche 2017; Jiarpakdee et al. 2016; Tantithamtha-
vorn et al. 2016b; Zhang et al. 2017). While several feature selection techniques have been
proposed in literature, little is known about the best feature selection techniques for model
interpretation.

Many ML research efforts propose feature selection techniques and investigate the
impact of such techniques on the performance of prediction models (Dash et al. 2000; Hall
and Smith 1997; Kohavi and John 1997). For example, (Dash et al. 2000) introduce the
consistency-based feature selection technique and investigated the impact of 5 search strate-
gies of such technique on 10 benchmark datasets as provided by the UC Irwin Machine
Learning repository (Blake and Merz 1998) using C4.5 and backpropagation neural net-
work. Hall and Smith (1997) propose the correlation-based feature selection technique and
evaluate the proposed technique compared with a wrapper-based feature selection technique
on 15 benchmark datasets as provided by the UC Irwin Machine Learning repository (Blake
and Merz 1998) using 3 classification techniques (i.e., IB1, Naive Bayes, and C4.5). Kohavi
and John (1997) propose the wrapper-based feature selection and investigate the model
performance produced by the technique comparing with 4 other filter-based feature selec-
tion techniques on 14 benchmark datasets as provided by the UC Irwin Machine Learning
repository (Blake and Merz 1998) using 5 classification techniques (i.e., ID3, Naive Bayes,
and C4.5). Nevertheless, little is known whether these findings hold true for the context of
software engineering.

Prior studies investigate the impact of feature selection techniques on the performance
of defect models (Ghotra et al. 2017; Lu et al. 2014; Osman et al. 2018; Rodrı́guez et al.
2007; Xu et al. 2016) (see Table 3). For example, (Ghotra et al. 2017) investigate the impact
of 29 feature selection techniques (as provided by Weka (Garner and et al. 1995)) on 18
PROMISE (Menzies et al. 2012) and NASA (Shepperd et al. 2013) datasets using 21 classi-
fication techniques. Lu et al. (2014) investigate the impact of 4 feature selection techniques
(i.e., Information Gain, Correlation-based, Forward selection, and Backward selection) on 3
releases of Eclipse datasets as provided by Zimmermann et al. (2007) using random forests.
Osman et al. (2018) investigate the impact of correlation-based and wrapper-based feature
selection techniques on 5 defect datasets as provided by D’Ambros et al. (2012) using 5 clas-
sification techniques. Rodrı́guez et al. (2007) investigate the impact of 5 feature selection
techniques on 5 PROMISE datasets (Menzies et al. 2012) using naive bayes and C4.5. Xu
et al. (2016) investigate the impact of 19 feature selection techniques on 11 NASA (Shep-
perd et al. 2013) and 4 AEEEM (D’Ambros et al. 2012) datasets using random forests. Yet,
no prior work has investigated the impact of feature selection techniques when interpreting
defect models. Thus, in this paper, we investigate 11 commonly-used feature selection tech-
niques and our own contribution AutoSpearman along five dimensions: (1) the consistency
of the produced subsets of metrics; (2) the correlation of the produced subsets of metrics;
(3) the performance; (4) the computational cost; and (5) the impact on the interpretation.
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Table 3 An overview comparison of our study with respect to prior work

Study #Datasets #Feature
Selection
Techniques

#Classification
Techniques

Analyses

Ghotra et al. (2017) 18 29 21 Performance (AUC)

Lu et al. (2014) 3 5 1 Performance (Precision, Recall,
Accuracy, and AUC)

Osman et al. (2018) 5 2 5 Consistency (Agreement on the
selected metrics) Performance
(RMSE)

Rodrı́guez et al. (2007) 5 5 2 Performance (Accuracy and F-
measure)

Xu et al. (2016) 15 20 1 Performance (AUC)

Our study 14 12 2 Consistency (Agreement on the
selected metrics), Correlation
(Collinearity and Multicollinear-
ity), Performance (AUC),
Computational Cost (Time),
Interpretation (Consistency and
Correlation of the most important
metrics)

The conclusions of prior work often rely on one feature selection technique (Arisholm
et al. 2010; D’Ambros et al. 2012; Elish and Elish 2008; Kaur and Malhotra 2008; Men-
zies et al. 2007) which may pose a threat to the construct validity, i.e., conclusions may
not hold true if another feature selection technique is applied. Nevertheless, little is known
about whether feature selection techniques produce the same subset of metrics among train-
ing samples and among feature selection techniques. We therefore formulate the following
research question:

(RQ1) Do feature selection techniques consistently produce the same subset of metrics
when applied on the same training sample?

In practice, feature selection techniques should only be applied on training samples
because of the unavailability of defect labels in testing samples. Since training samples are
often randomly generated from model validation techniques (e.g., out-of-sample bootstrap
validation or 10-folds cross-validation), feature selection techniques may produce different
subsets of metrics for each training sample. Different subsets of metrics among training
samples may pose a critical threat to the validity when analysing and identifying the most
important metrics. For example, prior work often applies a post-hoc multiple comparison
test (e.g., a Scott-Knott test) on the distributions of importance scores to identify statistically
distinct ranks of the most important metrics (Jiarpakdee et al. 2018a; Tantithamthavorn et al.
2019a; Tian et al. 2015). Nevertheless, little is known about whether feature selection tech-
niques produce the same subset of metrics among training samples. We therefore formulate
the following research question:

(RQ2) Do feature selection techniques consistently produce the same subset of metrics
when applied across different training samples?

Some feature selection techniques involve randomisation in the process of sampling data
for validation to produce the best subset of metrics. Such randomisation may lead a feature
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selection technique to produce different subsets of metrics when the technique is applied
repeatedly. Nevertheless, little is known about whether feature selection techniques produce
the same subset of metrics when they are applied repeatedly. We therefore formulate the
following research question:

(RQ3) Do feature selection techniques which make use of random seeds consistently
produce the same subset of metrics when they are applied repeatedly?

In theory, feature selection techniques should produce the same subset of metrics regard-
less of the ordering of metrics in a model specification. For example, given a model
specification of y ∼ x1 + x2, which has an order of x1 and x2. When reordering the model
specification (e.g., change from y ∼ x1 + x2 to y ∼ x2 + x1), feature selection techniques
may produce the different subset of metrics. However, in practice, some feature selection
techniques consider whether to include (or exclude) a metric in the output subset of metrics
based on the ordering of metrics in a model specification. Such process may lead a feature
selection technique to produce different subsets of metrics, if different model specifications
are applied. Nevertheless, little is known about whether feature selection techniques produce
the same subset of metrics across different model specifications (when reordering the model
specification of a defect model). We therefore formulate the following research question:

The conclusions of prior defect studies rely on the usage of built-in interpretation tech-
niques of classification techniques (e.g., ANOVA for logistic regression, and Breiman’s
Variable Importance for random forest). However, recent work points out that such inter-
pretation techniques are sensitive to correlated metrics (Berry 1993; Jiarpakdee et al.
2018a; Strobl et al. 2008; Tantithamthavorn et al. 2016b; Zhang et al. 2017). For example,
Jiarpakdee et al. (2018a) show that the interpretation of ANOVA Type-I can be altered by
simply rearranging the model specification (e.g., from y ∼ m1 + m2 to y ∼ m2 + m1 if m1
and m2 are correlated).

Despite posing a threat to the validity of previous work’s conclusion, little is known about
whether feature selection techniques mitigate correlated metrics. We therefore formulate the
following research question:

(RQ5) Do feature selection techniques mitigate correlated metrics?

Prior research effort has shown the benefits of applying feature selection techniques to
defect prediction models (Ghotra et al. 2017; Lu et al. 2014; Xu et al. 2016). For example,
Ghotra et al. (2017), Lu et al. (2014), and Xu et al. (2016) investigate the impact of fea-
ture selection techniques on the performance of defect models. Nevertheless, their findings
on the best feature selection techniques (i.e., lead to the model with the highest model per-
formance) are not always consistent. Prior studies also often use different defect datasets.
While our goal is model interpretation, practitioners may question the interpretation of inac-
curate defect models. We set out to investigate the impact of feature selection techniques
on the performance of defect models, particularly, on defect datasets from which we can
accurately derive interpretations through the following research question:

(RQ6) What is the impact of feature selection techniques on the performance of defect
models?
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Due to the variation in metric selection, feature selection techniques may incur different
computational costs. For example, filter-based feature selection techniques search for the
best subset of metrics regardless of model construction. Wrapper-based feature selection
techniques rely on classification techniques to assess each subset of metrics and find the best
subset of metrics. Thus, we set out to investigate the computational cost of feature selection
techniques through the following research question:

(RQ7) What is the computational cost of applying feature selection techniques?

Literature has suggested a variety of correlation threshold values to indicate strong cor-
relations among metrics. For example, Kraemer et al. (2003) suggested the use of Spearman
correlation of 0.7 to indicate strong correlations between metrics. Similarly, Hinkle et al.
(2003) suggested that the Spearman correlation of 0.7–0.9 indicates strong correlations
between metrics. Mason and Perreault (1991), Fox and Monette (1992), and Hair et al.
(2006) suggested the use of VIf threshold values of 3, 5, and 10 to indicate strong corre-
lations between metrics, respectively. Such contradictory suggestions about the correlation
threshold may produce different subsets of metrics and interpretation of defect models.
Particularly, a stricter correlation threshold value identifies a higher number of correlated
metrics and produces a smaller subset of metrics. On the other hand, a more relaxed corre-
lation threshold value identifies a less number of correlated metrics and produces a larger
subset of metrics. Thus, we set out to investigate the impact of correlation threshold values
on the interpretation of defect models through the following research question:

(RQ8) Do correlation threshold values have an impact on the interpretation of defect
models?

4 Experimental Setup

In this section, we describe our experimental setup with respect to the studied datasets.

Studied Datasets In selecting the studied datasets, we identify three important criteria that
need to be satisfied:

Criterion 1—Publicly-available defect datasets. Prior work raises concerns about the
replicability of software engineering studies (Robles 2010). In order to foster future
replication of our work, we focus on publicly-available defect datasets.

Criterion 2—Datasets that are reliable and of high quality. Defect models rely greatly
on the quality of the datasets that are used to construct them. Shepperd et al. (2013) raise
concerns related to data quality in the NASA datasets. Furthermore, Petrić et al. (2016)
show that problematic data remain in the cleaned NASA datasets. Thus, the quality of the
NASA datasets is questionable. To ensure that the studied datasets are reliable and of high
quality, we exclude the NASA datasets from our study.

Criterion 3—Datasets from which we can accurately derive interpretations. Analysts
would only consider models that fit the data well (i.e., AUC > 0.7) and are stable (i.e., EPV
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Fig. 1 The distributions of the
defective ratio of the 101
publicly-available defect datasets

101 publicly−available
defect datasets

0.00 0.25 0.50 0.75 1.00

> 10) (Tantithamthavorn et al. 2017). Hence, we only focus on datasets that produce such
accurate and stable models. To identify datasets that produce accurate models, we generate
100 sets of training and testing samples using the out-of-sample bootstrap validation tech-
nique. While we use training samples to construct defect models (i.e., logistic regression
and random forests), we use testing samples to evaluate such models using the AUC mea-
sure. However, classification techniques that are constructed on imbalanced data are often
in favour of the majority class (Tantithamthavorn et al. 2019a). For example, if defective
modules are the majority class, defect models are likely to produce overly optimistic perfor-
mance estimates. Thus, we investigate the defective ratio (i.e., the proportion of defective
modules in a dataset) of the 101 publicly-available defect datasets. Figure 1 shows the dis-
tribution of defective ratio of the 101 publicly-available defect datasets. We find that the
values of defective ratio range from 0.02 to 0.99 with a median value of 0.2, suggesting
that publicly-available defect datasets are often imbalanced. As suggested by Agrawal and
Menzies (2018), we apply the SMOTE imbalance technique (Chawla et al. 2002) to all of
the generated 100 sets of training samples prior to constructing defect models. We use the
implementation of the SMOTE function as provided by the DMwR R package (Torgo and
Torgo 2015). We compute the average AUC estimation of all models and exclude datasets
that produce models with the average AUC estimation of below 0.7. To identify datasets that
produce stable models, we compute the EPV measure for each dataset. EPV (Event-Per-
Variables) is a measure of the risk of overfitting. EPV is calculated as a ratio of the number
of occurrences of the least frequently occurring class of the dependent variable (i.e., the
number of defective modules) to the number of software metrics that are used to train the
model. We then exclude datasets that have the EPV values of below 10 since models that
are constructed using such datasets have a high risk of overfitting (Tantithamthavorn et al.
2017).

To satisfy criterion 1, similar to prior work (Tantithamthavorn et al. 2016a), we begin our
study using a collection of the 101 publicly-available defect datasets that are collected from
5 different corpora, i.e., 76 datasets from the Tera-PROMISE Repository (Menzies et al.
2012), 12 clean NASA datasets as provided by Shepperd et al. (2013), 5 datasets as provided
by Kim et al. (2011), 5 datasets as provided by D’Ambros et al. (2010, 2012), and 3 datasets
as provided by Zimmermann et al. (2007). To satisfy criterion 2, we exclude 12 datasets
for which their data quality is questionable. Finally, to satisfy criterion 3, we exclude 75
datasets which have an EPV value below 10 and produce models with an AUC value below
0.7 after applying the SMOTE technique. Hence, we focus on 14 defect datasets from 4
corpora. In particular, 6 datasets (i.e., Apache POI 2.5, Apache POI 3.0, Apache Xalan 2.6,
Apache Xerces 1.4, Proprietary 1, and Proprietary 4) as provided by Jureczko and Madeyski
(2010); 3 datasets (i.e., Apache Lucene 2.4, Eclipse JDT, and Eclipse Mylyn) as provided by
D’Ambros et al. (2010, 2012); 3 datasets (i.e., Eclipse Platform 2, Eclipse Platform 2.1, and
Eclipse Platform 3) as provided by Zimmermann et al. (2007); and 2 datasets (i.e., Eclipse
Debug and Eclipse SWT 3.4) as provided by Kim et al. (2011).

Table 4 shows a statistical summary of the 14 studied datasets.
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Table 4 A statistical summary of the studied datasets

Project Dataset Modules Metrics Defective Ratio EPV AUCLR AUCRF

Apache Lucene 2.4 340 20 60 10 0.79 0.85

POI 2.5 385 20 64 12 0.79 0.85

POI 3.0 442 20 64 14 0.79 0.85

Xalan 2.6 885 20 46 21 0.79 0.85

Xerces 1.4 588 20 74 22 0.79 0.85

Eclipse Debug 3.4 1,065 17 25 15 0.72 0.81

JDT 997 15 21 14 0.81 0.82

Mylyn 1,862 15 13 16 0.78 0.74

Platform 2 6,729 32 14 30 0.82 0.84

Platform 2.1 7,888 32 11 27 0.77 0.78

Platform 3 10,593 32 15 49 0.79 0.81

SWT 3.4 1,485 17 44 38 0.87 0.97

Proprietary Prop 1 18,471 20 15 137 0.75 0.79

Prop 4 8,718 20 10 42 0.74 0.72

5 Experimental Results

In this section, we present the approach, results, and illustrative examples with respect to
the eight research questions.

(RQ1) Do feature selection techniques consistently produce the same subset of
metrics when applied on the same training sample?

Approach To address RQ1, we investigate the consistency of subsets of metrics that are
produced by feature selection techniques. We first generate training samples. Then, we
apply feature selection techniques on each training sample. Finally, we analyse the consis-
tency of subsets of metrics that are produced by the studied feature selection techniques. We
describe each step below.

(Step 1) Generate training samples. To generate training samples, we use the out-
of-sample bootstrap validation technique that (1) leverages aspects of statistical infer-
ence (Efron and Tibshirani 1993; Friedman et al. 2001; Harrell 2015); and (2) produces the
least bias and variance of performance estimates for defect prediction (Tantithamthavorn
et al. 2017). We randomly generate a bootstrap sample of size N with replacement from an
original dataset, where N is the size of the original dataset. On average, 36.8% of the origi-
nal dataset will not be selected, since a bootstrap sample is selected with replacement (Efron
and Tibshirani 1993). We repeat the out-of-sample bootstrap process 100 times.

(Step 2) Apply feature selection techniques. We only apply feature selection techniques
on a training sample, instead of the whole dataset in order to avoid producing optimistically
biased performance estimates and interpretation (Li et al. 2017). The subsets of metrics
that are produced by each studied feature selection technique for all studied datasets are
available in the online appendix (Jiarpakdee et al. 2018c).

(Step 3) Analyse the consistency of subsets of metrics among different feature selec-
tion techniques. Ideally, feature selection techniques should consistently produce the same
subset of metrics. We measure the consistency as a percentage of the unique metrics that

3609Empirical Software Engineering (2020) 25:3590–3638



consistently appeared among all of the studied feature selection techniques compared to all
of the unique metrics for all studied feature selection techniques. We write the following
equation to describe the consistency of subsets of metrics among different feature selection
techniques (CFS).

CFS = |SFS1TSj
∩ SFS2TSj

... ∩ SFS9TSj
|

|SFS1TSj
∪ SFS2TSj

... ∪ SFS9TSj
| (1)

where SFSiTSj
is a subset of metrics that is produced by a feature selection technique (FSi)

when applied on a training sample (TSj ).
We present the consistency percentage using boxplots in Fig. 2.

Results When applying the studied feature selection techniques to the same training
sample, only 0-6% of the metrics are consistently selected. Figure 2 shows the percentage
of metrics that are consistently selected when applying feature selection techniques on each
training sample of each defect dataset. We observe that, at the median, only 0-6% of the
metrics are consistently selected among the studied feature selection techniques. In other
words, as many as 94-100% of the metrics are inconsistently selected among the studied
feature selection techniques, suggesting that feature selection techniques select different
metrics even if they are applied on the same training sample. We provide an illustrative
example below.

Illustrative Example We select the Eclipse Platform 2 dataset as the subject of this example,
since it is widely used in a large number of defect prediction studies (Bird et al. 2009;
Moser et al. 2008; Zimmermann et al. 2009). We first draw a bootstrap training sample
(cf. Step 1 of RQ1) and apply all studied feature selection techniques (cf. Step 2 of RQ1).
Unfortunately, we observe that none of the metrics is consistently selected across all studied
feature selection techniques. The most commonly-selected metric is pre, which is selected
by the 10 studied feature selection techniques except for information gain and chi-squared-
based. This observation raises concerns related to the external and the conclusion validity of
prior work that their conclusions could be altered when another feature selection technique
is applied. We report the produced subsets of metrics for this illustrative example in Table 5.

Fig. 2 The percentage of metrics
that are consistently selected
when applying feature selection
techniques to the same training
sample for all defect datasets

Proprietary 4
Proprietary 1

Eclipse SWT 3.4
Eclipse 3.0
Eclipse 2.1
Eclipse 2.0

Eclipse Mylyn
Eclipse JDT

Eclipse Debug 3.4
Apache Xerces 1.4
Apache Xalan 2.6

Apache POI 3.0
Apache POI 2.5

Apache Lucene 2.4
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Given the same training samples from the same defect datasets, different studied feature
selection techniques produce inconsistent subsets of metrics.As many as 94-100% of
the metrics are inconsistently selected among the studied feature selection techniques,
suggesting that the conclusions of prior work could be altered when another feature
selection technique is applied.

(RQ1) Do feature selection techniques consistently produce the same subset of
metrics when applied across different training samples?

Approach To address RQ2, we investigate the consistency of subsets of metrics across
different training samples. Similar to RQ1, we start from the subsets of metrics that are
produced by all studied feature selection techniques for each training sample of each stud-
ied dataset from RQ1 (cf. Step 2 of RQ1). Ideally, each feature selection technique should
produce the same subset of metrics for all of the 100 training samples. We compute the
consistency as a percentage of the unique metrics that consistently appeared among all of
the 100 training samples compared to all of the unique metrics for all training samples.
We write the following equation to describe the consistency of subsets of metrics across
different training samples (CTS).

CTS = |SFSiTS1 ∩ SFSiTS2 ... ∩ SFSiTS100 |
|SFSiTS1 ∪ SFSiTS2 ... ∪ SFSiTS100 |

(2)

where SFSiTSj
is a subset of metrics that is produced by a feature selection technique (FSi)

when applied on a training sample (TSj ). Finally, we present the consistency percentage
using boxplots in Fig. 3.

Results Surprisingly, when applying the studied feature selection techniques to differ-
ent training samples from the same dataset, 10-63% of the metrics are consistently
selected. Figure 3 shows the percentage of metrics that are consistently selected when
applying feature selection techniques to different training samples. We find that, at the
median, 12%, 33%, 33%, 29%, 63%, 10%, 45%, 16%, 21%, 15%, 18%, and 58% of the
metrics are consistently selected when applying CFS, IG, Chisq, CON, findCorrelation,
RFE-LR, RFE-RF, Step-FWD, Step-BWD, Step-BOTH, Hybrid, and AutoSpearman to
different training samples, respectively. In other words, the selected metrics are 37-90%

Fig. 3 The percentage of metrics
that are consistently selected
when applying feature selection
techniques to different training
samples from the same dataset

AutoSpearman
Hybrid

Step−Both
Step−BWD
Step−FWD

RFE−RF
RFE−LR

findCorrelation
CON

Chisq
IG

CFS

0 25 50 75 100
Percentage (%)
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Fig. 4 A Venn diagram of the
number of overlapping unique
instances between two bootstrap
samples

1580 
(27%)

1576 
(27%)

2693 
(46%)

TS1 TS2

inconsistent when applying the studied feature selection techniques to different training
samples from the same dataset.

Although the training samples are drawn from the same original dataset, none of the
commonly-used feature selection techniques consistently produce the same subset of met-
rics. Figure 4 shows a Venn diagram of the number of overlapping unique instances between
two bootstrap samples. According to the figure, we find that the inconsistency of subsets of
metrics among training samples has to do with the differences in the characteristics of data
among such training samples. In this example, only 46% of the unique samples are overlap-
ping, while 54% of them are different. Thus, different training samples may have different
correlation among metrics, leading the correlation-based feature selection technique to pro-
duce different subsets of metrics that share the strongest relationship with the outcome while
having a low correlation among themselves for such different training samples.

The inconsistency of subsets of metrics among training samples suggests that the ran-
domisation of training samples could produce defect models that are constructed from
different subsets of metrics even if the training samples are drawn from the same dataset.
Below, we provide a detailed illustrative example to demonstrate such inconsistency of
subsets of metrics in practice.

Illustrative Example Similar to prior illustrative examples in RQ1, we use the Eclipse
Platform 2 dataset and the correlation-based feature selection technique (CFS) for this illus-
trative example. First, we draw two bootstrap training samples (cf. Step 1 of RQ1) and
apply CFS on these samples. Table 6 shows the subsets of metrics that are produced by the
correlation-based feature selection techniques when applied on the two bootstrap training
samples.

Table 6 The subsets of metrics that are produced by the correlation-based feature selection technique (CFS)
when applied on different training samples

While the green texts represent metrics that are consistently selected, the red texts represent inconsistently
selected metrics
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We observe that only 5 of 12 metrics are consistently selected. This inconsistency in
subsets of metrics restricts an application of post-hoc multiple comparison analyses (e.g.,
a Scott-Knott test) to identify the most important metrics when interpreting defect models
since post-hoc multiple comparison analyses require balanced and completed data (i.e., all
of the studied metrics must have the same number of instances without any missing values).
Thus, when the importance score of a metric is not available due to the metric not being
selected by a feature selection technique, it is not feasible to apply multiple comparison
analyses.

Given different training samples from the same defect dataset, the studied feature selec-
tion techniques produce inconsistent subsets of metrics. We find that 37-90% of the
selected metrics are inconsistent, indicating that models that are trained on differ-
ent training samples produce different ranking of the most important metrics. Such
inconsistent subsets of metrics restrict an application of post-hoc multiple compar-
ison analyses (e.g., a Scott-Knott test) to identify the most important metrics when
interpreting defect models.

(RQ3) Do feature selection techniques which make use of random seeds consistently
produce the same subset of metrics when they are applied repeatedly?

Approach To address RQ3, we investigate the consistency of subsets of metrics when fea-
ture selection techniques are applied repeatedly. Unlike Step 1 of RQ1 and RQ2, for each
studied defect dataset, we use only one bootstrap training sample. To foster future repli-
cation studies, we set random seeds prior to applying feature selection techniques. Thus,
we apply feature selection techniques on one training sample for all studied defect datasets
with different random seeds. In RQ3, we focus on feature selection techniques which make
use of random seeds and thus perform the analysis only for Recursive Feature Elimina-
tion. Finally, we analyse the consistency of subsets of metrics that are produced by feature
selection techniques. We describe each step below.

(Step 1) Apply feature selection techniques on the training sample with different random
seeds. Since the goal of this research question is to measure the consistency across different
random seeds, we use 100 random seeds that range from 1 to 100 prior to applying feature
selection techniques. We then apply feature selection techniques on the training sample and
produce 100 subsets of metrics for each technique and each defect dataset.

(Step 2) Analyse the consistency of subsets of metrics across different random seeds. We
start from the 100 subsets of metrics that are produced in Step 1 for each technique and
each defect dataset. Ideally, each technique should produce the same subset of metrics for
all 100 random seeds. We compute the consistency as a percentage of the unique metrics
that consistently appeared among all of the 100 random seeds compared to all of the unique
metrics for all random seeds. We write the following equation to describe the consistency
of subsets of metrics when a feature selection technique is applied repeatedly (CRS).

CRS = |SFSiRS1TS ∩ SFSiRS2TS... ∩ SFSiRS100TS|
|SFSiRS1TS ∪ SFSiRS2TS... ∪ SFSiRS100TS| (3)

, where SFSiRSj TS is a subset of metrics that is produced by a feature selection technique
(FSi) when applied with a random seed (RSj ) on a training sample (TS)). We present the
consistency percentage using boxplots in Fig. 5.
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Fig. 5 The percentage of metrics
that are consistently selected
when applying feature selection
techniques with different random
seeds

RFE−RF

RFE−LR
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Results Recursive Feature Elimination produces inconsistent subsets of metrics when
applied repeatedly with different random seeds regardless of the studied classification
techniques.

Figure 5 shows the percentage of metrics that are consistently selected when repeatedly
applying feature selection techniques with different random seeds. We observe that, at the
median, 32% and 89% of the metrics are consistently selected when repeatedly applying
Recursive Feature Elimination with logistic regression and random forest (i.e., RFE-LR and
RFE-RF, respectively) with different random seeds. In other words, the selected metrics
are 68% and 11% inconsistent for RFE-LR and RFE-RF, respectively. Similar to RQ2, we
observe a higher consistency of subsets of metrics when applying Recursive Feature Elim-
ination with random forests compared to logistic regression. We suspect that such a higher
consistency of subsets of metrics has to do with the process of constructing and using multi-
ple trees for a random forests model. For example, unlike logistic regression that constructs
only one model, random forest constructs multiple trees using out-of-bag samples gener-
ated from training data and uses the aggregated results of these trees to generate predictions.
Thus, the construction of multiple trees and the use of aggregated results lead random forests
to produce a higher consistency of subsets of metrics than logistic regression when applied
repeatedly.

The inconsistency of subsets of metrics when applied repeatedly with different random
seeds suggests that although these variants of Recursive Feature Elimination are applied
on the same sample, simply altering a random seed can lead them to produce a differ-
ent subset of metrics. We suspect that the inconsistency in subsets of metrics has to do
with the randomisation in the process of sampling data for validation in Recursive Feature
Elimination.

We discuss and provide a detailed illustrative example below.

Illustrative Example Similar to prior illustrative examples in RQ1 and RQ2, we use the
Eclipse Platform 2 dataset as the subject of this example. First, we draw a bootstrap train-
ing sample (unlike Step 1 of RQ1, we use only one training sample) and apply RFE-LR
with two different random seeds, i.e., set.seed(1) and set.seed(2). We find that
RFE-LR selects 16 metrics when applied with one random seed, while selecting 20 metrics
when applied with another random seed. Across these subsets of metrics, 16 metrics are
consistently selected. Such inconsistency in subsets of metrics when repeatedly applying
Recursive Feature Elimination technique raises concerns related to the reliability and the
construct validity. We provide the subsets of metrics that are produced by RFE-LR when
applied with two different random seeds for this illustrative example in Table 7.
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Table 7 The subsets of metrics that are produced by the Recursive Feature Elimination technique with
logistic regression (RFE-LR) when applied with different random seeds on the same training sample

While the green texts represent metrics that are consistently selected, the red texts represent inconsistently
selected metrics

Given the same training sample from the same dataset but different random seeds,
Recursive Feature Elimination produces inconsistent subsets of metrics. Such incon-
sistency amounts to 68% and 11% of the subsets of metrics for logistic regression and
random forest, respectively. This finding indicates that even if Recursive Feature Elim-
ination is applied on the same training sample, simply altering a random seed can lead
the technique to produce a different subset of metrics.

(RQ4) Do feature selection techniques which make use of model specifications con-
sistently produce the same subset of metrics when reordering the model
specification of a defect model (e.g., from y ∼ x1+x2 to y ∼ x2+x1)?

Approach To address RQ4, we investigate the consistency of subsets of metrics across
different model specifications. Similar to RQ3, for each studied defect dataset, we use only
one bootstrap training sample. Then, we apply feature selection techniques on the training
sample with different model specifications for all studied defect datasets. In RQ4, we focus
on feature selection techniques which make use of model specifications and thus perform the
analysis only for the 3 variants of Stepwise Regression. Finally, we analyse the consistency
of subsets of metrics that are produced by feature selection techniques. We describe each
step below.

(Step 1) Apply feature selection techniques on the training sample with different model
specifications. Since it is difficult to measure the consistency across all possible model
specifications (e.g., 10 metrics would lead to 10! different model specifications), in this
study, we generate 100 model specifications by randomly rearranging the ordering of met-
rics of each studied defect dataset differently for 100 times. For example, y ∼ x1 + x2 + ...,
y ∼ x2 + x1 + ..., and y ∼ x3 + x1 + .... We then apply feature selection techniques on the
training sample with 100 model specifications and produce 100 subsets of metrics for each
technique and each defect dataset.

(Step 2) Analyse the consistency of subsets of metrics across different model specifica-
tions. We start from the subsets of metrics in Step 1 that are produced with 100 variations
of model specification on the training sample for each feature selection technique of each
studied dataset. Ideally, each feature selection technique should produce the same subset of
metrics for all 100 variations of model specification regardless of the ordering of metrics,
e.g., FS(y ∼ x1 + x2) = FS(y ∼ x2 + x1). We compute the consistency as a percentage of
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Fig. 6 The percentage of metrics
that are consistently selected
when applying feature selection
techniques with different model
specifications
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the unique metrics that consistently appeared among all of the 100 variations of the model
specification compared to all of the unique metrics for all model specifications. We write the
following equation to describe the consistency of subsets of metrics across different model
specifications (CMS).

CMS = |SFSiMS1TS ∩ SFSiMS2TS... ∩ SFSiMS100TS|
|SFSiMS1TS ∪ SFSiMS2TS... ∪ SFSiMS100TS| (4)

, where SFSiMSj TS is a subset of metrics that is produced by a feature selection technique
(FSi) when applied with a model specification (MSj ) on a training sample (TS)). We present
the consistency percentage using boxplots in Fig. 6.

Results All of the 3 variants of Stepwise Regression produce inconsistent subsets
of metrics across model specifications. Figure 6 shows the percentage of metrics that
are consistently selected when applying feature selection techniques with different model
specifications.

We observe an inconsistency of subsets of metrics that are produced by Stepwise
Regression when reordering the model specification in the Eclipse SWT 3.4 dataset.

We discuss and provide a detailed illustrative example below.

Illustrative Example We select the Eclipse SWT 3.4 dataset, the problematic defect dataset,
as the subject of this example. Similar to the prior illustrative example in RQ3, we draw
only one bootstrap training sample and apply forward direction Stepwise Regression with
two different model specifications. Table 8 shows the subsets of metrics that are produced
by forward direction Stepwise Regression when applied with two different model specifica-
tions. We observe that, while 7 metrics are consistently selected, Stepwise Regression either
selects NIM or WMC depending on which metric appears first in the ordering of metrics in a
model specification. For example, given a model specification of defect ∼ NIM + WMC
+ ..., Stepwise Regression will select NIM rather than WMC since the metric appears first

Table 8 The subsets of metrics that are produced by the forward direction Stepwise Regression (Step-FWD)
when applied with different model specifications on the same training sample

While the green texts represent metrics that are consistently selected, the red texts represent inconsistently
selected metrics
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in the model specification. The execution log of Stepwise Regression shows that including
either of these metrics equally improves the AIC value of a regression model. This find-
ing leads us to conclude that, when including (or excluding) either of the two metrics can
equally improve the AIC value of a regression model, Stepwise Regression includes (or
excludes) the first metric that appears in the model specification. We further investigate the
correlation of these problematic metrics and find that their Spearman correlation coefficient
is as high as 0.87, suggesting that they are highly-correlated metrics. This finding raises
concerns that correlated metrics may introduce the inconsistency of subsets of metrics when
applying Stepwise Regression with different model specifications. We provide the subset of
metrics for this illustrative example in Table 8 and the mentioned part of the execution log
of Stepwise Regression in Fig. 7.

Given the same training sample from the same defect dataset but different model spec-
ifications, regardless of the search directions, Stepwise Regression is the only studied
feature selection technique that produces inconsistent subsets of metrics, suggesting
that Stepwise Regression is sensitive to the model specifications of defect models.

(RQ5) Do feature selection techniques mitigate correlated metrics?

Approach To identify correlated metrics, we apply correlation analyses on subsets of met-
rics that are produced by feature selection techniques. Similar to RQ1 and RQ2, we start
from the subsets of metrics that are produced by all studied feature selection techniques for
each training sample of each studied dataset from RQ1 (cf. Step 2 of RQ1). Then, we anal-
yse the correlation among metrics for each subset of metrics that are produced by the studied
feature selection techniques. In this paper, we focus on two types of correlation among
metrics, i.e., collinearity and multicollinearity. Collinearity is a phenomenon in which one
metric can be linearly predicted by another metric. On the other hand, multicollinearity is
a phenomenon in which one metric can be linearly predicted by a combination of two or
more metrics. We describe each step below.

(Step 1) Analyse collinearity. To analyse collinearity, we use a Spearman rank correlation test
(ρ) to measure the correlation between metrics. We choose the Spearman test instead of
other correlation tests (e.g., Pearson) since the Spearman test is resilient to non-normal
distributions as commonly present in defect datasets. We use the interpretation of correla-
tion coefficients (|ρ|) as provided by Kraemer et al. (2003), i.e., a Spearman correlation

Fig. 7 The execution log of Stepwise Regression
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coefficient of above 0.7 is considered as a strong correlation. Thus, two metrics which
have their Spearman correlation coefficient of above 0.7 are considered correlated. We use
the implementation of the rcorr function as provided by the Hmisc R package (Harrell
2013).

(Step 2) Analyse multicollinearity. To analyse multicollinearity, we use the Variance
Inflation Factor analysis (VIf) (Fox and Monette 1992). VIf determines how well a met-
ric can be linearly predicted by a combination of other metrics through a construction of a
regression model. A VIf score of a metric under examination is an R2 goodness-of-fit of
the model that is constructed by the other metrics to predict the metric under examination
where a VIf score is 1

1−R2 . We use a VIf threshold value of 5 to identify the presence of
multicollinearity, as suggested by Fox (2015) and prior work (Bettenburg and Hassan 2010
Jiarpakdee et al. 2016 2018a McIntosh et al. 2014). Thus, metrics that have their VIf score
above 5 are considered correlated. We use the implementation of the Variance Inflation
Factor analysis using the vif function as provided by the rms R package (Harrell 2017).

Finally, we present the results using boxplots in Fig. 8.

Results All of the commonly-used feature selection techniques do not mitigate corre-
lated metrics except for AutoSpearman. Figure 8 presents the percentage of subsets of
metrics that contain correlated metrics for each studied feature selection technique. The
studied feature selection techniques produce, at the median, 100% of subsets of metrics with
collinearity except for findCorrelation (0%) and AutoSpearman (0%). Furthermore, except
for AutoSpearman, the studied feature selection techniques produce, at the median, 5-100%
of subsets of metrics with multicollinearity.

Surprisingly, although CFS searches for the best subset of metrics that share the highest
correlation with the outcome (e.g., defect-proneness) while having the lowest correlation
among each other, our results show that correlated metrics are prevalent in subsets of met-
rics that are produced by CFS. We observe that CFS tends to focus on the correlation of
each metric and the outcome more than the correlation between metrics. Thus, when CFS
is applied, correlated metrics are often selected if these correlated metrics share a strong
relationship with the outcome.

Subsets of metrics
with collinearity

Subsets of metrics
with multicollinearity

0 25 50 75 100 0 25 50 75 100
AutoSpearman

Hybrid
Step−Both
Step−BWD
Step−FWD

RFE−RF
RFE−LR

findCorrelation
CON

Chisq
IG

CFS

Percentage (%)

Type Filter−based Wrapper−based Hybrid AutoSpearman

Fig. 8 The percentage of subsets of metrics that contain correlated metrics for each studied feature selection
technique. The left boxplots present the percentage of subsets of metrics with collinearity, while the right
boxplots present the percentage of subsets of metrics with multicollinearity
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Furthermore, while findCorrelation can often mitigate collinearity, the technique cannot
mitigate multicollinearity as its percentage of subsets of metrics with multicollinearity is
as high as 100% in some studied defect datasets. We observe that findCorrelation only
reduces pair-wise correlations among metrics using a correlation matrix (e.g., Spearman
correlation), leading to the mitigation of collinearity. Unfortunately, the usage of pair-wise
correlations among metrics of find Correlation fails to detect and mitigate multicollinearity
(i.e., a phenomenon in which one metric can be linearly predicted by two or more metrics),
suggesting that more advanced techniques (e.g., Variance Inflation Factor analysis) should
be applied. Below, we provide detailed illustrative examples.

Illustrative Example Similar to prior illustrative examples in RQ1, RQ2, and RQ3, we
select the Eclipse Platform 2 dataset as the subject of this example. We first draw a bootstrap
training sample (cf. Step 1 of RQ1) and analyse the correlation among all software metrics,
i.e., collinearity and multicollinearity. Then, we apply three feature selection techniques that
consider the correlation among metrics when selecting metrics, i.e., a correlation-based fea-
ture selection technique (CFS—one of the most commonly-used feature selection technique
in the defect prediction domain), findCorrelation, and AutoSpearman. Finally, we analyse
the correlation among the metrics in the subsets of metrics that are produced by CFS and
findCorrelation.

According to Fig. 9, among the 32 metrics in the Eclipse Platform 2 dataset, we find that
30 metrics are correlated with a Spearman correlation coefficient above 0.7. We find that
CFS selects 8 metrics that share the highest correlation with defect-proneness while hav-
ing the lowest correlation among each other; findCorrelation selects 9 metrics through the
reduction of pair-wise Spearman correlations among metrics; and AutoSpearman selects 8
metrics based on the results of correlation analyses. Unfortunately, the results of correlation
analyses show that CFS and findCorrelation cannot mitigate correlated metrics. According
to Fig. 10a, as many as 5 of the 8 metrics that are selected by CFS can be linearly predicted
by another metric and have their Spearman correlation coefficient above 0.7. Furthermore,
according to Table 9, 3 of the 8 metrics that are selected by CFS and 2 of 9 the metrics that
are selected by findCorrelation can be linearly predicted by a combination of other metrics
and have their VIf score above 5. These findings suggest that (1) CFS, while considering
the correlation among metrics, does not mitigate correlated metrics; and (2) findCorrelation
can mitigate collinearity but not multicollinearity.

On the other hand, accroding to Fig. 10c and Table 9, AutoSpearman mitigates corre-
lated metrics for both collinearity and multicollinearity. We observe that the collinearity
analysis of AutoSpearman selects one representative metric from each group of correlated
metrics. Furthermore, the multicollinearity analysis of AutoSpearman further mitigates cor-
related metrics that cannot be detected by collinearity analysis (i.e., the analysis of pair-wise
correlation among metrics).

Given the same training sample from the same defect datasets, the subsets of
metrics produced by all of the studied feature selection techniques (except for
AutoSpearman) contain correlated metrics, i.e., collinearity and multicollinearity. In
other words, AutoSpearman is the only studied feature selection technique which was
designed to mitigate both collinearity and multicollinearity, and as our experiments
show, none of the other techniques achieves these goals. These findings suggest that the
interpretation of defect models constructed using the subsets of metrics that are pro-
duced by the studied feature selection techniques (except for AutoSpearman) may be
misleading.
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Fig. 9 The hierarchical cluster
view of the correlation analysis of
all metrics in the Eclipse Platform
2 dataset. Correlated metrics that
can be linearly predicted by
another metric and have their
Spearman correlation coefficient
above 0.7 are highlighted in red,
while non-correlated metrics are
highlighted in green
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(RQ6) What is the impact of feature selection techniques on the performance of
defect models?

Approach To address RQ6, we analyse the performance of defect models that are con-
structed using the subsets of metrics that are produced by the twelve studied feature
selection techniques, and a baseline (i.e., all metrics of a defect dataset). Since Fig. 1 and
Table 4 show that the defective ratio of the studied defect datasets is imbalanced and may
lead to models that are often in favour of the majority class, we apply the SMOTE imbal-
ance technique to each training sample for all studied defect datasets. We then apply feature
selection techniques on all of the balanced training samples of the studied defect datasets to
generate the subsets of metrics (cf. Step 2 of RQ1). We construct defect models using these
subsets of metrics and evaluate their performance. Consequently, we analyse the impact
of each studied feature selection technique on model performance. We describe each step
below.

(Step 1) Generate training samples. Similar to Step 1 of RQ1, we use the out-of-sample
bootstrap validation technique to generate 100 sets of training and testing samples for each
studied defect dataset.

(Step 2) Apply the SMOTE imbalance technique. For each training sample, we apply the
SMOTE imbalance technique (Chawla et al. 2002) to mitigate the imbalanced nature of
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Fig. 10 The Spearman rank
correlation test on the subsets of
metrics that are produced by
CFS, findCorrelation, and
AutoSpearman, respectively.
Correlated metrics that can be
linearly predicted by another
metric and have their Spearman
correlation coefficient above 0.7
are highlighted in red, while
non-correlated metrics are
highlighted in green.
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Table 9 The Variance Inflation Factor analysis of the subsets of metrics that are produced by the correlation-
based feature selection technique (CFS), findCorrelation, and AutoSpearman, respectively

CFS findCorrelation AutoSpearman

Metric VIf score Metric VIf score Metric VIf score

NBD avg 2.10

NOT 1.83

NBD avg 2.10 pre 1.29

CC max 3.24 NOT 1.84 ACD 1.26

NBD max 2.18 pre 1.29 PAR avg 1.13

PAR max 1.40 ACD 1.26 NOM avg 1.12

pre 1.32 PAR avg 1.15 NOF avg 1.11

NSM avg 1.17 NOM avg 1.12 NSF avg 1.02

NOF avg 1.11

Correlated metrics that can be linearly predicted by a combination of other metrics and have their VIf score
above 5 are highlighted in red

defect datasets. We use the implementation of the SMOTE function as provided by the DMwR
R package (Torgo and Torgo 2015).

(Step 3) Apply feature selection techniques. Similar to Step 2 of RQ1, we only apply
feature selection techniques on training samples to generate subsets of metrics of each
studied feature selection techniques. The subsets of metrics that are produced by each
studied feature selection technique for all studied datasets are available in the online
appendix (Jiarpakdee et al. 2018c).

(Step 4) Construct defect models. For each training sample, we construct logistic regres-
sion and random forest models using subsets of metrics that are produced by the twelve
studied feature selection techniques, and all metrics of a defect dataset. We use the
implementation of logistic regression as provided by the glm function of the stats R
package (Team 2017) with the default parameter setting. We use the implementation of
random forest as provided by the randomForest function of the randomForest R
package (Breiman et al. 2006) with the default ntree value of 100, since recent stud-
ies (Tantithamthavorn et al. 2016a; 2019b) show that the performance of random forest
models is insensitive to the parameter setting. To ensure that the training and testing corpora
share similar characteristics and avoid any potential impact on the interpretation of defect
models, we do not re-balance nor do we re-sample the training data (Tantithamthavorn et al.
2019a).

(Step 5) Evaluate defect models. In our study, we evaluate defect models using three
performance measures. First, we use the Area Under the receiver operator characteris-
tic Curve (AUC) to measure the discriminatory power of our models, as suggested by
recent research (Ghotra et al. 2015; Lessmann et al. 2008; Rahman and Devanbu 2013;
Tantithamthavorn and Hassan 2018). The AUC is a threshold-independent performance
measure that evaluates the ability of classifiers in discriminating between defective and
clean modules. The values of AUC range between 0 (worst performance), 0.5 (no better
than random guessing), and 1 (best performance) (Hanley and McNeil 1982). Second, we
use the F-measure, i.e., a threshold-dependent measure. F-measure is a harmonic mean (i.e.,
2·precision·recall
precision+recall ) of precision ( TP

TP+FP ) and recall ( TP
TP+FN ). Similar to prior studies (Arisholm

et al. 2010; Zimmermann et al. 2009), we use the default probability value of 0.5 as a
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threshold value for the confusion matrix, i.e., if a module has a predicted probability above
0.5, it is considered defective; otherwise, the module is considered clean. Third, we use the
Matthews Correlation Coefficient (MCC) measure, i.e, a threshold-dependent measure, as
suggested by prior studies (Matthews 1975; Shepperd et al. 2014). MCC is a balanced mea-
sure based on true and false positives and negatives that is computed using the following
equation: TP×TN−FP×FN√

(TP+FP)(TP+FN)(TN+FP)(TN+FN)
.

(Step 6) Analyse the impact on the model performance. We analyse the performance
difference between defect models that are constructed using subsets of metrics that are pro-
duced by feature selection techniques (i.e., the twelve studied feature selection techniques)
and all metrics of a defect dataset (PFS − PAll).

We also set out to investigate whether such performance difference is statistically sig-
nificant using the Mann-Whitney U test and its extension, the Kruskal and Wallis H test. A
p-value of the Mann-Whitney U test of below 0.05 suggests that the difference between two
input distributions is statistically significant, while a p-value of the Kruskal and Wallis H
test of below 0.05 suggest that the differences across multiple input distributions are statis-
tically significant. Finally, in order to measure the effect size of the performance difference,
we use Cliff’s |δ| effect size to analyse the magnitude of the difference between these dis-
tributions. Cliff’s |δ| effect size ranges from 0 to +1, where a zero value indicates that two
distributions are identical. We use the interpretation of Cliff’s |δ| estimates by Romano et al.
(2006) which maps Cliff’s |δ| to Cohen’s significance levels as follows:

Negligible: |δ| < 0.147
Small: 0.147 ≤ |δ| < 0.33
Medium: 0.33 ≤ |δ| < 0.474
Large: 0.474 ≤ |δ|

We present the results using boxplots in Fig. 11.

Fig. 11 The distributions of the performance difference (%pts) between defect models that are constructed
using subsets of metrics that are produced by the twelve studied feature selection techniques and all metrics
of a defect dataset, i.e., PFS − PAll
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Results The studied feature selection techniques impact the performance of defect
models by up to 9%pts. Figure 11 shows the performance difference (%pts) between defect
models that are constructed using subsets of metrics that are produced by the twelve studied
feature selection techniques and all metrics of a defect dataset, i.e., PFS − PAll. We make
the three following observations: (1) filter-based feature selection techniques (except for
CON) have the highest impact on the performance of defect models by up to 9%pts (at the
median); (2) wrapper-based feature selection techniques have the least impact on the per-
formance of defect models by up to 1%pt (at the median); and (3) AutoSpearman impacts
the performance of defect models by up to 2%pts (at the median). The results of the Mann-
Whitney U test show that most of the performance differences are not statistically significant
with p-values above 0.05. The results of Kruskal-Wallis H test suggest that all of the per-
formance differences are not statistically significant with p-values above 0.05. Finally, the
results of the Cliff’s |δ| effect size test show that such performance differences are negligi-
ble to small for the AUC, F-measure, and MCC measures (except for Information Gain and
Chi-Squared-based). We suspect that the statistically insignificant impact on model perfor-
mance of most of the studied feature selection techniques has to do with the low number of
irrelevant metrics while most relevant metrics are highly correlated as shown in the results
of RQ5. Also, the high number of highly correlated (RQ5) and relevant metrics (RQ6) may
lead feature selection techniques to produce different optimal subsets of metrics as observed
in RQ1. Although the inconsistency of the optimal subsets of metrics among feature selec-
tion techniques may not impact the performance of defect models, such inconsistency has
a substantial impact on practitioners (e.g., developers, managers, and QA analysts) when
developing software quality improvement plans. For example, given two metrics CC max
(code complexity) and MLOC sum (method lines of code) that are highly correlated as
shown in the illustrative example of RQ5, the use of these two metrics for training defect
models may produce similar accuracy. On the other hand, the insights that are derived from
defect models that are trained on correlated metrics may be inaccurate and unstable. In par-
ticular, QA plans generated from one feature selection technique may suggest minimizing
the risks of having defects by reducing the code complexity, while QA plans generated by
another feature selection technique may suggest minimizing the file size (i.e., lines of code).
Such an inconsistency produced by widely-used automated feature selection techniques may
distort the software quality improvement plans that are derived from defect models, leading
to wasting time and QA resources.

(RQ7) What is the computational cost of applying feature selection techniques?

Approach To address RQ7, we analyse the computational cost of the twelve studied feature
selection techniques. For each defect dataset, we use only one bootstrap training sample.
Then, we measure the computational cost of applying the twelve studied feature selection
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techniques on a training sample for each defect dataset. We measure the computational cost
using the microbenchmark function of the microbenchmark R package (Mersmann
et al. 2018). Finally, we present the results using boxplots in Fig. 12. Due to the enormous
difference in the computation cost across the studied feature selection techniques, we report
the computational cost (x-axis) using a log10 scale.

Results The computational cost of wrapper-based feature selection techniques and the
consistency-based feature selection technique is expensive. Figure 12 shows the compu-
tational cost analysis of the studied feature selection techniques using a log10 scale. We
observe that, at the median, the computational cost of the studied feature selection tech-
niques is 0.5s, 0.2s, 0.1s, 105s, 0.1s, 102s, 5021s (1 hour and 23 minutes), 4s, 3.8s, 6.8s,
3.4s, and 0.2s for CFS, IG, Chisq, CON, findCorrelation, RFE-LR, RFE-RF, Step-FWD,
Step-BWD, Step-BOTH, Hybrid, and AutoSpearman, respectively. In particular, wrapper-
based feature selection techniques and the consistency-based feature selection technique are
expensive to compute, and can cost up to 7 hours and 15 minutes for RFE-RF to find the
best subset of metrics from one training sample of the Eclipse Platform 3.0 defect dataset.
Such expensive computation cost makes the application of wrapper-based feature selection
techniques undesirable, particularly, when validating with model validation techniques that
require several repetitions (e.g., bootstrap validation technique).

The computational cost of filter-based feature selection techniques and
AutoSpearman is cheap, while such cost is expensive for wrapper-based feature
selection techniques and the consistency-based feature selection technique. The com-
putational cost of wrapper-based feature selection techniques is as high as 7 hours
and 15 minutes for RFE-RF to find the best subset of metrics from one training sample
of the Eclipse Platform 3.0 defect dataset. Such expensive computation cost makes the
application of wrapper-based feature selection techniques undesirable, particularly,
when validating with model validation techniques that require several repetitions (e.g.,
bootstrap validation technique).

(RQ8) Do correlation threshold values have an impact on the interpretation of defect
models?

Fig. 12 The computational cost
analysis of the twelve studied
feature selection techniques
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Approach To address RQ8, we analyse the impact of correlation threshold values when
producing subsets of metrics with AutoSpearman on the interpretation of defect models
along 2 dimensions, i.e., consistency and correlation. AutoSpearman relies on two threshold
values, i.e., the Spearman correlation threshold and the VIf threshold. While we use the
Spearman correlation threshold value of 0.7 as a baseline as suggested by Kraemer et al.
(2003) and the VIf threshold value of 5 as a baseline as suggested by Fox and Monette
(1992) to indicate strong correlations between metrics, we perform sensitivity analyses for
both threshold values. For the sensitivity analysis of the Spearman correlation threshold, we
use the Spearman correlation threshold value of 0.7 and compare the interpretation produced
by the Spearman correlation threshold values of 0.8 and 0.9, as suggested by Hinkle et al.
(2003), with those produced by the baseline. Similarly, for the sensitivity analysis of the
VIf threshold, we use the VIf threshold value of 5 and compare the interpretation produced
by the VIf threshold values of 3 Mason and Perreault (1991) and 10 Hair et al. (2006)
with those produced by the baseline. Below, we explain how we generate the interpretation
of defect models and how we analyse the impact of correlation threshold values on such
interpretation.

To generate the interpretation of defect models, we adopted the defect modelling work-
flow used in prior studies (Jiarpakdee et al. 2018a). First, we mitigate correlated metrics
using our proposed feature selection technique, AutoSpearman. Second, we generate train-
ing and testing samples using the out-of-sample bootstrap validation technique. Third,
we use training samples to construct defect models (i.e., logistic regression and random
forests). Fourth, we generate the importance score of metrics using the ANOVA Type-II
analysis (Fox 2015) for logistic regression and the scaled permutation importance analy-
sis (Breiman 2001) for random forests. Finally, we identify the importance ranking of met-
rics using the improved Scott-Knott Effect Size Difference (ESD) test (Tantithamthavorn
2017).

We analyse the consistency and correlation of the most important metrics among cor-
relation threshold values. To do so, we compute the percentage of the studied datasets in
which their most important metrics are consistent among correlation threshold values. We
also compute the Spearman correlation of the most important metrics produced by different
correlation threshold values.

Results Different correlation threshold values may produce different most important
metrics. Table 10 shows the percentage of the studied defect datasets in which their most
important metrics are consistent among correlation threshold values. We find that 86%
and 46-69% of the studied defect datasets have their most important metrics produced by
the Spearman correlation threshold values of 0.8 and 0.9 consistent with the baseline (the
Spearman correlation threshold value of 0.7), respectively. We also find that 92-100% and

Table 10 The percentage of the studied defect datasets in which their most important metrics are consistent
among correlation threshold values

Classification
Techniques

Model Interpretation
Techniques

Spearman Correlation Threshold VIf Threshold

0.8 0.9 3 10

Logistic Regression ANOVA Type 2 86% 69% 100% 100%

Random Forests Scaled Permutation Importance 86% 46% 92% 100%
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100% of the studied defect datasets have their most important metrics produced by the VIf
threshold values of 3 and 10 consistent with the baseline (the VIf threshold value of 5),
respectively. In other words, 14-54% of these studied datasets produce different most impor-
tant metrics among Spearman correlation threshold values, while such inconsistency among
VIf threshold values are 0-8%.

The most important metrics produced by different correlation threshold values are
highly correlated. Figure 13 shows the distributions of Spearman correlation coefficients
of the most important metrics produced by the baseline and correlation threshold values.
We find that, at the median, Spearman correlation coefficients of the most important metrics
produced by the baseline and the Spearman correlation threshold values of 0.8 and 0.9 are 1
and 0.85-1 for both logistic regression and random forests. Similarly, at the median, Spear-
man correlation coefficients of the most important metrics produced by the baseline and the
VIf threshold values of 3 and 10 are 1 for logistic regression and random forests, respec-
tively. These findings show that while the most important metrics are inconsistent among
different correlation threshold values, such inconsistent most important metrics are highly
correlated. The experimental results lead us to conclude that correlation threshold values do
not impact the interpretation of defect models.

Illustrative Example Similar to previous research questions, we use the Eclipse Platform
2 dataset as the subject of this example. Following the approach to generate the interpreta-
tion of defect models as explained above, we identify the importance rankings of metrics
produced by AutoSpearman with the correlation threshold values of 0.7 (baseline) and
0.9 as shown in Table 11. According to Fig. 14, we find that NOM avg (the most impor-
tant metric according to AutoSpearman(0.7)) and NBD sum (the most important metric
according to AutoSpearman(0.9)) are highly correlated with the Spearman correlation of
0.73. This example further illustrates the little impact of correlation threshold values on the
interpretation of defect models.

Fig. 13 The distributions of Spearman correlation coefficients of the most important metrics produced by
the baseline and correlation threshold values
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Table 11 The top-5 most
important metrics according to
the percentage of the studied
defect datasets in which their
most important metrics are
consistent among correlation
threshold values

Rank AutoSpearman(0.7) AutoSpearman(0.9)

1 NOM avg NBD sum

2 NBD avg NBD avg

3 pre NOM avg

4 PAR avg FOUT avg

5 NOF avg pre

No. Although the most important metrics are inconsistent among correlation threshold
values, such inconsistent most important metrics are highly correlated with the Spear-
man correlation of 0.85–1, suggesting that correlation threshold values do not impact
the interpretation of defect models.

6 Discussion

In this section, we discuss the trends of correlated metrics that are selected by feature
selection techniques.
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Fig. 14 The Spearman rank correlation test on the top-5 important metrics according to AutoSpearman using
the correlation threshold values of 0.7 and 0.9. Correlated metrics that can be linearly predicted by another
metric and have their Spearman correlation coefficient above 0.7 are highlighted in red, while non-correlated
metrics are highlighted in green
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Fig. 15 The number of correlated metrics selected by each studied feature selection technique for an
illustrative analysis of the Eclipse Platform 2 dataset

Approach To investigate the trends of correlated metrics that are selected by commonly-
used feature selection techniques, similar to the illustrative example in RQ1, we first select
the Eclipse Platform 2 dataset as the subject of this analysis. We draw a bootstrap training
sample and apply all studied feature selection techniques to generate subsets of metrics for
each studied technique. Then, we analyse the correlation among metrics for both collinearity
and multicollinearity to find correlated metrics in each subset of metrics produced by the
studied feature selection techniques (cf. Steps 1 and 2 of RQ5). Finally, we identify (1)
the number of correlated metrics selected by each feature selection technique and (2) the
number of feature selection techniques that select each correlated metric.

Results Most of the correlated metrics selected by commonly-used feature selection
techniques are aggregated metrics produced by metric aggregation schemes.

Figure 15 shows the number of correlated metrics selected by each feature selection
technique, while Figure 16 shows the number of studied feature selection techniques that
select each correlated metric for an illustrative analysis of the Eclipse Platform 2 dataset.

We find that 3-30 metrics selected studied feature selection techniques (except for find-
Correlation and AutoSpearman) are highly correlated. We also find that correlated metrics
are selected by 1–9 studied feature selection techniques. We observe that most of the cor-
related metrics are aggregated metrics—metrics that are extracted at the method level and
are summarised to the file level using metric aggregation schemes, e.g., minimum, average,
and maximum. This observation is consistent with that of Zhang et al. (2017) where metric
aggregation schemes often produce correlated metrics.

7 Threats to Validity

We now discuss threats to the validity of our study.
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Fig. 16 The number of studied feature selection techniques that select each correlated metric for an
illustrative analysis of the Eclipse Platform 2 dataset

Construct Validity Plenty of prior work shows that the parameters of classification tech-
niques have an impact on the performance of defect models (Fu et al. 2016; Koru and Liu
2005; Mende 2010; Mende and Koschke 2009; Tantithamthavorn et al. 2016a). While we
use a default ntree value of 100 for random forest models, recent studies (Jiang et al.
2008; Tantithamthavorn et al. 2016a; Tosun and Bener 2009) show that the performance
of random forest models is insensitive to this parameter setting. Thus, we believe that this
threat is not a major limitation of our work.

The concept of non-correlated metrics in our paper relies on threshold values of corre-
lation analyses (i.e., 0.7 for a Spearman rank correlation test and 5 for a Variance Inflation
Factor analysis). To mitigate this threat, we perform an in-depth sensitivity analysis in RQ8
and find that correlation threshold values do not impact the interpretation of defect models.

Internal Validity Prior studies raise concerns related to replicability (Robles 2010), data
quality (Petrić et al. 2016; Shepperd et al. 2013), mislabelling (Tantithamthavorn et al. 2015;
Yathish et al. 2019), and the risk of overfitting (Tantithamthavorn et al. 2017) in defect
datasets. We conduct a highly-controlled experiment where we apply 3 dataset selection
criteria to mitigate these concerns. Thus, our study focuses on 14 defect datasets from 4
corpora. In particular, 6 datasets (i.e., Apache POI 2.5, Apache POI 3.0, Apache Xalan 2.6,
Apache Xerces 1.4, Proprietary 1, and Proprietary 4) as provided by Jureczko and Madeyski
(2010); 3 datasets (i.e., Apache Lucene 2.4, Eclipse JDT, and Eclipse Mylyn) as provided by
D’Ambros et al. (2010, 2012); 3 datasets (i.e., Eclipse Platform 2, Eclipse Platform 2.1, and
Eclipse Platform 3) as provided by Zimmermann et al. (2007); and 2 datasets (i.e., Eclipse
Debug and Eclipse SWT 3.4) as provided by Kim et al. (2011).

External Validity We studied a limited number of feature selection techniques. Thus, our
results may not generalise to other feature selection techniques. Nonetheless, other feature
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selection techniques can be explored in future work. We provide a detailed methodology
for others who would like to re-examine our findings using unexplored feature selection
techniques.

The studied defect datasets are part of several systems (e.g., Eclipse) that span both pro-
prietary and open source domains. However, we studied a limited number of defect datasets.
Thus, the results may not generalise to other datasets and domains. Replication studies are
needed.

The dimensions (i.e., the number of metrics) of the studied defect datasets are relatively
low when comparing to other domains. Thus, the findings may be altered in other con-
texts of high-dimensional datasets (e.g., bioinformatics or textual features). Future studies
could revisit our study with datasets from other domains which may vary in dimensions and
characteristics.

The conclusions of our case study rely on one defect prediction scenario (i.e., within-
project defect models). However, there are a variety of defect prediction scenarios in the
literature (e.g., cross-project defect prediction (Zimmermann et al. 2009; Canfora et al.
2013), just-in-time defect prediction (Kamei et al. 2013), heterogenous defect predic-
tion (Nam et al. 2017)). Therefore, the conclusions may differ for other scenarios. Future
research should revisit our study in other scenarios of defect models.

8 Conclusions

In this paper, we investigate 11 commonly-used feature selection techniques and our own
contribution AutoSpearman along five dimensions: (1) the consistency of the produced sub-
sets of metrics; (2) the correlation of the produced subsets of metrics; (3) the performance;
(4) the computational cost; and (5) the impact on the interpretation. Through a case study of
14 publicly-available defect datasets of systems that span both proprietary and open source
domains, we find that (1) 94-100% of the selected metrics are inconsistent among the stud-
ied techniques; (2) 37-90% of the selected metrics are inconsistent among training samples;
(3) 0-68% of the selected metrics are inconsistent when the application of the feature selec-
tion techniques is repeated; and (4) 5-100% of the produced subsets of metrics contain
correlated metrics—suggesting that the commonly-used automated feature selection tech-
niques are often unreliable. We also find that (5) although the most important metrics are
inconsistent among correlation threshold values, such inconsistent most important metrics
are highly-correlated with the Spearman correlation of 0.85–1.

This is the first paper to provide evidence that subsets of metrics produced by commonly-
used feature selection techniques in the defect prediction domain are inconsistent in nature.
Such inconsistent nature of these feature selection techniques (1) restricts an application
of post-hoc multiple comparison analyses (e.g., a Scott-Knott test) to identify the most
important metrics when interpreting defect models; and (2) has a negative impact on the
interpretation of defect models due to the presence of correlated metrics. Thus, to miti-
gate these concerns, the results of our empirical investigations suggest that AutoSpearman
should be used in future studies which aim at ensuring high consistency and the automated
mitigation of correlated metrics.

Finally, we would like to emphasise that the goal of this work is not to claim the gen-
eralisation of our results for every dataset and every model in software engineering. In
addition, the best subset of metrics that one should include in studies depends on the goal
of the studies. For example, if the goal of the study is prediction (i.e., aiming to achieve
the highest predictive performance), one might prioritise resources on improving the model
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performance regardless of the correlation among metrics. On the other hand, if the goal of
the study is model interpretation (i.e., aiming to examine the impact of various phenomena
on software quality), one should avoid using commonly-used feature selection techniques
when interpreting defect models. To mitigate the inconsistent nature of automated fea-
ture selection techniques, we recommend AutoSpearman be used in future studies when
interpreting defect models.
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