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Abstract—Memes are widely used to convey cultural and
societal issues and have a significant impact on public opinion.
However, little work has been done on understanding and
explaining the semantics expressed in multimodal memes. To fill
this research gap, we introduce MERMAID, a dataset consisting
of 3,633 memes annotated with their entities and relations, and
propose a novel MERF pipeline that extracts entities and their
relationships in memes. Our framework combines state-of-the-
art techniques from natural language processing and computer
vision to extract text and image features and infer relationships
between entities in memes. We evaluate the proposed framework
on a real-world meme dataset and establish the benchmark for
the new multimodal meme semantic understanding task. Our
evaluation also includes a low-resource setting, where we assess
the applicability of our framework to low-resource settings, which
is a common problem due to the high cost and lack of labeled
data for relations in memes. Overall, our work contributes to
the understanding of the semantics of memes, a crucial form of
communication in today’s society.

Index Terms—Memes, Multimodal, Semantic Extraction

I. INTRODUCTION

Memes have become an integral part of modern communi-
cation, with their viral nature allowing them to spread rapidly
across social media platforms. However, despite extensive
research on meme analysis, little work has been done on
truly understanding and explaining the semantics expressed in
multimodal memes. Understanding the semantics of memes
is crucial for several reasons. Firstly, memes are a form of
cultural expression that reflects the values and beliefs of a par-
ticular group or community. By analyzing and understanding
the semantics of memes, we can gain insights into the cultural
and societal issues that are important to people. Secondly,
memes are used to spread information and opinions and can
often significantly impact public opinion. Understanding the
semantics of memes can help us understand the messages
being conveyed and how they may influence people’s opinions
and beliefs.

Despite the widespread use and popularity of memes, re-
search in this area has primarily focused on analyzing their
spread and influence [1]–[3] rather than their meaning. There
are also existing studies that have proposed machine learning
models to analyze memes for downstream tasks such as de-
tecting hateful content [4]–[8], performing sentiment analysis
[9], and victim detection and role analysis [10]–[12]. However,

Fig. 1. An example of the viral “Distracted Boyfriend” meme used to express
opinion about youth preferring socialism over capitalism.

no known study focuses on understanding and explaining the
semantic content expressed in memes.

Extracting semantics from memes is a challenging task.
One of the key challenges is the need to account for the
interaction between text and visual modalities. Memes often
rely on the interplay between text and images to convey their
intended meaning, and understanding this interplay is crucial
to interpreting the semantics of memes. Another significant
challenge in extracting the semantics of memes is the need
to extract entities before inferring the relationships between
them. Entities refer to objects, people, or concepts mentioned
in memes. For instance, Figure 1 shows an example of
the viral Distracted Boyfriend” meme. To understand this
meme, we will first have to extract the three entities in this
meme: The Youth”, Socialism”, and Capitalism”. Next, we
will infer the relationships among the entities. For example,
we infer that The Youth” favors Socialism”, and Socialism”
is portrayed to be superior to Capitalism”. Ideally, we hope
to train a multimodal meme entity relations extraction model
to perform entity extraction and relation inference in memes
automatically. However, there is currently no known dataset
that can facilitate the training of such a multimodal machine
learning model.

To address this research gap, we constructed the Meme
Entity Relations for Multimodal Automated Inference Dataset
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(MERMAID)1, which consists of 3,633 memes from 39 viral
meme templates, annotated with their entities and relations.
MERMAID is a valuable resource for researchers and practi-
tioners interested in studying the semantics of memes because
it provides a comprehensive and diverse sample of memes that
can be used for training and testing multimodal meme entity
extraction and relation inference models.

We also propose a novel Meme Entity Relation Framework
(MERF)2 pipeline that extracts entities and their relationships
in memes, making it the first of its kind in this domain.
Our framework incorporates state-of-the-art techniques from
natural language processing (NLP) and computer vision (CV)
to extract the text and image features of memes and infer
the relationships between the entities depicted in them. We
designed various versions of MERF using existing multimodal
and unimodal machine learning techniques and evaluated the
models through extensive experiments. Through our experi-
ments, we establish the benchmark for the new meme entity
relation extraction task.

Contributions. We summarize our contributions as follows:
• We propose a new MERMAID dataset, which serves to

improve semantic understanding of memes. The MER-
MAID dataset can also support training and testing of
meme multimodal entity extraction and relation inference
models.

• We propose a novel MERF pipeline that extracts entities
and their relationships in memes. To the best of our
knowledge, this is the first framework that proposes a
framework to extract entities and relations in memes.

• We evaluate our proposed framework through exten-
sive experiments on a real-world meme dataset. Our
automatic and low-resource setting evaluations establish
the benchmark for the new multimodal meme semantic
understanding task.

II. RELATED WORK

A. Meme Analysis

In the digital age, memes have become a ubiquitous mode
of communication, offering a unique way for people to
express themselves. Across various disciplines, researchers
have delved into the social and cultural impact of memes in
online discourse, unlocking new insights into this fascinating
phenomenon. From communication experts analyzing their
effects on social dynamics [13]–[16], to computer scientists
leveraging meme datasets for machine learning tasks, such as
detecting hateful content [8], [17]–[23], the study of memes
has become a hotbed of interdisciplinary research.

Some researchers have gone beyond simply analyzing ex-
isting memes, instead creating datasets focused on specific
events, topics [24], or emotions [25]. These include the 2016
United States presidential election [26], memes related to
COVID-19 [11], and even memes expressing fine-grained
emotions [27], [28]. In one particularly innovative approach,

1Link to the dataset will be released in cam-ready version
2Code is available here

researchers proposed a deep learning technique to classify the
sentiment of memes, leveraging the spatial-domain correspon-
dence between visual and textual elements [29].

Finally, some researchers have delved into the darker side
of memes, investigating those that spread misinformation or
attack marginalized groups. Qu et al. [30] collected memes
from Reddit on topics such as COVID-19, labeling them with
misinformation labels. By shining a light on these harmful
memes, researchers hope to create a safer and more inclusive
online environment.

While there are more studies on memes, most of them have
centered around performing specific supervised classification
tasks such as toxicity detection or sentiment classification,
without performing in-depth analysis of the semantics com-
municated in the memes. In this study, we address the research
gap by proposing a new meme analysis task, which aims to
extract the entities and relationships among entities in memes
to provide a more holistic understanding of the semantics
communicated in memes. We construct the first meme dataset
that annotates the memes’ entities and relations. We further
propose a novel meme semantic extraction framework that ex-
tracts entities and relations in memes. The constructed dataset
and proposed semantic extraction framework will serve as
valuable resources for researchers and practitioners interested
in studying the semantics of memes.

B. Entity and Relation Extraction

In recent years, Named Entity Recognition (NER) has
experienced significant progress, starting with the utilization of
Conditional Random Fields and feature engineering [31]–[33].
Subsequent advances have been facilitated by the widespread
use of neural networks, which range from LSTMs and CNNs
[34], [35] to the present-day state-of-the-art large language
models, such as BERT [36] and RoBERTa [37]. Despite the
recent emphasis on enhancing NER performance for non-
English languages [38]–[40], a significant research gap exists
in the domain of generalized entity extraction based on linguis-
tic and contextual cues, particularly in multimodal settings,
such as meme analysis, where named entities frequently lack
strict categorization or formal definitions.

Relation Extraction (RE) involves identifying and extracting
the semantic relationship between two entities based on the
context in which they appear. This task is typically accom-
plished using structured or unstructured text data, along with
additional context, within various frameworks. Relationships
are frequently categorized into predefined categories, enabling
their broad applicability across multiple tasks. Early ap-
proaches to RE used kernels [41] and pattern-based techniques
[42], [43], which continue to be developed in certain fields
as recently as 2021 [44]. However, various neural network
approaches have become widespread, with convolutional neu-
ral networks [45], [46] being replaced by recurrent neural
network-based approaches [47], which have, in turn, been
supplanted by graph-based neural networks [48]. The advent
of transformers [49] has led to the use of pretrained large
language models (LLMs) [36], [37], [50] as the backbone



of various RE methods due to their superior performance
compared to earlier approaches.

The difficulty of obtaining well-labeled data for training
large models has increased the interest in few-shot RE [51],
[52]. Prototypical networks [53] and meta-learning [51], [54]
are among the techniques employed, but developing robust
models capable of generalizing to new tasks remains an open
research question [55].

This paper proposes an extension of existing text-based
NER and RE methods for extracting entities and relations
from multimodal memes. To address the research gap, a
framework is proposed for extracting unlabelled entities from
memes using linguistic and contextual cues derived from
meme templates and text box positioning. To extract relations,
we annotated the relations between entities communicated in
viral meme templates and trained a RE model to predict the
relations among entities identified in memes.

III. DATASET

A. Data Construction

This section outlines the pipeline used for constructing the
MERMAID dataset, which involves three main phases: dataset
collection, dataset processing, and dataset annotation.

Data Collection. To begin, we retrieve a list of the top
39 most popular meme templates from ImgFlip 3. Next,
we retrieve 150 memes from the ImgFlip website for each
identified popular meme template. This process results in a
total of 5,850 memes.

Data Processing. To ensure that the collected memes align
with our research objectives, we apply strict filtering criteria
during the data processing phase. Firstly, we examine each
meme to verify that it contains readable text. Secondly, we
remove all duplicate memes and filter out any non-English
memes. Next, we use the optical character recognition algo-
rithm, EasyOCR4, to extract text and bounding boxes from
the remaining memes and discard any that do not contain text.
Finally, we retain 3,633 memes that meet our filtering criteria,
forming the final MERMAID dataset.

Data Annotation. We engaged three annotators who have
knowledge of meme culture to label the entities and relations
in the memes. The annotators consisted of two female under-
graduates and one male postgraduate, all aged between 20 to
25.

Entity Annotation. The annotators were presented with the
memes and the text extracted from them using EasyOCR, and
were asked to identify the entity span within the extracted
text. In addition to the entities explicitly mentioned in the
meme text, we added a special entity, ”MEME CREATOR,”
to represent the meme’s creator if the meme was found to
express a direct opinion of the creator.

Relation Annotation. After identifying the entities in the
memes, the annotators labeled the relationships between them.
Unlike existing entity relation studies that focus on identifying

3https://imgflip.com/memetemplates
4https://www.jaided.ai/easyocr/

predicates or property assignments for entity relations [56],
[57], our entity relations aimed to understand the sentiments
or opinions expressed in the memes. Specifically, we identified
seven types of relation:

• Superior: Describes the relation between two entities
when one is deemed to be superior to another. For
instance, Entity A is superior to Entity B. Note that it
is also implied that Entity B is inferior to Entity A but
we do not explicitly label the “inferior” relation.

• Equal: Describes the relation between two entities when
one is deemed to be equal to another. For instance,
Entity A is equal to be Entity B.

• Upgrade: Describes the relation between two entities
when one is a positive continuation version of the other.
For instance, Entity A upgrades to become Entity B.
Noted that it is also implied that Entity B is a downgraded
version of Entity A but we do not explicitly label the
“downgrade” relation.

• Affirm/Favor: Describes the relation between two entities
when one is affirming a belief or favors the other. For
instance, Entity A favors Entity B.

• Doubt/Disfavor: Describes the relation between two en-
tities when one is doubts or disfavors the other. For
instance, Entity A disfavors Entity B.

• Indifferent: Describes the relation when an entity ex-
presses indifference towards the other entity while still
acknowledging its existence. For instance, Entity A is
indifferent towards Entity B.

• NULL: Describes no relation between two entities.
Annotation Quality Control. To ensure the reliability of

the dataset, we followed standard procedures for annotation
quality control. Each meme was annotated by two annotators.
If the disagreements contain similar opinions, i.e there are
overlapping annotations, but additional or missing annotations
from either of the two annotators, the overlapping annotations
were considered correct labels for the sample. However, if
there were disagreements with entirely different perspectives,
a third annotator was brought in to provide an additional
annotation for the meme. The overlapping annotations between
at least two annotators were then considered the correct labels.
In the extreme case where all three annotators had different
opinions, the meme was flagged and removed from the dataset.
We also held review discussions with the annotators to discuss
the annotations with disagreements, allowing our annotators to
receive feedback and improve their annotations. We computed
Krippendorff’s alpha as a metric for inter-annotator agreement.
Our annotators achieved an average score of 0.602, signifying
a high amount of systematic agreement in their annotations.

B. Dataset Analysis

We annotated a total of 8,876 unique entities in our dataset.
Figure 2 presents the distribution of memes based on the
number of unique entities annotated in each meme. We found
that 48.4% of memes contain two unique entities. Notably,
we observed that the majority of memes contain two or three
unique entities, with only a small number of memes containing
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Fig. 2. Distribution of the number of entities in each meme.

TABLE I
DISTRIBUTION OF RELATIONS ANNOTATED IN MEMES

Relation Type Train Test Total
Superior 1046 431 1477

Equal 163 69 232
Upgrade 582 231 813

Affirm/Favor 1258 506 1764
Doubt/Disfavor 1775 732 2507

Indifferent 211 94 305
NULL 6107 2574 8681

four or more unique entities. However, this does not imply
lower complexity in comprehending the semantics of memes,
as each identified entity can have multiple relationships with
other entities.

Table I presents the distribution of relations annotated in
memes. To ensure that all relations are adequately represented
in our training set, we performed a 70:30 train-test split
based on relations. We observe that the majority of memes
express opinions about entities being superior or inferior to
others or express doubt towards certain entities. However,
we also note that the NULL relation is the most prevalent
because many entities in memes have few relations with other
entities, or no relation at all. For instance, in memes with
three entities, Entity A may have relations with both Entity B
and Entity C, but Entity B and Entity C may have no relation
with each other. It is important to note that the lack of explicit
relations between entities does not necessarily indicate a lack
of complexity in understanding the semantics of memes, as
each identified entity can have multiple relationships with
other entities.

IV. PROPOSED MODEL

To understand the semantics communicated in the memes,
we propose the MERF pipeline to extract entities and their
relationships in memes. Figure 3 illustrates the overall pipeline
architecture of the proposed MERF pipeline. In the framework,
the entity extraction module first performs entity extraction by
taking the meme as an input and extract the entities commu-
nicated in the meme. Subsequently, the extracted entities and

meme are input into the relation extraction model to predict
the relations between two given entities. Note that relation
prediction are performed pair-wise, i.e., the relation extraction
takes in permutations of source and target entities as inputs in
its relation prediction.

A. Problem Definition

There are two main sub-tasks in this study: (a) entity
extraction and (b) relation extraction.

Entity Extraction. We consider the entity extraction task
as a language modeling problem where the input is a textual
sequence and the output is a textual span within the input
textual sequence. The source sequence of the model is an input
text X = x1, · · · , xn and the target sequence E = e1, · · · , en
is a span containing the target entities. We will discuss the
details of the entity extraction process in Section IV-B.

Relation Extraction. The relation extraction task is defined
as follows:

Fr : (E s ,Poss ,E t ,Post , Img) 7→ R (1)

where E s and E t refer to the source and target entities,
respectively. Poss and Post represent the position information
of the source and target entities, respectively. Finally, Img
refers to the meme image. The goal is to predict the relation
r ∈ R between source entity E s and target entity E t .
We will discuss the details of relation extraction process in
Section IV-C.

B. Entity Extraction

The entity extraction task aims to extract entities within an
input textual span. We begin by applying EasyOCR to the
meme to obtain separated spans of text and provides us with
the positional information of extracted text boxes Posn. We
then apply an encoder to obtain a contextual representation
for the input span. We then feed the model into a Multi-layer
Perception consisting of two token-level classifiers that predict
the probabilities of each word being the start and stop of an
entity. We utilize the flagged spans produced as inputs to our
relation extraction model.

Text Encoder. For our experiments, we explore two large
language models BERT [36] and RoBERTa [37] as our con-
textual representation encoders. Using BERT as an example,
given an input span of text X1, we first tokenize the sentence
using the respective word-piece or byte-pair encoding vocab-
ulary and concatenate a [CLS] token and [SEP] to the start
and end of the sequence accordingly.

BERT ([[CLS], X1, X2, ...Xn, [SEP ]])→ B1, B2 · · · , Bn

(2)
This allows us to obtain our contextual representation for

each of the input spans [B1, B2...] which we feed into our
multi-layer perceptron for entity span detection.

Entity Span Detection. We aim to detect the spans of
entities within each input text span. While there are instances
where the entire span itself is a single entity, instances where
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Fig. 3. Architecture of MERF pipeline

multiple different entities are present in a single span are
also common occurrences. We utilize the contextual span
representations obtained from the encoder and feed it into an
MLP layer, applying a softmax to obtain the probabilities of
a token Wn being the first and last word of an entity, Pn

start.
Similarly, we perform the same operation for predicting the
probability of a token being the last word of an entity, Pn

end.

Bn = [W 1,W 2, · · · ,Wn] (3)
Pn
start = softmax(MLPstart(W

n)) (4)
Pn
end = softmax(MLPend(W

n)) (5)

We then define an objective function LEntity, the sum of
the binary cross entropy loss of both the start and stop entity
span probabilities for each of the tokens.

Ln
Entity = Ln

start + Ln
stop (6)

Ln
start = ynstart · logPn

start + (1− ynstart) · log(1− Pn
start)

(7)

Ln
stop = ynstop · logPn

stop + (1− ynstop) · log(1− Pn
stop) (8)

where we take ynstart and ynstop as the correctly labelled spans
of an entity. Based off the detection of the entity start and stop
signs, we are able to extract the detected entities En.

C. Relation Extraction

The relation extraction task aims to classify the relations
between entities extracted from the entity extraction module.
The task accepts an input triplet consisting of the source

entity, target entity, and image of the meme. The positional
information, Posn, of the source and target entities are also
presented as input into the model. Therefore, the goal of the
relation extraction is to predict the relationship between the
input source and target entities.

Multimodal Encoder. We begin by taking the text of the
extracted entities En from the entity extraction module and the
meme. The extracted entities’ texts are tokenized again accord-
ing to the tokenization vocabulary unique to the multimodal
encoder chosen for this module. In our experiments, we have
explored utilizing CLIP [58], Data2vec [59], FLAVA [60],
VisualBERT [61] and BLIP [62] as the multimodal encoder.
While CLIP utilizes byte-pair encoding, BLIP, VisualBERT
and FLAVA utilize BERT-based word piece encoding. The
previous entity extraction task only required textual cues
contained within the span to identify the spans containing an
entity within the text boxes. However, inferring the directed
relationships between entities requires context that can only
be derived from cues contained within the image. Taking the
image and individually extracted entity texts, we encode the
images and text to obtain the contextual entity and image
embedding.

Encodertext(E
n)→ hent

n (9)
EncoderImage(IMeme)→ IEmb (10)

Image Positional Attention. The image contextual entity
embedding IEmbgenerated by the multimodal encoder is fed
into the Image Positional Attention Model along with the
positional information Posn of the input entities to generate
position-aware image embeddings for each of the entities.



Specifically, we generate image embeddings with a positional
context as follows:

Attn(Posn , IEmb) = hn
p img (11)

Utilising attention [63] to generate position-aware image
embeddings acts as a supervision signal to force the model to
focus on regions of the image more relevant for classification.
It also allows the model to derive any positioning that indicates
hierarchical positioning within the meme.

Relation Classification. Classification of the relations be-
tween two detected entities within the same meme is per-
formed by taking the position-aware image embedding hn

p img

and the context-aware text embedding hent
n as inputs represent-

ing each of the entities and feeding it into an MLP layer before
applying it into a sigmoid function to obtain the probabilities
for each of the separate relationship classes.

Vrelation = Sigmoid(MLPrelation([h
Src
p img, h

Src
ent ],

[hTar
p img, h

Tar
ent ]))

(12)

where hSrc
p img and hSrc

ent represents the position-aware image
embedding and the context-aware text embedding of the source
entity, hTar

p img and hTar
ent represents the position-aware image

embedding and the context-aware text embedding of the target
entity, and Vrelation represents a vector containing all relation-
ship probabilities between the two entities. Note that we have
cast the relation classification as a multilabel classification task
as two entities may have multiple relationships.

Finally, we define an objective function Lrelation to optimize
the model. Similar to the entity extraction component, we
utilize binary cross entropy due to the possibility of multiple
relations between the entity pair being simultaneously true and
define Lrelation as the sum of all the losses from every relation
classification instance n Rn.

Lrelation =

r∑
n

Rn · logPn + (1−Rn) · log(1− Pn) (13)

V. EXPERIMENTS

In this section, we first provide a brief introduction to
the evaluation setting followed by the configuration of text
and multimodal encoders experimented in MERF pipeline.
Next, we present a set of experiments conducted to evaluate
MERF’s entity relation extraction performance on multimodal
memes. We also conduct low-resource setting experiments to
understand MERF robustness on the meme entity relation
extraction task.

A. Experiment Settings

Datasets. We evaluate MERF using our constructed MER-
MAID dataset. Specifically, we adopt a 60-40 train-test split
on the MERMAID dataset. The split is stratified by the 39
meme templates such that all meme templates are observed in
the training stage.

Evaluation Metrics. We report Precision, Recall, F1 and
accuracy for our entity extraction task. We only consider an
entity to have been correctly extracted if the model output

TABLE II
ENTITY EXTRACTION RESULTS OF MERF PIPELINE WITH VARIOUS TEXT

ENCODERS. BEST PERFORMANCES ARE IN BOLD.

Text Encoder Precision Recall F1 Acc
BERT 0.933 0.912 0.923 85.2

RoBERTa 0.943 0.907 0.925 84.8

matches the exact span of the gold-labelled entities in the
MERMAID dataset. We report accuracy, micro and macro F1
scores for the relation extraction task. These evaluation metrics
are utilized due to class imbalance for the relation type labels
in MERMAID dataset.

Text and Multimodal Encoders. The text and multimodal
encoders are two key components in the MERF pipeline. In
our experiments, we experiment with combinations of two text
encoders and four multimodal encoders. For text encoders,
we utilize pre-trained large-language models such as BERT-
base [36] and RoBERTa-base [37]. For multimodal encoders,
we utilize state-of-the-art pre-trained visual-language models
such as Data2Vec [59], CLIP [58], FLAVA [60], Visual-
BERT [61] and BLIP [62]. Note that while we do not explicitly
pre-trained these models, we have utilized their pre-trained
weights in published in HuggingFace5.

Implementation Details. We perform the data processing
steps described in Section IV-B, where we extract the meme
text and corresponding positional information using EasyOCR.
We utilize the implementations and pre-trained weights in
HuggingFace for the text encoders and multimodal encoders
used in the MERF pipeline. For all configurations of MERF,
we train with a batch size of 32 and empirically set the learning
rate to 1e−5 and set a weight decay of 1e−6. We optimized
MERF with the AdamW optimizer [64] and implement them
in PyTorch.

B. Entity and Relation Evaluation

Entity Extraction Results. Table II shows the results of our
experiments for entity extraction on the MERMAID dataset.
Both BERT and RoBERTa perform similarly well in the
entity extraction task. A possible reason for the models’ high
performance could be due to the nature of the dataset; most
of the input text (i.e., text extracted from EasyOCR) only
contain the entity itself. For instance, we noted that about
87% of the input text only contain the entity itself without
additional words. The salient pattern makes it easier for the
model to learn and detect that the entity span would cover
the entire input text. Nevertheless, we also noted that the
strong performance suggests that both models are also able
to extract entities from samples where the input text contain
words besides the entities.

Relation Extraction Results The results of the different
combinations of text and multimodal encoders on the relation
extraction task are presented in Table III. Our analysis revealed
that, in contrast to the entity extraction task, most models did
not perform as well on the relation extraction task, indicating

5https://huggingface.co/



TABLE III
RELATION EXTRACTION RESULTS OF MERF PIPELINE WITH VARIOUS
TEXT-MULTIMODAL ENCODERS. BEST PERFORMANCES ARE IN BOLD.

Text-Multimodal Encoder Micro-F1 Macro-F1 Acc.
BERT-Data2vec 0.699 0.560 64.4

BERT-CLIP 0.704 0.558 65.1
BERT-FLAVA 0.539 0.248 45.3
BERT- BLIP 0.524 0.135 43.8

BERT-VisualBERT 0.317 0.0867 23.1
RoBERTa-Data2vec 0.685 0.548 62.6

RoBERTa-CLIP 0.701 0.561 64.3
RoBERTa-FLAVA 0.252 0.526 43.5
RoBERTa-BLIP 0.516 0.140 41.9

RoBERTa-VisualBERT 0.237 0.0755 15.3

TABLE IV
LOW-RESOURCE SETTING EVALUATION RESULTS OF MERF (BERT-CLIP)

WITH VARIOUS k TRAINING SAMPLES FROM FIVE COMPLEX TEMPLATES.
SCORES REPORTED ARE MICRO-F1 SCORES

Template k-training samples
0 5 10 20 Max

Cuphead-Flower 0.639 0.643 0.728 0.781 0.816
Hide-the-Pain-Harold 0.071 0.277 0.292 0.581 0.68
Mother-Kid-Drowning 0.384 0.282 0.389 0.540 0.679
Running-Away-Balloon 0.651 0.546 0.745 0.739 0.825

Soyboy-Vs-Yes-Chad 0.246 0.058 0.198 0.3352 0.349

its complexity and challenge. To effectively perform relation
extraction in memes, a model needs to comprehend and
consider multiple possibilities simultaneously. The contextual
cues provided by the template and positioning of the entities
within the meme can indicate the most common types of
relationships that the meme creator aims to convey. However,
the presence of various entities in the context can alter the
meaning of the meme entirely.

We observed that variants of the MERF model utilizing
Data2vec and CLIP as multimodal encoders outperformed the
variants that utilize FLAVA and BLIP. The difference in per-
formance is likely due to the difference in pretraining datasets.
CLIP and Data2vec have training data containing image-text
pairs directly from the internet, while BLIP and FLAVA utilize
captioned images grounded in real-world captioning examples,
such as the COCO or LAION datasets, making them less
suitable for inferring context not grounded directly in the
content of the image itself. VisualBERT performs the worst,
suffering not just from the utilization of only images grounded
in real world caption examples, but also a low pretraining
dataset size.

C. Low-Resource Evaluation

Memes are a fast-evolving communication medium; there
are always new unseen memes and we may not have the
resources to annotate a large number of memes for training
MERF. Therefore, to examine the practicality and robustness
of MERF pipeline, we conduct further relation extraction
experiments in low-resource settings. Specifically, we first
selected five complex meme templates with higher number of
relations (i.e., meme templates with more than seven relations).
Next, we vary the training samples of these five selected

templates. For instance, we randomly retain k training samples
for each of the five selected templates in the training set. In
our experiment, we set k = {0, 5, 10, 20,max}, where k = 0
refers to no training samples from the five selected templates
(i.e., unseen), while k = max refers to the including all
samples in the original training set. It should be noted that
the number of samples for non-selected templates remained
unchanged in the training set. Finally, we utilized the same
test set used in the experiments conducted in Section V-B,
reporting the micro-F1 scores for each of the five selected
complex meme templates.

The experimental results of our best-performing MERF
configuration (i.e., BERT-CLIP) in a low-resource setting are
presented in Table IV. It can be observed that the Micro F1
scores of our model in the k = 0 setting, which pertains to
unseen memes, are exceptionally high. Upon further analysis
of the predictions made by our model, we noted that MERF
tends to predict a “NULL” relation between all entities. This
is primarily attributed to the insufficient number of training
samples for the unknown meme types.

It is worth mentioning that an increase in the number of k
samples for the low-resource setting leads to a performance
dip initially. This can be attributed to the model’s inclination
towards categorizing relations between entities detected within
the model, rather than indicating only a “NULL” relation.
However, after the initial dip, there is a general improvement
in the model’s performance as the number of samples in-
creases. Moreover, our analysis revealed that the performance
difference between k = 20 and k = max is relatively
insignificant. This observation suggests that training MERF
with only 20 samples of a specific template yields relatively
good performance for relation extraction of the memes from
the template. The promising outcomes of our experiments
indicate that MERF has the potential to facilitate meme
semantic extraction in low-resource settings.

D. Case Studies

In this section, we conduct case studies to qualitatively
analyze the strenths and limitations of our proposed MERF
pipeline. Table V shows three sample memes from MERMAID
and the entities and relations extracted using MERF (BERT-
CLIP). The meme on the left is based on the template “Is
this a butterfly?”, communicating that in the first quarter of
2020, many people overacted and view cold/flu as dangerous
as Ebola. MERF is able to correctly extract the three entities
in the meme and their relations with each other. For instance,
MERF predicts an “Equal” relation between the two extracted
entities: “Cold/Flu” and “Ebola”.

MERF is also able to handle complex memes with more
entities and relations. For instance, the middle meme in
Table V is a satire ridiculing that the politicians are more
interested in the elections than the COVID-19 pandemic
issues. The meme contains four entities and five relations, and
MERF is able to correctly exact them. Specifically, in relation
extraction, MERF is able to correctly identify the preference
of the entity “Politicians” within the meme, which is “Bengal



TABLE V
EXTRACTED ENTITIES AND RELATIONS FROM THREE SAMPLE MEMES. THE INCORRECT OR MISSING EXTRACTIONS ARE HIGHLIGHTED IN RED.

Meme

First quarter of 2020 Bengal Elections Italians
Extracted Cold/Flu Politicians Japanese
Entities Ebola Covid Guidelines Ice cream on ramen

Oxygen and Bed Crisis Pineapple on Pizza

{ Cold/Flu, Equal, Ebola } { Bengal Superior, Covid } { Japanese, Superior Italians }Elections Guidelines

{ First Quarter Indifferent,Cold/Flu} { Covid Superior, Oxygen and } { Japanese, Superior Ice Cream }of 2020 Guidelines Bed Crisis on Ramen

{ First Quarter Indifferent,Ebola } { Politicians Doubt/ Oxygen and } { Italians, Null Ice Cream }of 2020 Disfavor Bed Crisis on Ramen

{ Politicians Indifferent Covid }Guidelines

Elections”, “Covid Guidelines”, and “Oxygen and Bed Crisis”,
in descending order.

In addition to evaluating the performance of MERF on
memes, we also aimed to analyze instances of incorrect
classification made by the model. As presented in the right-
most example of Table V, there exists a meme with both
incorrect entity and relation extraction. Specifically, MERF is
only able to identify three out of four entities present within
the meme, namely “Italians”, “Japanese”, and “Ice cream on
ramen”. The model fails to detect the last entity “Pineapple on
Pizza”, which leads to an error propagation where the model
does not attempt to classify relations for this undetected entity.
Furthermore, the model incorrectly identifies the relationships
between “Japanese” and “Ice cream on ramen”, labelling
the relationship as “Superior” instead of “Affirm/Favor”. In
addition, the model indicates a null relationship between
“Italians” instead of “Doubt/Disfavor”. We postulate that this
is primarily due to the non-standard expression found only in
memes, which may not have provided sufficient textual and
positional cues for successful entity and relation extraction.

VI. CONCLUSION

In this paper, we proposed the new tasks of entity and
relation extraction in multimodal memes. To facilitate the new
tasks, we constructed the MERMAID dataset, which serves to
improve semantic understanding of memes. The MERMAID
dataset can also support the training and testing of meme
multimodal entity extraction and relation inference models.

We designed a novel MERF pipeline that extracts entities and
their relationships in memes. To the best of our knowledge,
this is the first framework that proposes a framework to
extract entities and relations in memes. We evaluated our
proposed framework through extensive experiments on a real-
world meme dataset. Our automatic and low-resource setting
evaluations establish the benchmark for the new multimodal
meme semantic understanding task. Our experimental results
demonstrated a promising step forward towards multimodal
entity and relation extraction and are crucial in the under-
standing of meme semantics under a highly contextualized and
ambiguous social media landscape. For future works, we will
explore the conceptual adaptation into non-template memes to
uncover a generalization possibility by large-scale pretraining
on relation extraction. We will also design new approaches that
can better model and reason the relations between entities in
memes.
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