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Trustworthy and Synergistic Artificial Intelligence
for Software Engineering: Vision and Roadmaps

David Lo
School of Computing and Information Systems,

Singapore Management University,

Singapore

Email: davidlo@smu.edu.sg

Abstract—For decades, much software engineering research
has been dedicated to devising automated solutions aimed at
enhancing developer productivity and elevating software quality.
The past two decades have witnessed an unparalleled surge in
the development of intelligent solutions tailored for software
engineering tasks. This momentum established the Artificial
Intelligence for Software Engineering (AI4SE) area, which has
swiftly become one of the most active and popular areas within
the software engineering field.

This Future of Software Engineering (FoSE) paper navigates
through several focal points. It commences with a succinct
introduction and history of AI4SE. Thereafter, it underscores the
core challenges inherent to AI4SE, particularly highlighting the
need to realize trustworthy and synergistic AI4SE. Progressing,
the paper paints a vision for the potential leaps achievable if
AI4SE’s key challenges are surmounted, suggesting a transition
toward Software Engineering 2.0. Two strategic roadmaps are
then laid out: one centered on realizing trustworthy AI4SE,
and the other on fostering synergistic AI4SE. While this paper
may not serve as a conclusive guide, its intent is to catalyze
further progress. The ultimate aspiration is to position AI4SE
as a linchpin in redefining the horizons of software engineering,
propelling us toward Software Engineering 2.0.

Index Terms—AI4SE, Trustworthy AI, Human-AI Collabora-
tion, Software Engineering 2.0, Vision, Roadmaps

I. INTRODUCTION AND BRIEF HISTORY OF AI4SE

“Study the past if you would define the future.” – Confucius

Software engineering encompasses many tasks spanning the

various phases of software development, from requirement

gathering and design to coding, testing, and deployment. To

boost developer productivity and ensure high-quality software,

extensive research in software engineering has aimed to au-

tomate some of these manual tasks. While initial automation

efforts centered around the development of program analysis

methods, e.g., linters [1], model checkers [2], [3], fuzzers [4],

etc., the past two decades have witnessed a rapid rise in

the design and deployment of AI-powered solutions to assist

software practitioners in their tasks.
AI-powered solutions have been employed to analyze a

myriad of software artifacts, both products and by-products

of software engineering activities. These artifacts encompass

source code, execution traces, bug reports, and posts on

question-and-answer sites, among others. A variety of AI

methods underpin the development of these assistive solu-

tions. In this paper, the term “AI” is employed in a broad

Fig. 1: Overview of the Paper with Its Six Sections

sense, encompassing a range of techniques from data mining

and information retrieval to meta-heuristics, natural language

processing, and machine learning. Today, the boundaries be-

tween these fields are becoming increasingly blurred, as many

emerging techniques span across them.

As illustrated in Fig. 1, this paper first describes the history

and key challenges of AI for Software Engineering (AI4SE)

in Sections I and II, respectively. In then describes a vision for

AI4SE in Section III. Next, it highlights two roadmaps toward

trustworthy and synergistic AI4SE in Sections IV and V,

respectively. The paper concludes by providing a summary

and a call for action in Section VI.

The remainder of this section offers a concise overview of

AI4SE’s history after “AI winters” ended in the mid-2000s.1

Even focusing from the mid-2000s to today, there are too

many studies to cover. Thus, this section does not attempt

to provide comprehensive coverage. For more coverage of the

1“Scientists and writers describe the dashed hopes of the period from the
1970s until the mid-2000s as a series of ‘AI winters.”’ [5]
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history of AI4SE, please refer to other reviews and surveys.

An example review of the emergence of AI4SE after the “AI

winters” is by Xie et al. [6] on data mining for software

engineering. The article described the applications of four

AI techniques – frequent pattern mining, pattern matching,

clustering, and classification – to analyze software engineering

artifacts such as execution traces, source code, and bug reports,

which can be represented in forms like sequences, graphs, and

text. Notably, it described specialized AI techniques adept at

inferring software’s formal specifications (e.g., [7]), synthe-

sizing bug signatures (e.g., [8]), and identifying duplicate bug

reports (e.g., [9]). Beyond this review, there are others covering

various AI4SE topics, e.g., [10], [11].2

Over the past two decades, significant efforts have been

made to solidify AI4SE as a recognized research area within

the software engineering field. A prominent one is the Mining

Software Repositories (MSR) conference series, inaugurated

as a workshop at the 26th ACM/IEEE International Confer-

ence on Software Engineering (ICSE 2004). This workshop

“brought together researchers and practitioners in order to

consider methods that use data stored in software repositories

(such as source control systems, defect tracking systems, and

archived project communications) to further understanding

of software development practices.” [13] Another prominent

conference series is the Symposium on Search Based Software

Engineering (SSBSE), which started in 2009 [14], and serves

as a forum that focuses on solving software engineering tasks

by formulating them as optimization or search problems.
A number of AI4SE workshops have also made significant

contributions. One that ran for many years (2012 to 2018) was

the International Workshop on Software Mining (SoftMine).

SoftMine “facilitated researchers who are interested in mining

various types of software-related data and in applying data

mining techniques to support software engineering tasks.” [15]

By being hosted at both SE and AI conferences – including the

IEEE/ACM International Conference on Automated Software

Engineering (ASE) and the ACM SIGKDD Conference on

Knowledge Discovery and Data Mining (KDD) – SoftMine

bridged the gap between the SE and AI communities. Addi-

tionally, numerous AI4SE tutorials and summer/winter schools

have been organized over the years.
Today, these community efforts have borne fruit, evidenced

by the prominence of AI4SE at leading software engineering

conferences. It is noteworthy that at the 45th ACM/IEEE

International Conference on Software Engineering (ICSE

2023), “Artificial Intelligence and Software Engineering” and

“Software Analytics” were not only among the conference’s

primary seven areas but also among its most popular.
There have been multiple “waves” that positively influence

the area of AI4SE:

Wave 1 (Big Software Engineering Data)

By the late 2000s, an increasing volume of open-source

data became accessible to researchers, marking a significant

2For a review on studies in the intersection of AI and software engineering
research before the end of “AI winters”, see, for instance, [12].

shift from the time when most software artifacts remained

confined within corporate boundaries. Notably, 2008 witnessed

the launch of platforms like GitHub and Stack Overflow. The

repositories on GitHub have expanded consistently over the

years, and Stack Overflow’s post count has shown a similar

trajectory. These platforms supply vast amounts of data for

AI4SE. As early as 2013, SE researchers had analyzed tens

of thousands of version control and issue tracking systems

from GitHub repositories [16]–[18]. Additionally, these plat-

forms have presented unique challenges that demand AI4SE

solutions. For example, the high number of posts in Stack

Overflow requires the design of solutions that can empower

the community to better browse [19], [20], locate [21], [22],

maintain [23], [24], and comprehend [25], [26] answers to

software engineering questions.

Wave 2 (Deep Learning for Software Engineering)

By the 2010s, deep learning has gained much traction across

various domains, beyond computer vision. This evolution sig-

nificantly influenced the AI4SE landscape. Initial forays into

integrating deep learning with software engineering include

constructing deep learning solutions for defect prediction [27]

and code suggestion [28]. Subsequent research expanded upon

various deep learning architectures, such as the Recurrent

Neural Network and Transformer, aiming to automate a wider

range of software engineering tasks. Moreover, considerable

effort went into devising methods to learn effective distributed

representations of diverse software artifacts, exemplified by

works like [29], [30]. Comprehensive surveys on this topic

were written by Yang et al. [31] and Watson et al. [32].
While there have been notable successes in marrying deep

learning and software engineering, there are documented

instances of limitations. Some studies, such as [33]–[35],

demonstrate that, in certain situations and tasks, the efficacy

of simpler techniques may be comparable to, or even surpass,

deep learning models. Moreover, concerns about the general-

izability of representations derived via deep learning are also

highlighted by some studies such as [36].

Wave 3 (Large Language Model or Foundation Model for
Software Engineering)

This wave continues from Wave 2. In 2018, Google intro-

duced the Bidirectional Encoder Representations from Trans-

formers (BERT), which underwent pre-training on the Toronto

Book Corpus and English Wikipedia [37]. Often considered

the first Large Language Model (LLM) or Foundation Model

(FM)3, BERT can significantly reduce the necessity for large

amounts of high-quality labeled data for downstream tasks.

By 2020, researchers had applied BERT to automate software

engineering tasks [38], [39]. That same year, Microsoft un-

veiled CodeBERT, which is a variant of BERT pre-trained

3The terms “Large Language Model” and “Foundation Model” are currently
frequently used synonymously. However, a Foundation Model can encompass
more than just a Large Language Model. For instance, it can support multiple
modalities, including images. Since most software engineering studies today
utilize Large Language Models as their Foundational Models, this paper
predominantly uses the term “Large Language Model.”
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on a corpus containing a mixture of source code and natural

language text [40]. After BERT, ever larger LLMs have been

developed, with models like GPT-4 [41] currently leading the

way. These LLMs have been leveraged to automate many soft-

ware engineering tasks [42]. Interestingly, many years before

the development of LLMs, Hindle et al. [43] have underscored

the inherent naturalness of software and the prospective utility

of language models in automating software engineering tasks.

The most recent wave has significantly advanced the adop-

tion of AI4SE solutions among practitioners. Today, solutions

like GitHub Copilot, Amazon CodeWhisperer, and OpenAI

ChatGPT, built upon LLMs, are used by many professional

and aspiring software practitioners. While, as of this paper’s

writing, their primary applications have been in coding, it

is easy to envision their expansion into a broader spectrum

of software engineering tasks in the near future, such as

design, requirement elicitation, verification, and bug report

management, among others.

II. KEY CHALLENGES OF AI4SE: TRUST AND SYNERGY

“Victory comes from finding opportunities in problems”

– Sun Tzu

While there has been a surge in AI4SE research and

its widespread adoption, numerous challenges remain, offer-

ing ample opportunities for future research. Many of these

challenges can be put into two broad categories: ensuring

trustworthy AI4SE and promoting synergistic AI4SE. If

AI4SE solutions are not trusted by practitioners, they will not

be adopted. Trust is dynamic; AI4SE solutions need to main-

tain practitioners’ confidence in them over time. Moreover,

an effective AI4SE solution should not only be trustworthy

but also synergize seamlessly with practitioners. If not, such

AI4SE solutions risk becoming obstacles rather than facili-

tators. While trust and synergy are interconnected concepts,

each has its unique characteristics.

A. Need for Trust

In 2015, a study involving 512 Microsoft practitioners was

carried out to assess their perceptions on the relevance of

software engineering research [44]. The goal was to identify

potential gaps between academic research and its practical ap-

plication. The results underscored concerns from practitioners,

including those revolving on trust. For instance, one respon-

dent stated “It seems that there could be potentially disastrous

results if the automation does not [do things] correctly.” A

follow-up study in 2016, involving 386 practitioners from

more than 30 countries across 5 continents, highlighted similar

findings [45]. For example, one respondent stated, “I doubt

any automated software can explain the reason for things . . .”,

highlighting a reason behind the lack of trust.

Fast forward to 2023, and although AI4SE research has

undoubtedly advanced since 2015, challenges persist. A 2022

study revealed that many code snippets produced by GitHub

Copilot contain security vulnerabilities [46]. Similarly, a 2023

article pointed out that code generated by ChatGPT often had

compilation and runtime errors, especially when applied to

newer programming tasks that might not have been present

in its training data [47]. Recent news articles further empha-

size these concerns, such as “Friend or foe: Can computer

coders trust ChatGPT?” [48] and “ChatGPT creates mostly

insecure code, but won’t tell you unless you ask” [49]. There

are also concerns about significant variations in ChatGPT’s

efficacy over time [50], including in the code generation task.

Such inconsistencies can undermine trust as practitioners seek

stability in the efficacy of AI4SE solutions [51].

If these trust issues are not adequately addressed, the

current enthusiasm surrounding AI4SE can possibly diminish,

reminiscent of the declining interest in AI experienced during

the “AI winters.” [52]. Another side of the trust spectrum is

over-reliance. Novices may mistakenly place excessive trust

in these AI4SE solutions, expecting flawless results, while

remaining oblivious to their inherent limitations, which can

prove detrimental.

B. Need for Synergy

Synergy is typically defined as the collaboration of two

or more entities to create an outcome that exceeds the sum

of their individual contributions. In the context of AI4SE

solutions, there are two primary usage scenarios: 1:1, where a

single software practitioner interacts with an AI4SE solution,

and N:M, involving multiple software practitioners collabo-

rating with multiple AI4SE solutions. Presently, the majority

of research and existing AI4SE solutions focus on the 1:1
scenario, which is intuitively more straightforward than the

N:M scenario. However, even within this simpler setting, there

is no guarantee that software practitioners and AI4SE solutions

will achieve seamless synergy.

Interlink between synergy and trust

Synergy and trust are intrinsically linked; it is challenging

for two entities to work together seamlessly without trust.

As an example, Parnin and Orso conducted a controlled

experiment showing that while fault localization solutions4

can achieve favorable results by certain metrics, they do not

necessarily expedite human debugging processes [55]. Another

research, although not centered on AI4SE, underscores that

many professionals avoid static analysis solutions due to their

frequent false positives, among other reasons [56], [57]. These

studies underscore the “boy who cried wolf” phenomenon:

when AI4SE solutions (or any automated solution for that

matter) repeatedly produce unreliable results, software prac-

titioners become skeptical and may disengage, preventing any

synergy.

Once trust is firmly established, AI4SE solutions and prac-

titioners can potentially harmonize in ways that yield tangible

benefits. For instance, for fault localization, if an AI4SE

solution consistently presents accurate outcomes within the

4A fault localization solution produces a ranked list of program locations
that are likely to be faulty [53], [54]. They typically take as input a collection
of program spectra describing program locations that are executed by failing
and successful test cases.
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top-5 or top-10 results, Xia et al. found that practitioners

can gain a significant performance boost [58]. But the bar

for adoption can be steep: Kochhar et al. noted that for

90% of practitioners to adopt fault localization solutions,

these solutions must deliver accurate results within the top-

5 positions at least 90% of the time [45]. Achieving such a

goal is undeniably challenging.

This narrative emphasizes that synergy and trust are closely

intertwined, with trust being influenced by the efficacy of

AI4SE solutions, specifically their capability and likelihood

to yield accurate results. Although slight enhancements in

efficacy may not immediately foster trust, there exists a critical

threshold that, once exceeded, can serve as a tipping point

for both trust and synergy. Therefore, as a community, it

is essential to continually push for greater efficacy, even if

immediate gains in trust and synergy are not readily visible.

Synergy beyond trust

While synergy undoubtedly involves trust, it extends beyond

that singular concept. Mere trust does not ensure that the col-

laboration between two entities will yield outcomes surpassing

their separate contributions. Some barriers stand in the way of

achieving synergy between software practitioners and AI4SE

solutions, including the following:

Piscem natare doces: In the survey of Microsoft practitioners

mentioned earlier [44], several participants pointed out that

they deemed certain research unnecessary, as the resultant

solutions were not seen as essential. This sentiment was

particularly more pronounced among experts; the study found

that as experience increased, participants were more critical

and considered more studies as unimportant as well as fewer

studies as essential. This observation was statistically signifi-

cant with a p-value of 0.01.

Disrupting the “flow”: Software practitioners are most effec-

tive when they are in a state of “flow”, a concept described

as “a state in which people are so involved in an activity that

nothing else seems to matter” [59]. This state has been proven

crucial for the productivity of software practitioners [60], [61].

If AI4SE solutions are introduced inappropriately or at inop-

portune moments, software practitioners may feel disrupted,

much like the annoyance users felt with Microsoft’s Clippy,

which was deemed “annoying, impolite, and disruptive of a

user’s workflow” [62].

Resistance to change: People often display an aversion to

modifying their established routines. Previous research has

highlighted software practitioners’ hesitancy to embrace new

processes [63] or technologies [64]. Merely introducing an

AI4SE solution does not ensure immediate adoption and

endorsement, especially if it disrupts familiar practices. Such

resistance can arise if AI4SE solutions are not smoothly

integrated into the technological environments software practi-

tioners are accustomed to. For instance, many AI4SE solutions

have not been integrated into popular IDEs or issue-tracking

systems, hampering their adoption. Another possible situation

where resistance may happen is when employing an AI4SE

solution may necessitate practitioners to adopt new procedures.

For example, to leverage a fault localization solution, prac-

titioners are prompted to consult a ranked list of potentially

buggy program locations – a step they may not practice before

the introduction of such a solution. The need for a change in

modus operandi may pose a certain resistance that needs to

be effectively managed (c.f., [65]).

Differences in abstraction levels: Practitioners often consider

overarching goals, which may involve a workflow of many

tasks, each further broken down into micro-tasks. For exam-

ple, the DevOps workflow consists of multiple phases, and

each phase, e.g., coding, includes multiple activities, e.g.,

navigation, editing, comprehension, etc. [66], [67]. In con-

trast, current AI4SE solutions usually target specific, narrower

micro-tasks, such as fault localization, clone detection, API

recommendation, code summarization, duplicate bug report

detection, etc. While each of these micro-tasks is important,

the lack of understanding of the overarching workflow may be

a barrier to effective synergy.

Communication barriers: The way humans communicate with

each other when collaborating on tasks differs from human-

AI4SE solution interactions. While humans have a wide range

of communication means to collaborate with each other – text,

code, sketches [68], and so forth – their communication means

with AI4SE solutions are much more limited. Moreover,

humans engage in multi-round exchanges [69], drawing from

both short [70] and long-term [71] memories of past interac-

tions. Many AI4SE solutions, on the other hand, operate in a

single interaction mode. For instance, in fault localization [53],

[54], most solutions simply allow practitioners to provide a set

of program spectra (corresponding to failing and successful

test cases). The AI4SE solution then returns a list of potential

faulty program locations. A similar observation can be made

for many other AI4SE solutions, e.g., code search [72], code

summarization [73], etc.

These challenges can hinder effective synergy, making it dif-

ficult for practitioners to fully benefit from AI4SE solutions.

III. VISION: SOFTWARE ENGINEERING 2.0

“Anything one can imagine, others can make real”
– Jules Verne

What possibilities can a trustworthy and synergistic AI4SE

unveil? This section paints a future shaped by trustworthy and

synergistic AI4SE. Different from conventional papers that

chronicle past achievements, this section chooses instead to

spotlight the potential of what can be, given the necessary

leaps in innovation. With trustworthy and synergistic AI4SE

maturing, we are steadily advancing toward establishing a

symbiotic partnership between software practitioners and au-
tonomous, responsible, and intelligent AI4SE agents, creating
a human-AI hybrid workforce. The realization of this human-
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AI hybrid workforce heralds a new era of Software Engineer-
ing 2.0 (SE 2.0).5

Current state

Over the past two decades of research in AI4SE, we have

witnessed the rise of AI4SE tools. As shown in Fig. 2(a),

platforms like GitHub Copilot, Amazon CodeWhisperer, and

OpenAI ChatGPT, are now embraced by many professional

and aspiring software practitioners. This represents a big

shift from AI4SE’s nascent stages when AI capabilities were

limited, drawing insights only from much smaller datasets for

binary predictions (such as defect prediction [75] and failure

prediction [76]) or generating contents confined to a strict form

or grammar (such as specification mining [7]).

However, to actualize the vision of Software Engineering

2.0, there remain significant challenges to address. SE 2.0

envisions a reality that transcends merely equipping developers

with AI tools for rudimentary tasks—like generating standard

boilerplate code or commonplace algorithms; tasks that today’s

tools have already mastered. Rather, it gestures toward a

broader, more transformative horizon.

From smart tools to smart workmates

As research in trustworthy and synergistic AI4SE advances,

AI4SE tools will evolve from mere smart tools to smart work-

mates — see Fig. 2(b). The defining trait that distinguishes a

smart workmate from a smart tool is responsible autonomy –

something we expect from a human colleague in software de-

velopment. When a tool is trustworthy and can synergize well

with practitioners, it can operate with increased autonomy,

with practitioners confident in its ability to responsibly execute

tasks. This is a big transition analogous to a transformation

from a smartwatch to a colleague, reminiscent of the android

Data from the Star Trek series.

Moreover, currently, AI4SE tools predominantly function

as assistants. As these tools mature further, they stand to be

recognized as first-class citizens within software development

processes. As first-class citizens, these tools will evolve into

smart workmates that can assume a broader array of roles.

They can act as peers, aiding in the development of software

modules with limited supervision, or even adopt managerial

capacities, performing work planning and coordination tasks

– see Fig. 2(c).

Furthermore, AI4SE workmates, acting as intelligent agents,

will not be limited to collaborating with just one individual.

Instead, they will become integral members of teams. Picture

a blended team of software practitioners and AI4SE intelligent

5Software Engineering 2.0 is distinct from the concept of Software 2.0.
Software 2.0 is defined as software that “is written in much more abstract,
human unfriendly language, such as the weights of a neural network. No
human is involved in writing this code.” [74] Software Engineering 2.0
focuses on constructing autonomous, responsible, intelligent AI4SE agents
that can symbiotically work with software practitioners to collaboratively
build software, whether they are Software 1.0, Software 2.0, or possibly
future Software X.0. Given the unique advantages and limitations of both
Software 1.0 and Software 2.0, it is anticipated that future software systems
will integrate both, thereby creating complex composite software systems
where the need for Software Engineering 2.0 will be even more significant.

agents working cohesively toward shared objectives as illus-

trated in Fig. 2(d). This setup will involve diverse interactions:

human-to-human (H-H), human-to-agent (H-A), and agent-to-

agent (A-A). While substantial research exists on H-H and

H-A dynamics, the A-A interactions are much less explored,

especially in the software engineering field. Central to these

interactions is the establishment of symbiosis and synergy,

enabling mutual enrichment between practitioners and AI4SE

agents.

Adaptable yet solid

Today’s software practitioners navigate a dynamic envi-

ronment. Team members come in from the job market and,

in time, move on. In the envisioned SE 2.0, AI4SE agents

must be agile and adaptable to effortlessly integrate into

teams as illustrated in Fig. 2(e). They should be capable

of discerning the strengths and capabilities of both human

members and fellow AI4SE agents, identifying avenues to

contribute meaningfully to the team’s goals. Moreover, these

agents should possess the resilience and flexibility to adjust

when either their AI counterparts or software practitioners

transition out of the team.

Lastly, the viability of SE 2.0 hinges on solid legal, ethical,

and economic foundations as illustrated in Fig. 2(f). There may

be a need for new legal frameworks to delineate responsibility

when software practitioners and intelligent agents collaborate.

Privacy and copyright regulations will likely require adjust-

ments to cater to SE 2.0 dynamics. Ethical concerns must

be addressed to ensure that integrating AI4SE agents into

software engineering processes yields societal benefits while

mitigating potential adverse impacts, such as job losses for

software practitioners. From an economic standpoint, aspects

like the AI4SE agent market dynamics and vendor profitability

models need attention. Therefore, the evolution and implemen-

tation of SE 2.0 will necessitate contributions not only from the

Software Engineering field and Computer Science discipline

but also from broader academic and professional domains.

Timeline

During the session in which this talk was presented at ICSE

2023, an engaging discussion emerged about the timeline for

SE 2.0’s realization. The transition from the current SE to

SE 2.0 will unfold in phases. Currently, we observe a surge

of enthusiasm among software practitioners to harness AI4SE

tools. However, there are mixed results and many unresolved

issues; current tools are often cumbersome and ineffective for

various software engineering tasks. They are also only able to

automate some of the many tasks that software practitioners

do today.

In the upcoming phase – Now to Now+U years – buoyed by

increased AI4SE research and substantial investments from

academia, industry, and government, many of the challenges

mentioned in the previous paragraph will be addressed. This

will transform current AI4SE tools into “power” tools. These

“power” tools will still not be autonomous and require prac-

titioners’ close supervision. However, they will address and
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(a) Current state (b) Smart tool to workmate, exercising responsible autonomy

(c) First-class citizens, taking different roles (d) Able to work in a team with diverse interactions

(e) Able to deal with dynamic environment (f) Require solid foundations in multiple disciplines

Fig. 2: Software Engineering 2.0 (SE 2.0) will see AI4SE solutions transitioning from smart tools to smart workmates. These

intelligent agents will exercise responsible autonomy. They will be first-class citizens, taking different roles as assistants,

peers, and even managers in software engineering projects. They will be well integrated in dynamic software engineering

teams. There will be human-human (H-H), human-agent (H-A), and agent-agent (A-A) interactions. There will also be a new

economy surrounding the AI4SE agent market as well as solid foundations in law and ethics supporting SE 2.0.

alleviate many of the frustrations practitioners currently face in

using them, and be integrated smoothly across a broad range

of software engineering tasks. Drawing a parallel, consider

the progression of smartwatches. Their genesis can be traced

back to 1976, when they were expensive, offered limited

functionality like basic calculations, and had many usability

issues. In contrast, the smartwatches of today, nearly half a

century later, are versatile and user-friendly gadgets. Given

today’s accelerated pace of innovation, it is plausible that

the evolution of AI4SE tools will occur in a considerably

shortened timeframe, although predicting a precise value for

U is challenging.

In the subsequent phase – Now+U years to Now+(w×U)
years – these “power” tools will evolve into intelligent work-

mates, characterized by responsible autonomy. This progres-

sion will likely be incremental too, unfolding as the facets of

responsible autonomy depicted in Fig. 2(b) – (f) are actualized

and their associated challenges addressed. It is at this juncture
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that Software Engineering 2.0 will truly come into being. The

value for w will depend on how fast Artificial General Intel-

ligence (AGI) will be realized. Projections vary significantly,

with some anticipating some form of AGI realization in a few

years, while others expect it to take several decades [77], [78].

IV. ROADMAP TO TRUSTWORTHY AI4SE

“Trust but verify” – Ronald Reagan

Trust is a pivotal element in successful collaborations be-

tween humans and intelligent solutions [79]–[81]. Section II

has highlighted the challenges in establishing trust between

software practitioners and AI4SE solutions. Thus, further

research is important. This section outlines nine strategies for

achieving trustworthy AI4SE, as depicted in Fig. 3 and detailed

further below.

T1 Characterize trust factors

Firstly, a clearer definition is required regarding the fac-

tors that influence practitioners’ trust in AI4SE solutions.

Some studies have looked into measuring trust in automation,

e.g., [82], [83], however, mostly not in the context of software

engineering. While some studies have delved into practi-

tioners’ expectations of specific AI4SE solutions [45], [84]–

[86], the scope remains limited. A broader examination that

covers many more AI4SE solutions is needed. Also, although

expectation is related to trust, they are not synonymous. The

distinctions between the two warrant explorations in future

empirical research.

A wide-ranging empirical study, encompassing a diverse

group of software practitioners considering diverse AI4SE

solutions, will aid in comprehensively understanding trust

factors influencing software practitioners in working with

AI4SE solutions. An exciting recent work is by Johnson et al.

who interviewed 18 practitioners within and outside Microsoft

and uncovered factors that influence practitioners’ trust in

software tools, including AI4SE ones [87]. There is a need

for more studies in this direction to corroborate and expand

upon these factors, as well as to uncover potentially context-

dependent factors that align with specific software engineering

tasks and characteristics of specific AI4SE solutions.

Furthermore, it is worth noting that practitioners’ percep-

tions of trust factors might not be entirely accurate (c.f., [88]).

Therefore, a multifaceted research approach encompassing

interviews, surveys, controlled experiments, and field studies

is crucial. This holistic effort will pave the way to compre-

hensively understand “trust” within the AI4SE context.

T2 Prevent misplaced trust and calibrate trust

Trust in automation is a nuanced matter; when rightly

placed, it accelerates productivity; but when misplaced, it leads

to detrimental consequences. Prior studies have highlighted

the dangers of automation misuse, e.g., [79]. These concerns

are also applicable to AI4SE which increasingly offers more

and more automation. Despite the advances in AI4SE, there

are still frequent failures. Over time, even as AI4SE solutions

become increasingly sophisticated and get closer to passing

the Turing test, they are likely to still be susceptible to errors,

mirroring the adage “to err is human.”

Complicating this is the propensity of AI4SE solutions,

especially those that are based on Large Language Models

(LLMs), to yield outputs that appear fluent or accurate at first

glance, but contain issues or subtle inaccuracies. To illustrate, a

recent study indicated that while ChatGPT-generated answers

to software engineering technical questions are almost as fluent

as those of humans, they are often much less useful [89].

More concerning is the risk of AI4SE solutions generating

wrong or harmful outputs due to hallucination [46], [47]. This

necessitates the development of technologies that can identify

the aforementioned issues, including hallucination, to prevent

unwarranted trust.

Additionally, there is a need for ongoing, unbiased eval-

uation of AI4SE solution capabilities, especially given their

rapid evolution. This ensures that both practicing and budding

software practitioners can judiciously determine their trust

levels. There is also a need for the design of mechanisms that

allow for audit and accreditation of AI4SE solutions, either

with or without a trusted third party, c.f., [90], [91].

Improve trustworthiness of AI4SE solutions

Currently, without an exhaustive empirical study, it is chal-

lenging to pinpoint all the factors that delineate or relate to

trust for diverse software engineering tasks. However, one can

infer that a software practitioner’s trust in an AI4SE solution

might be influenced by factors that fall into two dimensions:

intrinsic and extrinsic. Intrinsic factors relate to an AI4SE

solution’s ability to produce accurate outputs and provide

explanations for its results, while extrinsic factors concern

with, for example, the AI4SE solution’s adherence to external

authority regulations and its resilience against external threats.

Sections IV-A and IV-B discuss some strategies to enhance the

trustworthiness of AI4SE solutions in these two dimensions.

A. Enhance Intrinsic Trustworthiness of AI4SE Solutions

Naturally, software practitioners tend to place greater trust

in AI4SE solutions that consistently deliver accurate results for

assigned tasks [45], [58]. Software practitioners also appreci-

ate explanations in addition to recommendations, especially

when working with AI4SE solutions [45]. To cultivate AI4SE

solutions that earn developers’ trust, the following directions

that can boost the efficacy of AI4SE solutions and improve

their ability to provide explanations will be worth pursuing.

T3 Design trust-aware efficacy metrics

Evaluating the trustworthiness of AI4SE solutions demands

efficacy metrics that mirror factors influencing practitioner

trust. For example, several studies have highlighted top-N
accuracy as a good efficacy metric for an AI4SE solution that

produces a ranked list of recommendations [45], [55]. This

metric recognizes that practitioners often focus only on the

top N recommendations, with N being a small number. If an

AI4SE solution produces many good recommendations beyond
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the top-N , these do not positively influence practitioners’ trust

in the solution. Similarly, another study [92] has proposed

the number of initial false alarms (IFA) as a metric, as first

impressions matter to get a software practitioner to trust an

AI4SE solution. Also, in areas like defect prediction, effort-

aware metrics have been proposed [93]. These metrics are

more aligned with trust factors compared to their non-effort-

aware counterparts. This is because practitioners may find their

trust dwindling if they do not witness an increase in favorable

outcomes that is commensurate with an increased effort in

scrutinizing an AI4SE solution’s recommendations.

T4 Build smarter AI4SE solutions with LLM and more

The area of AI4SE offers much potential for advancement.

At present, a prominent research trend within the AI4SE

community is the use, adaptation, and design of Large Lan-

guage Models (LLMs) to automate software engineering tasks.

Current studies predominantly harness these LLMs for a subset

of software engineering tasks, such as code search and code

summarization [94], [95]. However, software engineering is

multifaceted, encompassing more than just these tasks. While

recent research has begun delving into less-explored areas,

e.g., managing bug reports [96], designing software architec-

ture [97], building navigation aids for software engineering

Q&A sites [98], etc., there remains significant scope for

broader exploration.

Additionally, recent studies have highlighted certain lim-

itations of LLM for software engineering (LLM4SE). For

instance, these models are not robust to minor perturbations

of inputs [99], [100]. Also, they can be vulnerable to shifts

in data distributions, like the evolution of third-party libraries

and releases of new ones [101]. Moreover, a prior study has

also demonstrated the challenges of LLM4SE in handling

data that resides in the tail-end of the distribution [102].

Recognizing and characterizing the limitations of LLMs and

devising strategies to overcome those presents compelling

directions for future research.

To boost the efficacy of LLM4SE, some recent studies have

focused on enhancing the inputs and outputs of LLMs and

integrating them with other techniques. For instance, some

studies incorporate code graphs (e.g., control flow graph,

program dependency graph, etc.) as input to LLMs [72], [103].

Others transform source code to an intermediate representation

(IR) that provides a more concise and uniform input to LLMs

for more effective and efficient learning [104], [105]. More-

over, other studies emphasize selecting optimal in-context

examples to bolster the efficacy of LLMs [106]. There is also

an emphasis on coupling LLMs with methods like program

analysis and testing to yield superior results [47], [107]–[111].

Additionally, a few studies showcase the potential of both one-

off and ongoing interactions with LLMs to refine their outputs

for several software engineering tasks [47], [112].

Owing to the swift progress in LLM4SE research, this

concise summary does not capture its entire scope and may

be quickly outdated. As such, Systematic Literature Reviews

(SLRs) on LLM4SE, e.g., [42], can prove invaluable. The rapid

evolution in LLM4SE warrants multiple SLRs to capture the

latest developments and trends. Multiple SLRs can also be

conducted to examine LLM4SE from various perspectives.

T5 Synthesize task- and user-aware explanations

Contemporary AI4SE solutions offer diverse recommenda-

tions – including patches to fix a bug, source code to write

next, third-party library to use, and so on. However, these

often come without explanations. This opacity can diminish

the trust software practitioners have in these suggestions. As a

result, there is a need for explainable AI4SE solutions that can

realize effective practitioner-AI4SE solution interactions that

engender trust and bring about trusted collective intelligence.

While there are some efforts done in this direction,

e.g., [113]–[117], more explorations are needed. First, we

can extend existing explainable AI4SE solutions to cover

more software engineering tasks. Second, we can develop

their capabilities to produce task-specific explanations that
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are tailored to suit specific software engineering tasks and

contexts. Moreover, the explanations need to be user-aware;

they need to consider the specific expertise and experience

of a practitioner who uses an AI4SE solution. Producing

effective explanations for a recommendation made by an

AI4SE solution given a specific task and context for a tar-

get software practitioner is challenging for several reasons:

software engineering is a complex endeavor including diverse

tasks; software engineering knowledge evolves rapidly; also,

software practitioners have diverse backgrounds. Thus, there

is much room to innovate to tackle these challenges.

T6 Produce arguments, evidence, and guarantees through
passive and active interactions

For greater acceptance by software practitioners, AI4SE

solutions must articulate convincing arguments and present

pertinent evidence to practitioners, guiding their decisions

regarding recommendations made by AI4SE solutions. Fur-

thermore, evidence should not be solely obtained passively

from the data present in software artifacts. Active interaction

with these artifacts – feeding input data and monitoring the

ensuing outputs – can be an effective way of producing

evidence. Additionally, it will be desirable if AI4SE solutions

are able to provide some guarantees of their efficacy.

Consider an instance where an AI4SE solution suggests to

a practitioner that a particular code segment is potentially vul-

nerable. Its argument: the code resembles M code fragments

on GitHub, which experienced practitioners fixed to remove

vulnerabilities that match an entry in the Common Weakness

Enumeration (CWE).6 To bolster this argument, the AI4SE

solution can produce tangible evidence by generating a test

input that showcases the exploitability of the flagged code,

following techniques proposed in [118]–[120].

Similarly, an AI4SE solution recommending third-party

libraries [121] may execute static and dynamic program

analyses. These will result in concrete pieces of evidence,

e.g., demonstrable efficiency or a small memory footprint, to

support the recommendations. A worst-case execution time

guarantee can also be given by leveraging static analysis [122].

B. Enhance Extrinsic Trustworthiness of AI4SE Solutions

Software practitioners need guarantees that the use of

AI4SE solutions will not bring them into conflict with laws.

Also, they need assurances that sufficient measures are in place

to protect AI4SE solutions from malicious actors. To address

these concerns, which impact the trustworthiness of AI4SE

solutions, it is essential to explore the following directions.

T7 Design privacy-aware AI4SE solutions

An open avenue of research is in fortifying AI4SE solutions

to ensure compliance with privacy regulations more rigorously.

Prior works have provided some protection to sensitive data

in some software artifacts [123]–[125]. They, however, have

mainly focused on data that comes in tabular format. They

6https://cwe.mitre.org/index.html

have also only considered some specific software engineering

tasks, e.g., testing, defect prediction, and debugging. Thus,

more can be done to strengthen this protection and expand it

to cover diverse software artifacts and tasks.

Also, privacy-aware AI4SE solutions are important for the

adoption of AI4SE solutions that require software practi-

tioners to transmit proprietary code and data to third-party

services. Software practitioners (and companies) need certain

guarantees that proprietary code and data are not retained or

seeped into the underlying AI4SE model that can potentially

be leaked to other users of the service, c.f., [126], [127].

The use of Trusted Execution Environments [128] and the

design of suitable protocols may be one way to achieve

this guarantee, c.f., [91]. Alternatively, model compression

techniques can be used to customize AI4SE models for local

deployment on servers with limited memory and processing

power [129]. Such local deployment eliminates the need to

transfer proprietary data to third-party vendors, improving

privacy. Yet another possibility is to design AI4SE solutions

that employ federated learning [130].

Moreover, strategies are needed to help AI4SE solutions

respect the EU General Data Protection Regulation (GDPR)’s

provision of “right to be forgotten” without necessitating

extensive retraining, c.f., [131]. The current AI4SE solutions

do not readily allow the removal of specific contributions

from open-source projects when the corresponding software

practitioners invoke their “right to be forgotten” under GDPR.

T8 Design license-aware AI4SE solutions

In 2022, Microsoft, GitHub, and OpenAI were sued for

issues related to privacy and copyright [132]. Moreover, an

AI-powered coding assistant can inadvertently replicate GPL

v3 licensed code from GitHub, risking copyright infringements

when integrated into proprietary software. Holistic integration

of licensing information and constraints [133] into AI4SE

solutions’ training or fine-tuning processes can be designed to

address the aforementioned problems. Concurrently, runtime

checking methods can be developed to flag AI4SE recom-

mendations that potentially infringe on licensing terms. Code

clone detection methods, e.g., [134]–[137], can be employed

as part of such runtime checks.

T9 Design attack-resistant AI4SE solutions

As AI4SE solutions become integral to software engineering

processes, their ability to withstand attacks from malicious

actors is of high importance. Recent studies [99], [138]–[143]

have examined specific attack strategies, yet a broader spec-

trum awaits exploration. A comprehensive threat assessment

is vital, paired with detection, quantification, and mitigation

strategies, aiming to design and develop AI4SE solutions

that are resilient to multifaceted attacks. Strengthening AI4SE

defenses, devising corrective algorithms for real-time “self-

healing”, and probing the ramifications of data poisoning on

software artifacts should be prioritized. Some strides have been

made in this direction, but more is warranted.
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V. ROADMAP TO SYNERGISTIC AI4SE

“The whole is greater than the sum of its parts” – Aristotle

Section II highlighted a number of barriers that impede

synergistic interactions between software practitioners and

AI4SE solutions. Thus, further research is essential. This

section outlines six strategies for achieving synergistic AI4SE,

as illustrated in Fig. 4 and elaborated upon below.

A. Understand synergy

S1 Characterize strengths and weaknesses for better
practitioner-AI4SE solution synergy

To ensure that collaborations between software practitioners

and AI4SE solutions produce outcomes greater than the sum

of their individual contributions, it is essential to recognize the

strengths of one party that can offset the weaknesses of the

other. In software engineering, tasks often form lengthy chains,

with each main task comprising several micro-tasks. Software

practitioners may excel in certain micro-tasks but falter in

others. Similarly, AI4SE solutions may perform very well in

certain micro-tasks but perform poorly in others. The sets of

micro-tasks that software practitioners and AI4SE solutions

excel in may be substantially different. Hence, there is a need

for empirical research to determine which micro-tasks are bet-

ter assigned to practitioners – bearing in mind that the aptitude

for micro-tasks can differ among individuals and can evolve

with their experience. Similarly, it is important to identify the

tasks best assigned to AI4SE solutions, acknowledging that

these too can vary based on the capabilities of specific AI4SE

solutions and the characteristics of practitioners using them.

Also, not in all situations AI4SE solutions can help. To

underscore this point, a past study at Adobe revealed that

junior software practitioners have a lower adoption threshold

for a bug localization solution7 [144]. On the other hand, ex-

perienced practitioners indicated less need for such automated

assistance and have a higher threshold for adoption. Therefore,

for AI4SE bug localization solutions to genuinely complement

these experienced software practitioners, they need to surpass a

certain level of efficacy. Failing to do so, these solutions might

prove more obstructive than beneficial. One possibility is for

such solutions to provide recommendations sparingly only in

cases for which they are likely to exceed the experienced

practitioners’ expectations, c.f., [145]–[147].

As AI4SE matures and AI4SE solutions become first-

class citizens and autonomous agents, synergizing software

practitioners and AI4SE agents can be conceptualized as

an optimization problem. Specifically, assuming that we can

quantitatively characterize the strengths and weaknesses of

different software practitioners and AI4SE solutions for dif-

ferent tasks as weights, the problem of synergizing software

practitioners and AI4SE solutions to achieve results that best

7A bug localization solution produces a ranked list of potentially buggy
source code files given a bug report.

exceed the sum of their individual contributions is a task

assignment problem. In essence, we need to assign tasks to

the most suitable software practitioners and/or AI4SE agents

to maximize overall reward or efficacy.

S2 Understand flow and reimagine processes

Software practitioners occasionally need assistance, but not

incessantly. Ill-timed assistance can be counterproductive and

break software practitioners’ “flow.” While we can allow prac-

titioners to manually toggle assistance on and off, they may

not always discern the optimal moments for aid. Consequently,

further studies are vital to pinpoint when AI4SE solutions are

most beneficial, integrate them smoothly into the software de-

velopment process to enhance software practitioners’ “flow”,

tailor them to individual practitioners with varied preferences,

and measure the benefits they bring to the table.

Also, many of the software engineering processes today do

not prominently picture AI4SE solutions. As AI4SE solutions

transition from tools to smart workmates, we may need to re-

look into the existing processes and identify limitations that

may impede synergy. There may be a need for new processes

that facilitate symbiotic partnerships between practitioners and

AI4SE agents. In such a partnership, both entities mutually

benefit, working toward shared goals more effectively.

S3 Understand change process toward synergy

Satir change model [148] delineates several stages that

emerge when a change is introduced: previous status quo,

resistance, chaos, integration, and new status quo. This model

has been influential in organizational behavior and even in

the adoption of new software engineering methodologies. For

instance, Lindstrom and Beck noted that following the Satir

change model, adoption of eXtreme Programming does not

guarantee instant positive outcomes and benefits may appear

gradually [149].

Similarly, the introduction of AI4SE solutions may require

individuals to undergo a change process to achieve synergy.

This change process may not instantly lead to improved out-

comes. Departing from a familiar status quo, the introduction

of an AI4SE solution – which is perceived as an external

element – can incite resistance and even chaos. But this phase

can subsequently give way to transformation and integration,

ultimately establishing a new status quo.

In AI4SE research, there have been limited studies on this

change process. There is a need for such studies to answer

questions such as: How can we measure the efficacy of the

change process? What strategies can accelerate the change

process, allowing us to reach the new status quo more rapidly?

How can we increase the likelihood that the new status quo

significantly surpasses the previous one in terms of quality

(of the software developed) and productivity (of software

practitioners)? And lastly, what automated solutions can be

developed to alleviate the challenges software practitioners

face during this transformation?
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B. Build synergistic AI4SE capabilities

S4 Design holistic and workflow-aware AI4SE solutions

Most AI4SE solutions are tailored for specific micro-tasks,

such as code generation, code summarization, fault local-

ization, or duplicate bug report detection. In contrast, as

highlighted in Section II, software practitioners often operate

at a different level of abstraction, considering higher-level and

broader objectives. This difference may be a barrier to synergy.

To address this challenge, a shift toward holistic, workflow-

aware AI4SE solutions can be beneficial. For example, as a

start, AI4SE solutions can transfer information and insights

from one micro-task to others, c.f. [150], [151]. Additionally,

they can leverage practitioners’ interactions and feedback in

one micro-task to improve their capabilities in others. More-

over, we can build AI4SE solutions that pivot from assisting

isolated micro-tasks to improving the entire workflow, ensur-

ing that they capture the broader picture rather than just the

individual micro-tasks – seeing the “forest” instead of “trees”.

S5 Mitigate communication barriers

Many AI4SE solutions currently offer limited interactivity.

Though solutions built on top of ChatGPT have begun bridging

these interaction gaps, they still fall short of replicating the

deeply collaborative experience akin to pair programming

with a trusted colleague. Also, in spite of the strides made

by LLM-powered AI4SE solutions, challenges persist, such

as interactions that become stagnant or unproductive toward

solving a software engineering task [47].

To truly capitalize on the potential of AI4SE solutions,

we must enhance the communication capabilities between

software practitioners and AI4SE solutions. The ideal scenario

will allow practitioners to interact with AI4SE solutions as

naturally and effectively as they do with their peers. Achiev-

ing seamless communication is pivotal for fostering synergy.

Moreover, the means of communication should extend beyond

just text and code to encompass visuals (like diagrams and

sketches), gestures (captured via videos or wearables), and

other modes of interaction. Advances in Foundation Models

that go beyond LLMs and consider modalities such as images

and videos, e.g., [152], may pave the way toward better

communication between practitioners and AI4SE solutions.

S6 Innovate on N:M and A-A interactions

Most existing AI4SE solutions focus on the 1:1 usage

scenario, wherein a single software practitioner engages with

one AI4SE solution. To more fully unlock the potential

of AI4SE, we need to explore the N:M usage scenario,

wherein several software practitioners synergistically interact

with multiple AI4SE solutions in a team. Research on this

N:M usage scenario is limited. Considering that most software

engineering teams consist of more than one practitioner, it is

important to explore how a team of interacting practitioners

and AI4SE solutions can collaboratively and synergistically

complete tasks.

As AI4SE evolves to take a central role in software en-

gineering, it becomes imperative to investigate the synergy

among AI4SE solutions. Currently, limited research delves

into how these solutions can recognize the capabilities of

their counterparts, distribute tasks, and collaboratively operate

by capitalizing on each other’s strengths and addressing each

other’s weaknesses. These collaborative capabilities should be

developed for both static (where collaborations occur among

a predefined set of AI4SE solutions) and dynamic (where

collaborations involve previously unknown AI4SE solutions)

settings.

VI. SUMMARY AND CONCLUDING REMARKS

“If you want to go far, go together” – African Proverb

The area of AI for Software Engineering (AI4SE) has

witnessed exponential growth over the past two decades.

Evolving from a niche segment centered around a handful

of software engineering tasks, AI4SE has grown into a key

pillar within the software engineering field, underscored by the

prowess of specialized AI4SE solutions across a wide range of

software engineering tasks. Three distinct waves of innovation

have shaped the trajectory of AI4SE: the surge of software

engineering big data, the incorporation of deep learning into

the design of AI4SE solutions, and, more recently, the devel-

opment of AI4SE solutions based on large language models.
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The latter has propelled AI4SE into the limelight, spawning

industry-grade solutions that have found widespread adoption.

This paper highlights two key challenges still confronting

AI4SE: the need for trust and synergy. These intertwined

principles are important for harnessing the full potential of

AI4SE. Looking forward, trustworthy and synergistic AI4SE

solutions can transform our present AI4SE tools into truly

intelligent workmates, characterized by responsible autonomy.

These AI4SE entities, acting as intelligent agents, will seam-

lessly integrate as key autonomous contributors, performing

varied roles adeptly and responsibly in software engineering

workflows. Moreover, their adaptability will empower them to

operate symbiotically not just alongside individuals but within

larger, dynamic teams where members – both humans and

intelligent agents – can dynamically change. This transfor-

mation, fueled by the progression of AI to Artificial General

Intelligence (AGI), will mark the inception of Software Engi-

neering 2.0. While advancements in software engineering and

AI research are clearly important, the successful realization

of the Software Engineering 2.0 vision also hinges on strong

foundational frameworks in the legal, ethical, and economic

domains.

To achieve the aforementioned vision of Software Engi-

neering 2.0, this paper presents two roadmaps steering toward

trustworthy and synergistic AI4SE. The roadmaps enumerate

15 open challenges that await further attention of the AI4SE

community. Addressing these could move AI4SE ever closer

to Software Engineering 2.0.

This paper seeks to motivate more to join and contribute to

the AI4SE research journey. AI4SE is currently in a “Belle
Époque” mirroring the aeronautics revolution of the early

1900s. Just as the Wright brothers’ groundbreaking 12-second

flight in 1903 redefined the boundaries of travel, the promising

advances of AI4SE hold the potential to reshape the future of

software engineering. Similar to aviation post its inaugural

flight, sustained collaboration and dedication over many years

by numerous contributors is pivotal to fully realizing the

power of AI4SE in revolutionizing the software engineering

landscape.
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