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Abstract—With the increasing popularity of GPS-equippedmobile devices in cloud-assisted fog computing scenarios,massive spatio-textual

data is generated and outsourced to cloud servers for storage and analysis. Existing privacy-preserving range query or ranked keyword search

schemes does not support a unified index, and are just applicable for the symmetric environment where all users sharing the same secret key.

To solve this issue, we propose aPrivacy-preservingRankedSpatial keywordQuery inmobile cloud-assisted Fog computing (PRSQ-F).

Specifically, we design a novel comparable product encoding strategy that combines both spatial and textual conditions tightly to retrieve the

objects in query range andwith the highest textual similarity. Then,weuse a newconversion protocol and attribute-based encryption to support

privacy-preserving retrieval andmalicious user traceability in the asymmetric environment where different query users have different keys.

Furthermore, we construct anR-tree-based index to achieve faster-than-linear retrieval. Our formal security analysis shows that data security

can be guaranteed. Our empirical experiments using a real-world dataset demonstrate the efficiency and feasibility of PRSQ-F.

Index Terms—Mobile cloud-assisted fog computing, spatio-textual data, privacy-preserving, ranked spatial keyword query
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1 INTRODUCTION

IN the mobile cloud-assisted fog computing scenario [1],
many GPS-equipped mobile devices are used to provide

location-based services such as dating apps, route naviga-
tion, and venue recommendation. These service providers
tend to outsource their spatio-textual data to cloud-assisted
fog servers for cost-saving, flexibility, and low latency.
Encryption-before-outsourcing is necessary to ensure data
and query confidentiality as honest-but-curious service pro-
viders (i.e., cloud and fog servers) can speculate some pri-
vate information of data owners and data users from the

plaintext data, but it complicates data sharing and analysis
such as spatial keyword query1 [2].

Existing schemes [3], [4], [5] have achieved privacy-pre-
serving spatial keyword query (e.g., top-k k-Nearest Neighbor
(kNN) query2 [3], Boolean range query3 [4], [5]). However,
they cannot choose an appropriate textual and spatial similar-
ity ratio to obtain results of interest, or have strict query condi-
tions such that no results are returned. We are committed to a
more practical spatial keyword query, namely: Ranked Spatial
keyword Query (RSQ). Specifically, in such a query, we
retrieve k objects in the query range and with the highest tex-
tual similarity. An example using RSQ to find Mr.Right is
shown in Fig. 1. A female smartphone user wishes to find a
well-built and optimisticman user inside the regionR (‘‘red rec-
tangle00). She sends the queryQ ¼ fR;W �g to the cloud server,
where W � ¼ fwell � built; optimisticg with weights {0.3,0.7}.
The cloud server performs RSQ and returns the objects o1; o2
as the top-2 search results since o1; o2 locate in R and have the
textual similarity 0.7 and 0.3, respectively. However, if the
top-k kNN query or Boolean range query is used, the female
user may obtain an object that is far (o4) or finds nothing. To
achieve RSQ, it is not feasible to combine existing range
query [6], [7], [8], [9] and ranked keyword search [10], [11],
[12] directly, because there is no effective encoding mecha-
nism to combine spatial and textual conditions together, such
that a unified encryptionmethod can be used to encrypt them.
Therefore, the first challenge is how to encode the spatial and textual
conditions into a unified index. In addition, all users in the above
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1. In this paper, we mainly focus on privacy-preserving spatial key-
word query over sensitive spatio-textual data.

2. Top-k kNN query aims to retrieve k objects with the highest
scores, measured as a combination of spatial similarity and textual
similarity.

3. Boolean range query aims to retrieve all objects located in the
query range and containing all queried keywords.
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spatial keyword query schemes [3], [4], [5] share the same
secret key, which causes heavy key management burden and
even brings key leakage risk inmulti-user settings. Obviously,
the systemmust regenerate and distribute a new secret key to
ensure data confidentiality when the dating app user logs off
his account. Unauthorized access will occur once a dating app
user leaks his secret key to unauthorized users. Therefore, the
second challenge is how to deploy RSQto the asymmetric environ-
ment where different query users have different secret keys. To fur-
ther a step, efficient retrieval is greatly important, especially
for large-scale datasets. Therefore, the third challenge is how to
organize the outsourced spatio-textual data, such that the objects not
meeting the query condition can be efficiently pruned.

To solve the above challenging issues, we propose Pri-
vacy-preserving Ranked Spatial keyword Query in mobile
cloud-assisted Fog computing (PRSQ-F). First, a novel com-
parable product encoding strategy is designed to encode
spatial and textual conditions into a unified index to achieve
RSQ in plaintext domain. Then, a conversion protocol and
Ciphertext-Policy Attribute-Based Encryption (CP-ABE) are
used to support privacy-preserving RSQ in the asymmetric
environment. Finally, an R-tree-based index is constructed
to achieve sublinear retrieval. Specifically, the main contri-
butions of our work are listed as follows.

� Wedesign a novel comparable product encoding strat-
egy to encode a spatio-textual object and a spatial
query as vectors, such that their inner product results
can reflect whether the object falls in the query range
and deduces its textual similarity simultaneously.

� We design a conversion protocol which converts the
multi-key index/trapdoor into the index/trapdoor
encrypted with the same key to achieve privacy-pre-
serving RSQ in the asymmetric environment. More-
over, we use Traceable LargeUniverse CP-ABE (T-LU-
CPABE) [13] to generate object decryption keys accord-
ing to query users’ attributes and identities, which are
used to decrypt RSQ results and trace malicious query
users if they leak their object decryption keys.

� We construct an R-tree-based index to support RSQ
with fast-than-linear search complexity, where an
intersection decision method is designed to encode
each Minimum Boundary Rectangle (MBR) and rect-
angle query range into vectors, such that the inner
product results can determine whether they are
intersected, and thereby batching cut the objects that
do not meet the query request.

2 RELATED WORK

Secure spatial query. Many schemes have been proposed to
support privacy-preserving spatial query such as [6], [7],

[8], [9], [14]. The schemes [6], [7], [8], [14] achieved geomet-
ric range query based on Shen-Shi-Waters (SSW) encryption
or secure kNN. Their search complexities are faster-than-
linear due to the construction of the R-tree-based index or
inverted list index. The scheme [9] achieved rectangle range
query based on secure kNN, which achieves secure linear
retrieval in the known background model. However, these
schemes only support retrieval in the symmetric environ-
ment, where all users (including data owner and query
users) share the same secret key.

Secure Multi-Keyword Search. Abundant works have been
proposed to achieve multi-keyword search based on secure
kNN and Term Frequency-Inverse Document Frequency
(TF-IDF) such as [10], [15], [16], [17]. Moreover, [17] sup-
ported fine-grained access control by using the polynomial-
based access strategy. However, query users in these
schemes share the same secret key, which incurs heavy key
management burden and brings key leakage risk. To this
end, [11], [12], [18] generated different private keys for differ-
ent query users to support privacy-preserving keyword
search in the asymmetric environment, and furthermore,
[11], [12] supported fine-grained access control based on
CP-ABE [19]. However, query users in [11], [12] can decrypt
some ciphertexts if their shared attributes satisfy the
ciphertexts’ access policies, and their private keys are gener-
ated according to commonly shared attributes. Given a pri-
vate key, there is no feasible method to find out the original
key owner. Thismotivatesmalicious query users to leak their
private keys for financial interest or any other incentive,
especially when there is no risk of getting caught. Although,
Wang et al. [20] adopted T-LU-CPABE to achieve malicious
user traceability, the encryption and decryption algorithms
based on time-consuming modular exponentiation and pair-
ing operation hinder the use of resource-limited IoT devices.
Ma et al. [21] proposed an efficient pairing-free dual-server
certificateless searchable public-key encryption scheme,
which can resist the chosen keyword attack and has better
efficiency than the previous schemes.

Spatial Keyword Query. Since Zhou et al. [22] first con-
structed a hybrid index to integrate inverted files and R-tree
for both textual and location-aware queries, many spatial
keyword query schemes have been proposed to support top-
k kNN query [23], [24] and Boolean range query [25], [26].
However, none of the above schemes consider the problem
of retrieval over encrypted spatial data. To this end, Su et al.
[3] used the secure k NN to encrypt indexes and query
requests for secure spatio-textual similarity computation,
but its similarity is defined as the combination of spatial sim-
ilarity and textual similarity in a certain ratio. It is difficult
for query users to select an appropriate ratio to obtain results
of interest. Theymay retrieve an objectmatchingwith textual
description but far from them. Cui et al. [4] achieved privacy-
preserving Boolean range query by designing a spatio-tex-
tual Bloomfilter encodingmethod tomap the spatial and tex-
tual information into their Bloom filters. Wang et al. [5] also
supported Boolean range query over encrypted spatial data
by using Gray code, bitmap and symmetric-key hidden vec-
tor encryption technique. However, these schemes only sup-
port retrieval in the symmetric environment.

A comparative summary of PRSQ-F and the existing
schemes is presented in Table 1.

Fig. 1. An example of ranked spatial keyword query.



3 PRELIMINARIES

In this section, we mainly review some related background
knowledge, including the bilinear paring, linear secret shar-
ing scheme [27], and secure k-nearest neighbor [28].

3.1 Bilinear Paring

Let G;GT be two multiplicative cyclic groups of prime order
p, and e : G� G! GT be a bilinear map with the following
properties:

� Bilinearity: 8u; v 2 G; a; b 2 Zp, eðua; vbÞ ¼ eðu; vÞab.
� Non-degeneracy: 9g 2 G; eðg; gÞ 6¼ 1.
� Computability: 8u; v 2 G, eðu; vÞ can be efficiently

computed.

3.2 Linear Secret Sharing Scheme

Linear Secret Sharing Scheme (LSSS) over a group of parties
P1; . . . ;P‘ is called linear over Zp if

� The share of each party comes from a vector over Zp.
� For each access structure G, there exists a sharing-

generating matrix M2 Z‘�#
p and a monotone func-

tion r, such that for the randomly selected vector~y ¼
ðs; y2; . . . ; y#Þ> 2 Z#

p ,
~� ¼ ð�1; . . . ; �‘Þ> ¼ M �~y is ‘

shares of the secret s. Here, �i denotes the share of
the party rðiÞ.

LSSS has the property of reconstruction requirement. Let
S be the attribute set matching the access structure G and
I ¼ fi : rðiÞ 2 SgðI � ½‘�Þ. Here, ½‘� denotes the value range
1; 2; . . . ; ‘. Note that the vector ð1; 0; . . . ; 0Þ is in the span of
I . If the tuple f�igi2I are valid shares of the secret s, there
must exist a set of constants f$i 2 Zpgi2I such thatP

i2I $i�i ¼ s. On the other hand, if S does not match G,
there exists a vector ~$ ¼ ð$1; . . . ; $#Þ> satisfying $1 ¼ �1
andMi � ~$ ¼ 0 for all i 2 I , whereMi denotes the ith row
ofM.

3.3 Secure k-Nearest Neighbor

Secure k-Nearest Neighbor (called kNN) which calculates the
vector inner product without revealing privacy. Assuming

that p and q are two d-dimensional vectors, kNN consisting
of four algorithms is shown as follows:

� KGenð1hÞ ! SK: Given the security parameter h, this
algorithm generates the secret key SK ¼ fs; M; �Mg,
where s is a random d-dimensional bit vector, M; �M
are two random d� d invertible matrices.

� EncDðp;SKÞ ! ½½p��SK: The data vector p is encrypted
as ½½p��SK ¼ ðM>pa; �M>pbÞ, where p is split into two
vectors pa;pb by using the bit vector s via Eq. (1).

pa½k� ¼ pb½k� ¼ p½k�; if s½k� ¼ 0;
pa½k� þ pb½k� ¼ p½k�; if s½k� ¼ 1:

�
(1)

� EncQðq;SKÞ ! ½½q��SK: The query vector is encrypted
as ½½q��SK ¼ ðM�1qa; �M�1qbÞ, where q is split into two
vectors qa;qb by using s via Eq. (2).

qa½k� þ qb½k� ¼ q½k�; if s½k� ¼ 0;
qa½k� ¼ qb½k� ¼ q½k�; if s½k� ¼ 1:

�
(2)

� Calð½½p��SK; ½½q��SKÞ ! p> � q: The inner product of
½½p��SK and ½½q��SK is

½½p��>SK � ½½q��SK ¼ððpaÞ>MÞ � ðM�1qaÞ
þ ððpbÞ> �MÞ � ð �M�1qbÞ ¼ p> � q:

4 PROBLEM FORMULATION

We introduce the system model, problem definition, threat
model, and privacy requirements of PRSQ-F.

4.1 System Model

In this paper, we consider privacy-preserving data sharing
in mobile cloud-assisted fog computing scenario which can
be used in most location-based services for real-time
response and computation offload. As illustrated in Fig. 2,
PRSQ-F mainly consists of five entities: Trusted Authority
(TA), Cloud Service Provider (CSP), Fog Servers (FSs), Data
Owners (DOs), and Query Users (QUs).

� Trusted authority. TA is responsible for generating,
distributing, managing keys. Besides, TA uses suspi-
cious keys to trace malicious QUs who leak them.

� Cloud service provider. CSP stores the outsourced

TABLE 1
Comparison Between Prior Schemes and PRSQ-F

Schemes F1 F2 F3 F4 F5 F6

[3] Top-k kNN query R-tree No No No No
[4] Boolean range query R-tree No No No No
[5] Boolean range query Quadtree No No No No
[6] Range query R-tree No No No No
[7] Range query Inverted list No No No No
[11] Keyword search Liner Yes Yes No Yes
[17] Keyword search Liner No Yes No No
[19] — — Yes Yes No Yes
[20] — — Yes Yes Yes No
[23]� Top-k kNN search R-tree — No No No
[25]� Boolean range query Quadtree — No No No
PRSQ-F RSQ R-tree Yes Yes Yes Yes

— F1: Search method; F2: Index structure; F3: Not sharing secret key; F4:
Supporting fine-grained access control; F5: Malicious user traceability; F6:
Retrieval in cloud-assisted fog computing.
— �: Retrieval in plaintext domain.

Fig. 2. System model of PRSQ-F.



ciphertexts for DOs and performs RSQ for QUs.
� Fog servers. FSs execute partial key decryption and

cooperate with DOs to encrypt their objects under
the access policies to further reduce the computation
overhead of QUs and DOs.

� Data owners. Before outsourcing the object cipher-
texts, DOs build corresponding index trees.

� Query users. For issuing search requests, the resource-
limited QUs (e.g., smartphone, tablet) generate trap-
doors. Besides, QUs decrypt the final results to obtain
top-k object plaintexts.

After receiving an owner key and public parameters from
TA, each DO encrypts each spatio-textual object via a sym-
metric key, encrypts the symmetric key under the access pol-
icy by cooperating with the connected FS, encrypts a
constructed index tree via the owner key, and sends the
ciphertexts (i.e., object ciphertexts, and key ciphertexts,
encrypted index tree) to CSP (Step 	1 ). Before storing each
index tree, CSP converts the index tree using the correspond-
ing switch key. When an authorized QU wants to issue a
query request, he/she first encrypts a spatial query to obtain
the trapdoor, then sends it to CSP (Step	2 ). CSP first converts
the trapdoor via the corresponding switch key, then per-
forms RSQ on the index trees to obtain top-k relevance
scores, finally returns corresponding k objects’ identities to
the FS which is connected with the authorized QU (Step	3 ).
The connected FS first finds out the key ciphertexts and
object ciphertexts according to the top-k object identities,
then partially decrypts the key ciphertexts, finally sends
them along with the object ciphertexts to the authorized QU
(Step 	4 ). The authorized QU conducts the final decryption
via his/her private key to obtain the symmetric keys, and
uses them to decrypt the returned object ciphertexts. In addi-
tion, if TA finds a suspicious key, TA can trace the malicious
QU who leaks it. Note that FSs can be base stations, RSU, or
other specially deployed local servers in real life.

4.2 Problem Definition

Since previous spatial keyword search schemes [3], [4], [5]
have unreasonable query conditions, heavy key manage-
ment burdens, and risk of privacy leakage, we hope to
design a privacy-preserving RSQ in the asymmetric envi-
ronment. We cannot directly combine range query schemes
and ranked multi-keyword search schemes to achieve RSQ

over encrypted spatio-textual data, as there is no effective
encoding mechanism to combine spatial and textual condi-
tions together.

For RSQ in plaintext domain, we first encode the spatial
point p ¼ ðx; yÞ and keyword set W of each object oi as vec-
tors vx; vy and vW respectively to obtain the object vectors

vð1Þoi
¼ ðvx; vð1ÞW Þ; vð2Þoi

¼ ðvy; vð2ÞW Þ; (3)

where vW ¼ v
ð1Þ
W þ v

ð2Þ
W . As for a spatial query Q ¼ fR;W �g,

the rectangle query range R is represented by its lower-left

point ðRll
1 ; R

ll
2Þ and upper-right point ðRur

1 ; Rur
2 Þ. We encode

R ¼ fðRll
1 ; R

ll
2Þ; ðRur

1 ; Rur
2 Þg and query keyword set W � as

vectors vll1 ; v
ll
2 ; v

ur
1 ; vur2 and vW� respectively to obtain the

query vectors

vl;1Q ¼
�
vll1 ; v

ð1Þ
W�

�
; vl;2Q ¼

�
vll2 ; v

ð2Þ
W�

�
;

vr;1Q ¼
�
vur1 ; v

ð3Þ
W�

�
; vr;2Q ¼

�
vur2 ; v

ð4Þ
W�

�
: (4)

Here, vW� ¼ v
ð1Þ
W� þ v

ð3Þ
W� ¼ v

ð2Þ
W� þ v

ð4Þ
W� . Then, we check

whether the object oi locates in R by computing the inner
product of object vectors and query vectors, namely

si;1 ¼
�
vð1Þoi

�> � vl;1Q ; si;2 ¼
�
vð2Þoi

�> � vr;1Q ;

si;3 ¼
�
vð1Þoi

�> � vl;2Q ; si;4 ¼
�
vð2Þoi

�> � vr;2Q : (5)

If 8j 2 ½4�; si;j > 0, then Rll
1 < x < Rur

1 ; Rll
2 < y < Rur

2 ,
indicating oi is in R. Moreover, scoi ¼

P4
j¼1 si;j is equal to

the sum of oi’s textual similarity and a fixed value, thus scoi
can be used to perform textual similarity comparison. For
example, if scoi � scoj > 0, the textual similarity of the
object oi is higher than that of the object oj. If scoi is in top-k,
the object oi is a RSQ result.

For privacy-preserving RSQ in the asymmetric environ-
ment, we first calls kNN:KGen to obtain the master key
SK ¼ fs;M; �Mg, then for each each DO or QU we generate
a pair of keys ðK1; K2Þ, where K1 ¼ fs;M1; �M1g, K2 ¼
fM2; �M2g and M1; �M1;M2; �M2 are four random invertible
matrices satisfying M ¼M1 �M2; �M ¼ �M1 � �M2. Thus, for
each object vector or query vector v, we have ½½v��SK ¼
½½½½v��K1

��K2
. Moreover, the inner product of the encrypted vec-

tors is equal to that of the original vectors, namely

si;1 ¼ ½½vð1Þoi
��>SK � ½½v

l;1
Q ��SK; si;2 ¼ ½½vð2Þoi

��>SK � ½½v
r;1
Q ��SK;

si;3 ¼ ½½vð1Þoi
��>SK � ½½v

l;2
Q ��SK; si;4 ¼ ½½v

ð2Þ
oi
��>SK � ½½v

r;2
Q ��SK: (6)

Let RSQðO; QÞ be a set of k objects’ identities fid%g%2½k� satis-
fying 8j 2 ½4�; si;j > 0; scoi 2 top-k. We encrypt each object
oi under its access policy G (i.e., EncGðoiÞ). We generate the
private key SKID;S for each QU according to his identity ID
and attribute set S. If the attribute set S satisfies the access
policy G, QU can use his private key SKID;S to decrypt the
object ciphertext, i.e., oi ¼ DecSKID;S

ðEncGðoiÞÞ. If QU leaks
SKID;S to others, TA can trace the malicious QU according
to the identity included in SKID;S .

To this end, the definition of PRSQ-F can be given as
follows.

Definition 1 (PRSQ-F). An object oi ¼ fp;Wg encrypted
under the access policy G is an accessible RSQ result for QU
with spatial query Q ¼ fR;W �g and attribute set S, if idoi 2
RSQðO; QÞ and DecSKID;S

ðEncGðoiÞÞ ¼ oi.

4.3 Threat Model

Similar to most keyword or range query schemes, TA and
DOs are considered to be fully trusted, while CSP and FSs
are considered as honest-but-curious entities who honestly
follow the established protocol but are sufficiently curious
to infer some valuable information from the spatio-textual
data. Malicious authorized QUs may leak their private keys
to unauthorized QUs for profits. Besides, all communica-
tions with TA are assumed to be secure and QUs cannot col-
lude with CSP. We consider a threat model: CSP or FS has
access to ciphertexts and trapdoors, and can deduce specific
contents in a spatial query based on the statistical informa-
tion, but cannot obtain the plaintext-ciphertext pairs.



4.4 Privacy Requirements

PRSQ-F must meet the following privacy requirements
under the above threat model.

� Data security. PRSQ-F should protect object confi-
dentiality from unauthorized entities and keep avail-
able for authorized users.

� Index confidentiality and query confidentiality. PRSQ-F
should prevent CSP from using the index trees and
trapdoors to obtain valid knowledge except access
pattern and search pattern.

� Trapdoor unlinkability. PRSQ-F should prevent CSP
from inferring whether two trapdoors are from the
same spatial query.

5 PROPOSED PRSQ-F

In this section, we first introduce how to achieve RSQ in
plaintext domain, then specify the concrete construction of
PRSQ-F. Table 2 gives some important notations used in the
following paper.

5.1 RSQ in Plaintext Domain

RSQ aims to return the objects inside the query range andwith
top-k textual similarity. According to Fig. 3, if Rll

1 < x <
Rur

1 ; Rll
2 < y < Rur

2 hold, the spatial point ðx; yÞ is inside the
query rangeR. For textual similarity, coordinatematching [10]
and TF-IDF [16] are two popular similarity measure methods
used in keyword search schemes. Compared with coordinate
matching, TF-IDF can capture more semantic information,
thereby in our scheme we choose TF-IDF to measure the rele-
vance of object textual description to query keywords. The
key of RSQ is to encode both spatial and textual conditions
into a unified index. To solve this, we design a comparable
product encoding strategy to encode a spatio-textual object

and a spatial query as vectors, where each vector includes
both spatial information and textual information. The main
idea of the comparable product encoding strategy is to ensure
the sign of x�Rll

1 (or Rur
1 � x; y�Rll

2 ; R
ur
2 � y) is the same as

that of the corresponding vector inner product. Moreover, the
sumof four inner products can reflect the textual similarity.

Algorithm 1. Spatio-Textual Object Encoding

Input: Object oi ¼ fp;Wg, a d1-dimensional bit vector s0

Output: Object vector set voi
1: for i ¼ 1; i 
 d1; iþþ do
2: if s0½i� ¼¼ 1 then
3: vx½i� ¼ x, vy½i� ¼ y;
4: else
5: vx½i� ¼ 1, vy½i� ¼ 1;
6: for i ¼ 1; i 
 d2; iþþ do
7: Select a random real number "i 2 ð0; 1Þ;
8: v

ð1Þ
W ½i� ¼ "i, v

ð2Þ
W ½i� ¼ vW ½i� � "i;

9: vð1Þoi
¼ ðvx; vð1ÞW Þ; vð2Þoi

¼ ðvy; vð2ÞW Þ;
10: return voi ¼ fvð1Þoi

; vð2Þoi
g.

Algorithm 2. Query Encoding

Input: Spatial query Q ¼ fð½Rll
1 ; R

ur
1 �; ½Rll

2 ; R
ur
2 �Þ;W �g, a

d1-dimensional bit vector s0

Output: Query vector sets vlQ; v
r
Q

1: Select a random number m;
2: for k 2 f1; 2g do
3: Select d1=2 random numbers mk;1; . . . ;mk;d1=2

such that
dk �

Pd1=2
i¼1 mk;i � d2=MD > 0;

4: Set i ¼ j ¼ 1;
5: for i ¼ 1; i 
 d1; iþþ do
6: if s0½i� ¼¼ 1 then
7: vllk ½i� ¼ mk;i, v

ur
k ½i� ¼ �mk;i; i ¼ iþ 1;

8: else
9: vllk ½i� ¼ �bllkmk;j, v

ur
k ½i� ¼ burk mk;j; j ¼ jþ 1;

10: for i ¼ 1; i 
 d2; iþþ do
11: Select a random real number �k;i 2 ð0; 1Þ;
12: vk;1W� ½i� ¼ m � �k;i, vk;2W� ½i� ¼ m � ðvW� ½i� � �k;iÞ;
13: vl;1Q ¼ ðvll1 ; v

1;1
W� Þ; v

l;2
Q ¼ ðvll2 ; v

2;1
W� Þ;

14: vr;1Q ¼ ðvur1 ; v1;2W� Þ; v
r;2
Q ¼ ðvur2 ; v2;2W� Þ;

15: return vlQ ¼ fv
l;1
Q ; vl;2Q g; vrQ ¼ fv

r;1
Q ; vr;2Q g.

The comparable product encoding strategy consists of two
algorithms: spatio-textual object encoding (Algorithm 1) and
query encoding (Algorithm2). InAlgorithm1, each object oi ¼
fp;Wg is encoded into two object vectors vð1Þoi

; vð2Þoi
. For the spa-

tial point p ¼ ðx; yÞ, we encode latitude x and longitude y into
two d1-dimensional spatial vectors vx; vy, where d1 is an even
number. For keyword description W , we use TF-IDF [10] to
construct a d2-dimensional textual vector vW by Eq. (7).

vW ½i� ¼
tfi; if wi 2 W
0; if wi =2 W

�
i 2 ½d2�; (7)

where d2 is the size of textual keyword setW extracted from

m objects and tfi ¼ ð1þ lnniÞ=
P

wi2W

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ð1þ lnniÞ2

q
is the

normalized term frequency of the keywordwi. If d2 is an odd
number, we add a dummy keyword to W so that d2 is an
even number. Here, ni is the number of times the keywordwi

TABLE 2
Notations

Notation Definition Notation Definition

½‘� 1; 2; . . . ; ‘ Q ¼ fR;W �g spatial query
G access tree oi ¼ fp;Wg spatio-textual object
½½��� ciphertext ðRll

1 ; R
ll
2Þ lower-left point of R

m number of
objects

ðRur
1 ; Rur

2 Þ upper-right point of R

d2 size of keyword
set

d ¼ d1 þ d2 size of object vector

If index tree ðMll
1 ;M

ll
2 Þ lower-left point of

MBR
S user attribute set ðMur

1 ;Mur
2 Þ upper-right point of

MBR

Fig. 3. All possible situations between a spatial point and a rectangle
query range.



appearing in oi. Then, we split vW into two random vectors

v
ð1Þ
W ; v

ð2Þ
W to increase randomness and mask the real distance.

Finally, combining the spatial vectors with corresponding
textual vectors, we obtain vð1Þoi

¼ ðvx; vð1ÞW Þ; vð2Þoi
¼ ðvy; vð2ÞW Þ.

In Algorithm 2, the spatial queryQ ¼ fR;W �g is encoded
into the query vector sets vlQ; v

r
Q. To obtain the range query

results and textual relevance scores simultaneously, for each
dimension (i.e., latitude or longitude) we first generate d1=2
random numbers mk;1;mk;2; . . . ;mk;d1=2

satisfying
Pd1=2

i¼1 mk;i �
d2=MD, where k 2 ½2� and MD is the minimum value of the
horizontal or vertical distance between the spatial points and
the range queryR. Then, we select a randomnumber d1 satis-

fying d1 �
Pd1=2

i¼1 m1;i for the latitude range ½Rll
1 ; R

ur
1 � and

encode the endpoints Rll
1 ; R

ur
1 into two d1-dimensional end-

point vectors vll1 ; v
ur
1 . Similarly, the longitude range ½Rll

2 ; R
ur
2 �

is also encoded into two d1-dimensional endpoint vectors
vll2 ; v

ur
2 . According to TF-IDF and QU’s preference, QU trans-

forms his/her query keyword set W � into a query keyword
vector vW� . For each keyword wi 2 W, if wi 2W � holds, QU
gives it a preference degree zi 2 ½10�, computes its weight vi

in Eq. (8) satisfying the sum of these weights equal to 1, and
sets vW� ½i� ¼ vi; otherwise, QU sets vW� ½i� ¼ 0. Here, fi
denotes the number of objects containing the keywordwi.

vi ¼
zi lnð1þm=fiÞP

wi2W� zi lnð1þm=fiÞ
; (8)

Then, for latitude or longitude range, we split vW� into two
randomvectors vk;1W� ; v

k;2
W� and combine themwith correspond-

ing endpoint vectors (i.e., vl;kQ ¼ ðvllk ; v
k;1
W� ÞÞ; v

r;k
Q ¼ ðvurk ; vk;2W�Þ to

obtain the query vector sets vlQ ¼ fv
l;1
Q ; vl;2Q g; vrQ ¼ fv

r;1
Q ; vr;2Q g.

Note that the number of 0s is equal to the number 1s in s0.

Algorithm 3. Ranked Spatial Keyword Query

Input: Object vectors vð1Þoi
; vð2Þoi

, query vectors vlQ; v
r
Q

Output: Relevance score scoi or null
1: fsi;1; si;2g ¼ v>oi � v

l
Q ¼ fðvð1Þoi

Þ> � vl;1Q ; ðvð2Þoi
Þ> � vl;2Q g ¼

fd1ðx�Rll
1 Þ þ a1; d2ðy�Rll

2 Þ þ a2g;
2: fsi;3; si;4g ¼ v>oi � v

r
Q ¼ fðvð1Þoi

Þ> � vr;1Q ; ðvð2Þoi
Þ> � vr;2Q g ¼

fd1ðRur
1 � xÞ þ a3; d2ðRur

2 � yÞ þ a4g;
3: if ðsi;1 > 0Þ ^ ðsi;2 > 0Þ ^ ðsi;3 > 0Þ ^ ðsi;4 > 0Þ then
4: scoi ¼ si;1 þ si;2 þ si;3 þ si;4 ¼

d1 � ðRur
1 �Rll

1Þ þ d2 � ðRur
2 �Rll

2 Þ þ m� v>W � vW� ;
5: return scoi;
6: else
7: return null.

Algorithm 3 shows the correctness of the comparable
product encoding strategy. We calculate the inner product

of the object vectors vð1Þoi
; vð2Þoi

and query vectors vlQ; v
r
Q to

obtain si;1; si;2; si;3; si;4, where

a1 ¼ m �
Xd2
i¼1

"i�1;i;a2 ¼ m �
Xd2
i¼1
ðvW ½i� � "iÞ�2;i;

a3 ¼ m �
Xd2
i¼1

"iðvW� ½i� � �1;iÞ;

a4 ¼ m �
Xd2
i¼1
ðvW ½i� � "iÞðvW� ½i� � �2;iÞ: (9)

We have the object oi within the query range R if si;1 >
0; si;2 > 0; si;3 > 0; si;4 > 0. The proof is shown as follows:
Setting x�Rll

1 ; y�Rll
2 ; R

ur
1 � x;Rur

2 � y as a1; a2; a3; a4 respec-
tively,we have 0 < MD 
 jaij for i 2 ½4� according to the defi-
nition of MD. Thus, d1; d2 � d2=MD � d2=jaij. Also, ai < d2
for i 2 ½4�. Therefore, if ai < 0, then dkai þ ai 
 �d2 þ ai < 0;
otherwise, dkai þ ai > 0. That it to say, the sign of ai is the
same as that of si. If si;1 > 0; si;3 > 0; si;2 > 0; si;4 > 0,
then x�Rll

1 > 0; Rur
1 � x > 0; y�Rll

2 > 0; Rur
2 � y > 0, i.e.,

Rll
1 < x < Rur

1 ; Rll
2 < y < Rur

2 .
If the object oi is inside R, we compute si;1 þ si;2 þ si;3 þ

si;4 to obtain its relevance score scoi. As d1ðRur
1 �Rll

1Þ þ
d2ðRur

2 �Rll
2Þ is the same for all objects during one query

and m > 0, we can obtain k RSQ results by selecting top-k

relevance scores of the objects inside R. Unfortunately, the

above search complexity linearly increases with the size of

the spatio-textual dataset, which is difficult to meet the

needs of large-scale datasets. To perform efficient retrieval,

we construct an R-tree-based index, where each non-leaf

node represents an MBR and each leaf node represents an

object. The search process on R-tree is described as follows:

1) Starting from the root node, if the current node inter-
sects with the rectangle query range R, CSP retrieves
its child nodes.

2) When traversing to a leaf node, CSP performs Algo-
rithm 3 to check whether the object is likely to be a
RSQ result.

Let MBR be represented by its lower-left and upper-right
points fðMll

1 ;M
ll
2 Þ; ðMur

1 ;Mur
2 Þg. According to Fig. 4, if Mll

1 <

Rur
1 ;Mll

2 < Rur
2 ; Rll

1 < Mur
1 ; Rll

2 < Mur
2 hold, MBR intersects

with the rectangle query range R. To check the intersection

of MBR and R, an intersection decision method is designed

to encode MBR and R into vectors such that the sign of

Rur
1 �Mll

1 (or Rur
2 �Mll

2 ;M
ur
1 �Rll

1 ;M
ur
2 �Rll

2 ) is the same as

that of corresponding vector inner product.
The intersection decision method includes two encod-

ing algorithms: lower-left encoding (Algorithm 4) and
upper-right encoding (Algorithm 5). Algorithm 4 en-
codes the lower-left points ðMll

1 ;M
ll
2 Þ; ðRll

1 ; R
ll
2Þ as vlMBR ¼

fvl;1MBR; v
l;2
MBRg; vlR ¼ fv

l;1
R ; vl;2R g respectively, where d ¼

d1 þ d2 can be divisible by 4. Algorithm 5 encodes the

upper-right points ðMur
1 ;Mur

2 Þ; ðRur
1 ; Rur

2 Þ as vrMBR ¼

Fig. 4. All possible situations between a rectangle query range and an
MBR.



fvr;1MBR; v
r;2
MBRg; vrR ¼ fv

r;1
R ; vr;2R g, respectively. Then, the inner

product of lower-left vectors and upper-right vectors is cal-
culated as follows:

fs01; s02g ¼ ðvlMBRÞ
> � vrR ¼ fðv

l;1
MBRÞ

> � vr;1R ; ðvl;2MBRÞ
> � vr;2R g

¼ fðp1 þ p01ÞðRur
1 �Mll

1 Þ; ðp2 þ p02ÞðRur
2 �Mll

2 Þg;
fs03; s04g ¼ ðvrMBRÞ

> � vlR ¼ fðv
r;1
MBRÞ

> � vl;1R ; ðvr;2MBRÞ
> � vl;2R g

¼ fðp01 þ p1ÞðMur
1 �Rll

1Þ; ðp02 þ p2ÞðMur
2 �Rll

2Þg;

Due to p1;p2;p
0
1;p

0
2 > 0, s01 > 0; s02 > 0 is equal to Mll

1 <
Rur

1 ;Mll
2 < Rur

2 . Similarly, s03 > 0; s04 > 0 is equal to Rll
1 <

Mur
1 ; Rll

2 < Mur
2 due to p01;p

0
2;p1;p2 > 0. Therefore, if s01 >

0; s02 > 0; s03 > 0; s04 > 0 hold, the non-leaf node represent-
ing byMBR intersectswithR. It worth noting that the number
of 0s is equal to the number of 1s in the bit vector s1 (or s2).

Algorithm 4. Lower-Left Encoding

Input: Lower-left point ðvll1 ; vll2Þ, two d=2-dimensional bit
vectors s1; s2

Output: Lower-left vectors vl

1: for k ¼ 1; k 
 2; kþþ do
2: for i ¼ 1; i 
 d

2 ; iþþ do
3: if s1½i� ¼¼ 1 then
4: vl;k½i� ¼ vllk ;
5: else
6: vl;k½i� ¼ 1;
7: Select d=4 random numbers �k;1; . . . ; �k;d=4 such

that pk ¼
Pd=4

i¼1 �k;i > 0;
8: Set i ¼ j ¼ 1;
9: for i ¼ 1; i 
 d=2; iþþ do
10: if s2½i� ¼¼ 1 then
11: vl;k½iþ d=2� ¼ gllk � �k;i; i ¼ iþ 1;
12: else
13: vl;k½iþ d=2� ¼ �k;j; j ¼ jþ 1;
14: return vl ¼ fvl;1; vl;2g.

Example. Fig. 5 gives a toy example of RSQ in plaintext
domain, where an R-tree is constructed over the dataset O ¼
fo1; o2; o3; o4g and d1 ¼ 4; d2 ¼ 4. For MBR1 in the non-leaf
node, we run Algorithm 4 to encode its lower-left point (3,2)
into two vectors vl;1MBR1

; vl;2MBR1
, and run Algorithm 5 to encode

its upper-right point (6,4) into two vectors vr;1MBR1
; vr;2MBR1

. The
rectangle query range R ¼ fð2; 1Þ; ð5; 6Þg is processed in the

same way to obtain vl;1R ; vl;2R ; vr;1R ; vr;2R . For the object o1, we run
Algorithm 1 to encode it into two object vectors vð1Þo1

; vð2Þo1
. For

the spatial query Q ¼ fR;W �g, we run Algorithm 2 to encode

it into query vectors vl;1Q ; vl;2Q ; vr;1Q ; vr;2Q , where d1 ¼ 4; d2 ¼
5;m ¼ 1. When performing RSQ, for the non-leaf node MBR1

we find s0i > 0ð8i 2 ½4�Þ, meaning that MBR1 intersects with
R. Then, we check its child nodes. For the object o1 under
MBR1, we compute the inner product of object vectors vð1Þo1

; vð2Þo1

and query vectors vl;1Q ; vl;2Q ; vr;1Q ; vr;2Q to obtain s1;i > 0ð8i 2 ½4�Þ,
which means that o1 falls inside R. Moreover, o1’s relevance

score is sco1 ¼
P4

i¼1 s1;i ¼ 4� ð5� 2Þ þ 5� ð6� 1Þ þ 1 ¼ 38.

Algorithm 5. Upper-Right Encoding

Input: Upper-right point ðvur1 ; vur2 Þ, two d=2-dimensional bit
vectors s1; s2

Output: Upper-right vectors vr

1: for k ¼ 1; k 
 2; kþþ do
2: Select d=4 random numbers �k;1; . . . ; �k;d=4 such

that pk ¼
Pd=4

i¼1 �k;i > 0;
3: Set i ¼ j ¼ 1;
4: for i ¼ 1; i 
 d=2; iþþ do
5: if s1½i� ¼¼ 1 then
6: vr;k½i� ¼ ��k;i; i ¼ iþ 1;
7: else
8: vr;k½i� ¼ vurk � �k;j; j ¼ jþ 1;
9: for i ¼ 1; i 
 d=2; iþþ do
10: if s2½i� ¼¼ 1 then
11: vr;k½iþ d=2� ¼ �1;
12: else
13: vr;k½iþ d=2� ¼ vurk ;
14: return vr ¼ fvr;1; vr;2g.

5.2 Concrete Construction of PRSQ-F

In this section, PRSQ-F combines the designed conversion
protocol and kNN to obtain encrypted RSQ results in the
asymmetric environment. Moreover, PRSQ-F employs T-
LU-CPABE to generate object decryption keys according to
QUs’ attributes and identities, which achieves malicious
user traceability and decryption of the RSQ result cipher-
texts without sharing the same secret key. Since the cipher-
text generation and decryption algorithms in T-LU-CPABE
are computationally expensive for resource-limited client
devices, we delegate large computation tasks of DOs or

Fig. 5. A toy example of PRSQ-F in plaintext domain.



QUs to FSs without losing data confidentiality. The frame-
work of PRSQ-F is shown in Fig. 6, which includes the fol-
lowing eight algorithms.

Setup ð1hÞ. Given the security parameter h, TA first runs
the group generator algorithm Gð1hÞ to obtain a bilinear
mappingQ ¼ ðG;GT ; p; eÞ, then randomly chooses g; u; %; n 2
G and a;b; g 2 Zp. TA also selects a probabilistic encryption
scheme ðEnc;DecÞ [29] from a binary string to Z�p with
two different secret keys k̂1; k̂2. Furthermore, TA initializes
an instance of Shamir’s ðt; nÞ threshold secret sharing
INSðt;nÞ [30], and keeps the polynomial fðxÞ and t� 1 points
fðx1; y1Þ; . . . ; ðxt�1; yt�1Þg secret. The public parameters PP
and the master keyMSK are generated as

PP ¼ fQ; g; u; %; n; gb; gg ; eðg; gÞag;
MSK ¼ fa;b; g; k̂1; k̂2g: (10)

KeyGen ðPP;MSK;S; dÞ. Given the dimension d of the
object vector and the user attribute set S, TA generates an
owner key and corresponding switch key for each DO, a
user key, corresponding switch key and a private key for
each QU, as well as a private key for QU’s connected FS.
Note that the key generation is completed in the system ini-
tialization and user registration stages, which will not affect
the efficiency of RSQ.

� TA calls the algorithm kNN:KGen to obtain the secret
key SK ¼ fs;M; �Mg.

� Then, for each DO Of, TA generates an owner key
OKOf

¼ fs;MOf
; �MOf

g and its switch key SKOf
¼

fM0
Of
; �M0

Of
g, where MOf

;M0Of
; �MOf

; �M0
Of

are d� d
matrices satisfying M ¼MOf

�M0Of
and �M ¼

�MOf
� �M0

Of
.

� Similarly, for each QU Uu, TA generates a user key
UKUu

¼ fs;MUu
; �MUu

g and its switch key SKUu
¼

fM0
Uu
; �M0

Uu
g, where MUu

;M0
Uu
; �MUu

; �M0
Uu

are also d�
d matrices satisfying M�1 ¼M0

Uu
�MUu

and �M�1 ¼
�M0

Uu
� �MUu

.
� Let idu be the identity of QU Uu and S ¼ fA1;

. . . ; AjSjg � Zp be the attribute set of QU Uu. TA cal-
culates & ¼ Enck̂1ðiduÞ; c ¼ Enck̂2ð&jjfð&ÞÞ and ran-

domly chooses r; r1; . . . ; rjSj 2 Zp to generate the

private keys skUu ;S ¼ K0 ¼ gðaþðgþcÞrÞ=b; skFu ;S for Uu

and its connected FS Fu respectively, where

skFu ;S ¼ ðK
0 ¼ c; L ¼ gr; L0 ¼ ggr; fKj;1 ¼ grj ;

Kj;2 ¼ ðuAj%Þrjn�ðgþcÞrÞgj2½jSj�Þ:

IndexGen ðPP;OKOf
; fkig;O;GÞ. For the object dataset

O ¼ fo1; . . . ; omf
g of each DO Of, Of constructs an index

tree, encrypts each object using a symmetric key, and gener-
ates the key ciphertexts.

� Of constructs an R-tree-based index If for the dataset
O. Specifically, for each leaf node representing a
spatio-textual object oi ¼ fp;Wg, Of first runs Algo-
rithm 1 to encode it into two object vectors vð1Þoi

; vð2Þoi
,

then calls kNN:EncDðvðjÞoi ;OKOf
Þðj 2 ½2�Þ to encrypt vðjÞoi

as an initial subindex ½½vðjÞoi ��. For each non-leaf node

representing a MBR, Of first runs Algorithms 4, 5 to

encode its lower-leaf point ðMll
1 ;M

ll
2 Þ and upper-right

point ðMur
1 ;Mur

2 Þ into vlMBR ¼ fv
l;1
MBR; v

l;2
MBRg; vrMBR ¼

fvr;1MBR; v
r;2
MBRg respectively, then runs kNN:EncD with

OKOf
to encrypt them as initial indexes ½½vlMBR�� ¼

f½½vl;1MBR��; ½½v
l;2
MBR��g; ½½vrMBR�� ¼ f½½v

r;1
MBR��; ½½v

r;2
MBR��g.

� Of encrypts the private data corresponding to each
object oiði 2 ½mf�Þ as ci using the symmetric key ki.
Note that ki is the object encryption key.

� To encrypt each symmetric key kiði 2 ½mf�Þ, Of

sends the access policy G ¼ ðM; rÞ 2 ðZ‘�#
p ; ½‘� ! ZpÞ

to the nearest FS FOf
and they cooperate to generate

the key ciphertext CT �i with two steps.
Step 1: FOf

first randomly generates a vector ~y ¼
ðs; y2; . . . ; y#Þ> 2 Z#

p and computes the shares ~� ¼
ð�1; . . . ; �‘Þ> ¼ M �~y. Then, FOf

randomly picks ‘
elements t1; . . . ; t‘ 2 Zp, computes the intermediate
ciphertext CTi in Eq. (11), and returns it to Of.

CTi ¼ ðC1 ¼ gs; fCi;1 ¼ g�i nti ;

Ci;2 ¼ ðurðiÞ%Þ�ti ; Ci;3 ¼ gtigi2½‘�Þ: (11)

Step 2: Of randomly picks h 2 Zp, then obtains
key ciphertext CT �i as follows:

CT �i ¼ ðG; C ¼ ki � eðg; gÞah; C00 ¼ gbh;

C01 ¼ C1g
h; fCi;1; Ci;2; Ci;3gi2½‘�Þ:

Convert ðSKOf
; IfÞ. Before storing the index tree If, CSP

converts the initial indexes included in each node using the
switch key SKOf

. Specifically, for each initial index ½½v�� ¼
ðM>

Of
va; �M>

Of
vbÞ stored in If, CSP converts it into ½½v��SK ¼

SKOf
� ½½v�� ¼ ðM>va; �M>vbÞ: In this way, ½½vðjÞoi �� stored in

each leaf node is converted into ½½vðjÞoi ��SK. ½½v
l
MBR��; ½½vrMBR��

stored in each non-leaf node are converted into ½½vlMBR��SK ¼
f½½vl;1MBR��SK; ½½v

l;2
MBR��SKg; ½½vrMBR��SK ¼ f½½v

r;1
MBR��SK; ½½v

r;2
MBR��SKg.

TrapGen ðUKUu
; QÞ. Given the spatial query Q ¼

fR;W �g, QU Uu generates two kinds of token corresponding
to the retrieval on the non-leaf node and leaf node,
respectively.

� For retrieval on the non-leaf node, Uu first calls Algo-
rithms 4, 5 to encode the lower-leaf point ðRll

1 ; R
ll
2Þ

and upper-right point ðRur
1 ; Rur

2 Þ of the rectangle

query range R into vlR ¼ fv
l;1
R ; vl;2R g; vrR ¼ fv

r;1
R ; vr;2R g

respectively. Then, Uu runs kNN:EncQ with the user
key UKUu

to encrypt them as non-leaf token

Fig. 6. Framework of PRSQ-F.



TKnleaf ¼ f½½vlR��; ½½vrR��g, where ½½vlR�� ¼ f½½v
l;1
R ��; ½½v

l;2
R ��g,

½½vrR�� ¼ f½½v
r;1
R ��; ½½v

r;2
R ��g

� For retrieval on the leaf node,Uu first calls Algorithm 2
to encode Q into vlQ ¼ fv

l;1
Q ; vl;2Q g; vrQ ¼ fv

r;1
Q ; vr;2Q g,

then runs kNN:EncQ with UKUu
to encrypt them as

TKleaf ¼ f½½vlQ��; ½½vrQ��g.
� Uu obtains the trapdoor TK ¼ fTKnleaf ; TKleafg, and

sends it to CSP.
Search ðTK; SKUu

; fIfg; kÞ. Upon receiving the trapdoor
TK and the value of k from Uu, CSP first converts TK with
the switch key SKUu

, then performs RSQ on each DO’s index
tree If.

� For each encrypted vector ½½v�� ¼ ðMUu
va; �MUu

vbÞ in
the trapdoor TK, CSP converts it into ½½v��SK ¼
SKUu

� ½½v�� ¼ ðM�1va; �M�1vbÞ. In this way, TKnleaf is
converted into TK�nleaf ¼ f½½vlR��SK; ½½vrR��SKg and TKleaf

is converted into TK�leaf ¼ f½½vlQ��SK; ½½vrQ��SKg.
� After that, CSP searches each DO’s index tree If.

For each child of the current node, CSP performs
½½vlMBR��

>
SK � ½½vrR��SK and ½½vrMBR��

>
SK � ½½vlR��SK to obtain

fs01; s02; s03; s04g. If s0i > 0ð8i 2 ½4�Þ, CSP moves to
search its child nodes. When traversing to the leaf
node represented by the object oi, CSP runs Algo-
rithm 3 to compute ½½voi ��

>
SK � ½½vlQ��SK and ½½voi ��

>
SK �

½½vrQ��SK, thereby obtains fsi;1; si;2; si;3; si;4g. If si;i >
0ð8i 2 ½4�Þ hold, oi falls inside R and CSP outputs oi’s
relevance score scoi ¼

P4
i¼1 si;i.

� Finally, CSP sorts all relevance scores in descending
order, chooses top-k relevance scores and returns
corresponding object ciphertexts to Fu.

Decrypt ðfCT �i g; skFu ;S; skUu ;SÞ. To decrypt top-k object
ciphertexts, we need to obtain corresponding symmetric
keys embedded in fCT �i g. The specific decryption is per-
formed by Fu and Uu as follows:

� Fu first checks whether Uu’s attribute set S matches
with the access policy G ¼ ðM; rÞ. If not, output ? ;
otherwise, Fu defines a set I ¼ fi : rðiÞ 2 SgðI � ½‘�Þ,
and there must exist a set of constants f$i 2 Zpgi2I
such that

P
i2I $i�i ¼ s. Fu computes

A ¼
Y
i2I
ðeðLK0L0; Ci;1ÞeðKj;1; Ci;2ÞeðKj;2; Ci;3ÞÞ$i

¼ eðg; gÞðgþcÞrs;

where j is the attribute rðiÞ’s index in S.
� After that, Fu computes D� via Eq. (12), then sends
fC;C00; D�g to Uu.

D� ¼ eðLK0L0; C01Þ
A

¼ eðg; gÞðgþcÞrh: (12)

� Finally, Uu recovers the symmetric key ki as follows
and decrypts the object ciphertext ci to obtain corre-
sponding private data.

ki ¼
C �D�

eðskUu ;S; C
0
0Þ
¼ ki � eðg; gÞah � eðg; gÞðgþcÞrh

eðgðaþðgþcÞrÞ=b; gbhÞ :

Trace ðINSðt;nÞ; PP;MSK; skFu ;S; skUu ;SÞ. When detecting
a suspicious key ðskUu ;S; skFu ;SÞ, TA makes a key sanity
check to verify whether ðskFu ;S; skUu ;SÞ is well-formed:

� skFu ;S is in the form of ðK0; L; L0; fKj;1; Kj;2gj2½l�Þ and
K0 2 Z�p; L; L

0; Kj;1; Kj;2 2 G;
� eðL0; gÞ ¼ eðL; ggÞ;
� 9j 2 ½l�; s:t: eðKj;2; gÞ � eðLK0L0; nÞ ¼ eðKj;1; %Þ�

eðKj;1; uÞAj ;
� eðskUu ;S; g

bÞ ¼ eðg; gÞa � eðLK0L0; gÞ,
which guarantees that ðskFu ;S; skUu ;SÞ can be used in the

well-formed decryption process. Otherwise, ðskFu ;S; skUu ;SÞ
cannot be used to correctly decrypt ciphertexts, thereby not
needing to be traced. For the well-formed ðskFu ;S; skUu ;SÞ, TA
traces the identity embedded in it via Algorithm 6. Specifi-
cally, TA first extracts ðx�; y�Þ by running Deck̂2ðcÞ (line 1),
then checks whether ðx�; y�Þ is on the function f . If so, c is
not be forged and TA calls Deck̂1ðx

�Þ to determine the iden-
tity of malicious QU Uu (line 2-7). Otherwise, ðskUu ;S; skFu ;SÞ
does not need to be traced (line 8-9). Note that malicious
user tracing is independent of RSQ, thereby not affecting
the retrieval efficiency of other QUs. Moreover, the tracing
algorithm does not introduce computationally expensive
operations. Thus, TA does not introduce significant latency
in malicious user tracing.

Algorithm 6. Identity Trace

Input: INSðt;nÞ;MSK; skFu ;S
Output: Identity idu or ?

1: Extract ðx� ¼ &; y� ¼ fð&ÞÞ from &jjfð&Þ ¼ Deck̂2ðcÞ;
2: if ðx�; y�Þ 2 fðx1; y1Þ; . . . ; ðxt�1; yt�1Þg then
3: return idu ¼ Deck̂1ðx

�Þ;
4: else
5: Recover the secret a�0 of INSðt;nÞ by interpolating with t� 1

points fðx1; y1Þ; . . . ; ðxt�1; yt�1Þg and ðx�; y�Þ;
6: if a�0 ¼ fð0Þ then
7: return idu ¼ Deck̂1ðx

�Þ;
8: else
9: return ? .

6 SECURITY ANALYSIS

In this section, we analyze the privacy requirements of
PRSQ-F described in Section 4.4. Before proving that PRSQ-
F guarantees data security against the Selective Chosen-
Plaintext Attacks (IND-SCPA) in Theorem 1, we introduce
the q-type assumption [13], l-SDH assumption [31] and cor-
responding security game.

q-type Assumption. Given the bilinear map parameters
ðG;GT ; p; eÞ and g 2 G; a; s; b1; b2; . . . ; bq 2 Zp, then it com-
putesD including the following terms:

g; gs;

ga
i
; gbj ; gsbj ; ga

ibj ; g
ai=b2

j ; 8ði; jÞ 2 ½q; q�;

g
aibj=b

2
j0 ; 8ði; j; j0Þ 2 ½2q; q; q�; j 6¼ j0;

ga
i=bj ; 8ði; jÞ 2 ½2q; q�; i 6¼ q þ 1;

gsbj=bj0 ; g
sbj=b

2
j0 ; 8ði; j; j0Þ 2 ½q; q; q�; j 6¼ j0:



If there is no Probabilistic Polynomial-Time (PPT) algorithm
S that can distinguish eðg; gÞsa

qþ1
from an element ’

randomly selected from GT , we can say that the PPT algo-
rithm S dose not have a non-negligible advantage �1 in solv-

ing the q-type problem, namely P1 ¼ jPr½SðD; eðg; gÞsa
qþ1
Þ ¼

1� � Pr½SðD;’Þ ¼ 1�j < �1. For a random element h 2 Zp, S
knows the knowledge of h (i.e., gh; gb; gbh for b 2 Zp),
which is less than that of s, thus Eq. (13) holds if the PPT
algorithm S has a negligible advantage �1 in solving the
q-type problem.

�����
Pr½SðD; gbh; eðg; gÞha

qþ1
Þ ¼ 1�

�Pr½SðD; gh; gb; gbh;’Þ ¼ 1�

����� < P1 < �1: (13)

Definition 2. We say that the q-type assumption holds if no
PPT algorithm has a non-negligible advantage �1 in solv-
ing the q-type problem.

l-SDH Assumption. Given the bilinear map parameters
ðG;GT ; p; eÞ and the tuple ðg; gx; gx2 ; . . . ; gxlÞ (x 2 Z�p, g is a
generator of G) as inputs, output a pair ðc; g 1

cþxÞ 2 Zp � G.
The t-time algorithm S does not have a non-negligible
advantage �2 in solving the l-SDH problem if Eq. (14) holds.

Pr
h
Sðg; gx; gx2 ; . . . ; gxlÞ ¼ ðc; g 1

cþxÞ
i
< �2: (14)

Definition 3. We say that the ðl; t; �2Þ-SDH assumption
holds in G if no t-time algorithm has a non-negligible
advantage �2 in solving the l-SDH problem.

Definition 4. (IND-SCPA data security of PRSQ-F). Let S be
a PPT simulator, A be a PPT attacker with challenge
access structure G�. The game between S and A is shown
as follows:

� Initi: A declares the attacked access structure G�,
and sends it to S.

� Setup: S runs Setup to generate the public param-
eters PP and the master key MSK, then sends PP
to A.

� Phase 1: A adaptively selects an attribute set S
from the sets of the attributes fS1; S2; . . . ; SQ1

g
and sends it to S, who runs KeyGen to output
the private key sk and sends it to A. There is a
restriction that A cannot query the sets that
satisfy G.

� Challenge: A picks two equal-length symmetric
keys k0; k1 and sends them to S, then S flips a coin
b 2 f0; 1g, runs IndexGen to output the final key
ciphertext CT �b , and sends CT �b to A.

� Phase 2: In the same restriction, A asks for the pri-
vate key for another sets of attributes.

� Guess: A outputs his guess b0 for b.
We say that PRSQ-F is IND-SCPA data security if for any

PPT attacker in the above security game, it has at most a neg-

ligible advantage AdvIND�SCPA�DataA ð1hÞ ¼ ½Pr½b0 ¼ b� � 1=2�
< �1��2

2 .

Theorem 1. PRSQ-F is IND-SCPA data security if the q-type
assumption and l-SDH assumption hold.

Proof. To prove the data security of PRSQ-F, we simulate
the security game defined in Definition 4 with a PPT sim-
ulator S and a PPT attacker A. The proof process is based
on the schemes [13], [32].

� Initi: S receives the challenging access structure
G� ¼ ðM�; r�Þ 2 ðZ‘�#

p ; ½‘� ! ZpÞ, where ‘; # 
 q.
� Setup: [13] gives its following public parameters to S:

u ¼ g~u �
Y

ði;jÞ2½‘;#�
ðgaj=b2i ÞM

�
i;j ;

% ¼ g~% �
Y

ði;jÞ2½‘;#�
ðgaj=b2i Þ�r

�ðiÞM�i;j ;

n ¼ g~n �
Y

ði;jÞ2½‘;#�
ðgaj=biÞM

�
i;j ;

eðg; gÞa ¼ eðga; gaq Þ � eðg; gÞ~a: (15)

Then, S randomly selects b; g 2 Zp and gives the
public parameters of PRSQ-F PP ¼ fQ; g; u; %; n; gb;
gg ; eðg; gÞag toA.

� Phase 1: When receiving ðid; SÞ from A, S first
obtains K0; L; L0; fKj;1; Kj;2gj2½jSj�, which are the
same with that of the selective security proof
of [13], then computes

K0 ¼
�
g~a � g~r �

Y#
i¼2

�
ga

qþ2�i
	wi


1
b

: (16)

Finally, S returns the private key sk ¼ ðK0; K
0; L;

L0; fKj;1; Kj;2gj2½jSj�Þ to A.
� Challenge: A randomly picks two symmetric keys

with equal length and sends them to S. S first
obtains Ci;2; Ci;3ði 2 ½‘�Þ, which are same with that
of the selective security proof of [13], then ran-
domly selects h 2 Z�p and flips a coin b 2 f0; 1g to
compute

C ¼ kb � T 0 � eðg; gÞh~a; C1 ¼ gs;

C00 ¼ ðgbÞ
h; C01 ¼ C1 � gh;

Ci;1 ¼ g
~�i � ðgsbiÞ�~n �

Y
ði;jÞ2½‘;#� i6¼i

ðgsajbi=biÞ�M
�
i;j :

Finally, S sends the tuple CT �b ¼ ððM�; r�Þ; C; C00;
C01; fCi;1; Ci;2; Ci;3gi2½‘�Þ to A.

� Phase 2: S repeats the process in Phase 1.
� Guess: A outputs his guess b0 for b. If b0 ¼ b, S out-

puts 0, i.e., it indicates that the challenge term is
T 0 ¼ eðg; gÞha

qþ1
. Otherwise, S outputs 1 indicating

that T 0 is a random element in group GT .
If T 0 ¼ eðg; gÞha

qþ1
, then A can break the security game

at least with a non-negligible advantage �1 � �2, and the
advantage of S in solving the q-type assumption and
l-SDH assumption is 1

2þ �1 � �2 and 1
2 otherwise. Thus, the

advantage of S in breaking the above security game is 1
2 �

ð12þ �1 � �2Þ þ 1
2 � 12� 1

2 ¼
�1��2
2 . Therefore, we can declare

that PRSQ-F is IND-SCPA data security on condition that
the q-type assumption and l-SDH assumption hold. tu

Before proving that PRSQ-F is index confidentiality,
query confidentiality and trapdoor unlinkability in Theorem



2, we introduce the definition of non-adaptive semantic secu-
rity the Theorem 2 is based.

Definition 5. (Non-adaptive semantic security). The proba-
bilistic experiments between A and S are shown as
follows:

RealAðhÞ: the challenger runs KeyGenð1hÞ to generate
an owner key OKf and corresponding switch key SKf

for each DO Of and a user key UKu and corresponding
switch key SKu for each QU Uu. A outputs the dataset O
and receives an index tree EðOÞ from the challenger such
that EðOÞ  IndexGenðO; OKfÞ. Based on EðOÞ, A
makes a polynomial number of spatial queries Q ¼
ðQ1; . . . ; QnÞ and for each query Qj 2 Q, A receives a
trapdoor TKj from the challenger such that TKj  
TrapGenðQj; UKuÞ. Finally, A outputs v ¼ ðEðOÞ; T Þ,
where T ¼ ðTK1; . . . ; TKnÞ.

SimA;SðhÞ: A outputs the dataset O. Given the leakage
LðO;QÞ, S generates and sends the index tree EðOÞ to A.
Besides, S generates an appropriate trapdoor TKj for
each spatial query Qj. Finally, A outputs v ¼ ðEðOÞ; T Þ,
where T ¼ ðTK1; . . . ; TKnÞ.

We say that PRSQ-F guarantees the index confidenti-
ality, query confidentiality and trapdoor unlinkability in
our threat model if for any PPT adversary A, there exists
a PPT simulator S such that for all PPT distinguishers D,

�����
Pr½DðvÞ ¼ 1 : v RealAðhÞ�
�Pr½DðvÞ ¼ 1 : v SimA;SðhÞ�

����� 
 negðhÞ:

Theorem 2. Index confidentiality, query confidentiality and
trapdoor unlinkability of PRSQ-F are guaranteed in our threat
model.

We first introduce some auxiliary notions:

� History includes an object dataset O ¼ fo1; . . . ; omg
and a set of spatial queries Q ¼ fQ1; . . . ; Qng,
defined as H ¼ ðO;QÞ, where Qj ¼ fRj1 ; wj2g and
Rj1 ; wj2 are randomly selected from the query range
set and query keyword setW �, respectively.

� View is defined as vðHÞ ¼ fEðOÞ; T g, where EðOÞ is
an index tree built by O ¼ fo1; . . . ; omg, T ¼
fTK1; . . . ; TKng is the trapdoor set.

� Trace captures the information learned by CSP,
defined as TrðHÞ ¼ fd;m;U; spðHÞ; apðHÞg. Here, U
is the number of cloud clients. spðHÞ is the search
pattern defined as a n� n symmetric bit matrix
such that for i; j 2 ½n�, spðHÞ½i�½j� ¼ 1 if TKi ¼ TKj.
apðHÞ is the access pattern defined as apðHÞ ¼
fFðQ1Þ; . . . ;FðQnÞg, where FðQjÞ includes the
objects’ identities in the range Rj1 and contains wj2 .

Proof. We describe a PPT simulator S such that for all PPT
adversaries A, the outputs of RealAðhÞ and SimA;SðhÞ are
computationally indistinguishable. Given the dimension
of an object vector d and number of cloud clients U leaked
in the trace TrðHÞ, the simulator S randomly selects two
d� d invertible matrices A�t;1;B

�
t;1 for t 2 ½U �, and sets

M� ¼ A�1;1 � � � � �A�U;1;
�M� ¼ B�1;1 � � � � � B�U;1. After that,

it sets the switch key SK�t ¼ fðA�t;1Þ
�1M�; ðB�t;2Þ

�1 �M�g.
Finally, the simulator S with the trace TrðHÞ generates a

string v�ðHÞ ¼ ðE0ðOÞ; T 0Þ. First, according to the size of
the dataset leaked in LðO; QÞ, S randomly selects m
points fðxi; yiÞ 2 R2g, then simulates T 0 and E0ðOÞ as
follows.

Simulate T 0: For each query Qjðj 2 ½n�Þ, the simulator

S generates the trapdoor TK0j ¼ f½½vlQj
��0; ½½vrQj

��0; ½½vlR� ��
0;

½½vrR� ��
0g as follows. Then, S obtains T 0 ¼ fTK01; . . . ; TK0ng.

� According to the access pattern apðHÞ, S con-
structs two empty sets Rx;Ry. For i 2 ½m�, if
ðxi; yiÞ is in Qj’s query range, then it puts xi in Rx

and yi in Ry.
� S chooses four random numbers Rll

1 ; R
ll
2 ; R

ur
1 ; Rur

2

such that x� < Rll
1 < minRx;maxRx < Rur

1 < xþ; y� <

Rll
2 < minRy;maxRy < Rur

2 < yþ, where minRx;maxRx

are the minimal value and maximal value in Rx,
respectively; minRy;maxRy are the minimal value
and maximal value in Ry, respectively ; x�; xþ are
the first values in fx1; . . . ; xmg smaller than minRx

and larger than maxRx, respectively; y�; yþ are
the first values in fy1; . . . ; ymg smaller than minRy

and larger than maxRy, respectively. It obtains the
query range R� ¼ fðRll

1 ; R
ll
2Þ; ðRur

1 ; Rur
2 Þg.

� For each wj2 2W �, S generates a d2-dimensional
zero vector vW� , randomly selects an unselected
cell lj2 2 ½d2� and sets vW� ½i� ¼ 1. Then, S encodes
R�; vW� with Algorithm 2, and randomly picks a
pair of elements ðA�i;1;B�i;1Þi2½U� from fðA�j;1;B�j;1Þg
as the user key to encrypt the encoded query as
½½vlQ��

0; ½½vrQ��
0.

� S encodes R� with Algorithm 4, Algorithm 5, then
runs the algorithm kNN:EncQ with ðA�j;1;B�j;1Þ to
obtain ½½vlR� ��

0; ½½vrR� ��
0.

Simulate E0ðOÞ: According to O, S generates an
encrypted index tree E0ðOÞ as follows:

� For each spatio-textual object oiði 2 ½m�Þ, S gener-
ates a d2-dimensional zero vector vW . Then, for
each wj2 2W �, S sets vW ½i� ¼ lj2 if wj2 in oi.

� S encodes ðxi; yiÞ; vW ði 2 ½m�Þ with Algorithm 1,
then randomly picks a pair of unselected elements
ðA�i;1;B�i;1Þ from fðA�t;1;B�t;1Þgt2½U � as the owner key
to encrypt the encoded object as ½½voi ��

0.
� S first builds an R-tree-based index for m

selected points fðxi; yiÞg, then encodes each MBR
with Algorithms 4, 5, finally runs the algorithm
kNN:EncD with ðA�i;1;B�i;1Þ to obtain ½½vlMBR��

0;
½½vrMBR��

0.
We now claim that no PPT distinguisher D can distin-

guish v ¼ ðEðOÞ; T Þ and v� ¼ ðE0ðOÞ; T 0Þ. From the simu-
lation process, we find the indistinguishability of the index
tree and trapdoors is based on the indistinguishability of
kNN and the introduced randomness. The schemes [10],
[28] have shown that the encrypted contents of kNN are
indistinguishable in our threat model. In addition, the ran-
domness introduced in encoding and splitting prevents D
fromusing the leaked specific contents in the spatial queries
to distinguish T and T 0, namely randomness ensures the
trapdoor unlinkability. Thus, AdvðDðEðOÞ;E0ðOÞÞÞ 

neg1ðhÞ and AdvðDðT ; T 0ÞÞ 
 neg2ðhÞ. Therefore, we have
Eq. (17), indicating that the index confidentiality and query



confidentiality of PRSQ-F are guaranteed in our threat
model.

jPr½DðEðOÞ; T Þ ¼ 1� � Pr½DðE0ðOÞ; T 0Þ ¼ 1�j

 neg1ðhÞ þ neg2ðhÞ :¼ negðhÞ: (17)tu

7 PERFORMANCE ANALYSIS

In this section, we analyze the performance of PRSQ-F theo-
retically and experimentally by comparing it with GRSE-
tree [6], FastGeo [7], MRSF [17] and CPAD [19].

7.1 Theoretical Analysis

We present the computation cost of PRSQ-F and comparison
schemes in Table 3. We mainly consider several time-consum-
ing operations, i.e., modular exponentiation, bilinear pairing,
inner product, and pseudo-random function operations. Let
TE; TP; TDOT; TR be corresponding time complexities. For the
inner product of two d-dimensional vectors, we have TDOT 

d � TM, whereTM is the time complexity ofmultiplication oper-
ation. In IndexGen, PRSQ-F encrypts each vector stored in R-
tree using the algorithm kNN:EncD, which costs 2d2TM. There
are two object vectors in each leaf node and four MBR vectors
in each non-leaf node. Thus, the computation cost of encrypt-
ing the index tree is ð2mþ 4m0Þ � 2d2TM, wherem0 is the num-
ber of non-leaf nodes in the R-tree index. Besides, FS and DO
in PRSQ-F cooperate to encrypt each object under the access
policy G, which cost ð5‘þ 1ÞmTE and 3mTE, respectively.
Although the computation cost of CPAD to encrypt an object
is less than that of PRSQ-F, QU in CPAD bears the whole com-
putation cost. InTrapGen, PRSQ-F encrypts each query vector
using the algorithm kNN:EncQ, which costs 2d2TM. Thus, the
computation cost of generating the trapdoor TK is 8 � 2d2TM.
In Search, PRSQ-F first costs 8 � 2d2TM to convert the trapdoor
with corresponding switch key, then costs 4m00 � 2dTM to
obtain top-k object ciphertexts, where m00 is the number of
nodes encountered during retrieval. The computation cost of
PRSQ-F is less than that of MRSF and FastGeo, GRSE-tree due
tom00 � m and TM � TP, respectively. InDecrypt, FS and QU

in PRSQ-F cooperate to decrypt k object ciphertexts, which
cost jI jkð3TP þ TEÞ and kTP respectively, where jI j is the size
of I . In CPAD, without search function QU needs to perform
m decryption operations.

7.2 Experimental Tests

We conduct experiments on anUbuntu 16.04 Serverwith 3.60
GHz 3.19 GHz Intel(R) Core(TM) i5-6500K CPU by using
Python and Paring Based Cryptography (PBC) library. In the
PBC library, the pairing operation is evaluated on the curve
EðFqÞ : y2 ¼ x3 þ x, where q ¼ 512 and the order of group G

and group GT is p ¼ 160. The test dataset consists of 16,182
North Carolina’s business objects from the Yelp dataset,4 The
description and distribution of the test dataset are shown in
Table 4 and Fig. 7a, respectively. Each object includes spatial
location, attribute, and category description. We extract 1,804
keywords from the category description and 44 attributes
from the attribute description. In the following experiments,
the degree of index tree in PRSQ-F is set to 20; d1 in PRSQ-F is
set to 12; d3 in MRSF is set to 20 including 15 access roles and
5 randomnumbers;LV in FastGeo is set to 100. It isworth not-
ing that the search precision of PRSQ-F is 100%, since the
computation result of Algorithm 3 does not introduce ran-
domness, and the encryption mechanism kNN ensures that
the computation result in plaintext domain is equal to that in
ciphertext domain, i.e., ½½p��> � ½½q�� ¼ p> � q . Therefore, we
focus on testing the efficiency of our scheme.

KeyGen. In Fig. 7b, we plot the key generation time of
PRSQ-F in different number of textual keywords d2, differ-
ent number of DOs No, and different number of QUs Nu.
The key generation time is greatly affected by the number
of textual keywords. The reason is that the key generation
time is mainly used for matrix multiplication, and the
matrix dimension is mainly determined by d2. Besides, we
notice that the key generation time of ten QUs and one DO
is higher than that of one QU and ten DOs. The reason is
that TA needs to generate an additional pair of private keys
for each QU. Table 5 shows that the key generation time of
PRSQ-F increases with the number of user attributes jSj,
where d2 ¼ 1800, Nu ¼ 1. In the following tests, we assume
that the number of DOs and QUs is 1.

IndexGen. Figs. 7c and 7d show the index construction
time of all schemes in different number of objectsm and dif-
ferent number of textual keywords d2, respectively. We find
that the index construction time of FastGeo is much higher

TABLE 3
Theoretical Computation Cost in Different Schemes

Schemes Index construction Key encryption Trap. generation Search Ciphertext decryption

DO FS DO QU CSP FS QU

GRSE-tree [6] ð2þ 6LBÞðmþm0ÞTE — — 8LBTE m00ð2LB þ 2ÞTP — —
Fastgeo [7] ð2þ 6LV ÞmTE þmTR — — k0ð8LV TE þ TRÞ m00ð2LV þ 2ÞTP — —
MRSF [17] 2ðd2 þ d3Þ2mTM — — 2ðd2 þ d3Þ2TM 2mðd2 þ d3ÞTM — —
CPAD [19] — — ð3‘þ 2ÞmTE — — — jI jmð2TP þ TEÞ
PRSQ-F ð2mþ 4m0Þ � 2d2TM ð5‘þ 1ÞmTE 3mTE 8 � 2d2TM 4ðdþm00Þ � 2dTM jI jkð3TP þ TEÞ kTP

LV : Length of vector; LB: Size of Bloom filter; k0: Number of encoded query vectors; m0: Number of non-leaf nodes; m00: Number of nodes encountered during
retrieval; d3: Number of access roles and random numbers.

TABLE 4
Descriptions About Test Dataset

Name Test dataset

Number of objects 16182
Number of attributes 44
Number of keywords 1804
Spatial location area f½34:9�; 35:5��; ½�81:2�;�80:5��g 4. The Yelp dataset contains 160,585 business objects are distributed

in 34 states in the United States. https://www.yelp.com/dataset.

https://www.yelp.com/dataset


than that of PRSQ-F, as FastGeo introduces time-consuming
modular exponentiation operation. Compared with MRSF,
PRSQ-F takes longer time to construct the index, but it is
more efficient in trapdoor generation and search phases.

Fig. 7e shows that the key encryption time of PRSQ-F and
CPAD increases with the number of system attributes ‘.
Moreover, in PRSQ-F, DO’s key encryption time is hardly
affected by ‘ and FS bears most of the key encryption cost.
When ‘ ¼ 20, the key encryption time of DO in CPAD is
about 25 times that in PRSQ-F, which indicates that the
cloud-assisted fog computing framework reduces the com-
putation burden of DOs. Table 6 shows that the computa-
tion cost of encrypting an object key is higher than that of
encrypting an object vector, where d2 ¼ 1800; ‘ ¼ 20. Fortu-
nately, PRSQ-F shifts most of the key encryption computa-
tion from DO to FS without loss of data confidentiality.

TrapGen. In Fig. 7f, we notice that the trapdoor generation
time of PRSQ-F, MRSF increases with the number of textual
keywords d2, which is consistent with the theoretical analysis.
The difference is that the trapdoor generation time of PRSQ-F
is much less than that of MRSF. This is because inMRSF large
numbers are added to query vector and large number multi-
plication is performed to achieve fine-grained access control.

Search. To demonstrate the effect of index tree, we use
PRSQ-L to denote our scheme without constructing index
tree and compare its performance with PRSQ-F. We conduct
10 random queries. For each query, we randomly select a
point from f½34:9�; 35:5��; ½�81:2�;�80:5��g as a center point
to generate a square with the length of 0:1�. Taking this
square as the query range R, we obtain the average query
results shown in Tables 7 and 8. In Table 7, the search time
of all schemes grows with the number of textual keywords
d2, where m ¼ 2000. Compared with PRSQ-L, the search
time of PRSQ-F is reduced by about half due to the use of
index tree. Table 8 shows the search time in different num-
ber of objects m, where d2 ¼ 1800. Although the search time
of PRSQ-F increases with m, PRSQ-F is extremely efficient.
Even the search time of PRSQ-L is about 20 faster than that
of Fastgeo. In addition, the search time of MRSF is much

Fig. 7. Practical performance analysis.

TABLE 5
Key Generation Time of PRSQ-F in Different Number of User

Attributes

jSj 5 10 15 20 25 30

Time (s) 3.51 3.53 3.55 3.58 3.60 3.63

TABLE 6
Comparison of Index Construction Time and Key Encryption

Time

Algorithm Index construction Key encryption

Entities DO FS DO
Time (ms) 11.86 119.29 4.83

TABLE 7
Search Time in Different Number of Textual Keywords (ms)

d2 MRSF PRSQ-L PRSQ-F

300 249.54 29.22 2.99
600 480.42 31.28 4.43
900 705.36 35.97 9.25
1200 937.72 41.59 15.13
1500 1167.55 46.71 21.89
1800 1398.95 50.79 30.38

TABLE 8
Search Time in Different Number of Objects (ms)

m MRSF FastGeo PRSQ-L PRSQ-F

2000 1440.15 994.65 53.67 31.21
4000 2888.62 1664.99 96.91 32.54
6000 4265.60 2478.43 138.40 33.73
8000 5589.61 3223.68 181.02 34.13
10000 6895.18 4687.36 226.29 35.22
12000 7998.45 5312.40 276.68 36.38



higher than that of PRSQ-F, as the access control machine in
MRSF introduces large number multiplication which is
time-consuming. Note that the search time of PRSQ-L,
PRSQ-F includes the trapdoor conversion time.

Decrypt. In Fig. 7g, we plot the computation cost of
decrypting a key ciphertext in different number of user
attributes jSj. In PRSQ-F, the ciphertext decryption time of
FS is much more than that of QU and it is greatly affected
by jSj, while the decryption time of QU is about 1 millisec-
ond and is not affected by jSj. The ciphertext decryption of
QU in CPAD is about 100 times that in PRSQ-F. We con-
clude that the cloud-assisted fog computing framework
reduces the computation burden of resource-limited QUs.
Table 9 shows the comparison of trapdoor generation time
and ciphertext decryption time, where d2 ¼ 1800; jSj ¼ 10.
Through shifting most of encryption computation from QU
to FS, the computation cost of QU in each query is nearly
halved.

8 CONCLUSION

In this work, we proposed a privacy-preserving ranked spa-
tial keyword query scheme in mobile cloud-assisted fog
computing, namely PRSQ-F. It first designed a novel com-
parable product encoding strategy to support Ranked Spa-
tial keyword Query (RSQ), then used a conversion protocol
to achieve privacy-preserving RSQ in the asymmetric envi-
ronment. In addition, PRSQ-F employed T-LU-CPABE to
achieve decryption of RSQ results without sharing the same
secret key and malicious user traceability. Moreover, PRSQ-
F constructed an R-tree-based index to achieve efficient
retrieval. Both security and performance analysis demon-
strated that PRSQ-F could guarantee the security of out-
sourced spatio-textual data and achieve efficient retrieval.
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