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Abstract—Cloud computing has emerged as a popular choice
for distributing data among both individuals and companies.
Ciphertext-policy attribute-based encryption (CP-ABE) has been
extensively used to provide data security and enable fine-grained
access control. With this encryption technique, only users whose
attributes satisfy the access policy can access the plaintext. In
order to mitigate the computational overhead on users, particularly
on lightweight devices, partial decryption has been introduced,
where the cloud assists in performing the decryption computa-
tions without revealing sensitive information. However, in this
process, the cloud obtains the user’s attributes, thus infringing
on the user’s privacy. To address this issue, this article proposes
a privacy-preserving cloud-based data distribution system with
filtering (PPDF) to enable partial decryption without revealing
the user’s attributes. The proposed system also employs an edge
server to assist the user in filtering out invalid ciphertexts, i.e.,
ciphertexts where the user’s attributes do not satisfy the access
policy, and transmit only the valid partially decrypted ciphertexts
to the data receiver. Consequently, the proposed PPDF scheme
achieves constant decryption cost for the data receiver. We provide
a security proof and a performance evaluation of the proposed
scheme, which confirms its effectiveness and practicality in various
real-world applications.

Index Terms—Privacy-preserving, date sharing, date filtering,
outsource decryption, attributes test.

I. INTRODUCTION

THE exponential growth of data has prompted a surge in the
adoption of cloud storage in recent years. Cloud storage

offers the benefits of cost efficiency, scalability with multiple
users, and disaster recovery, which has been leveraged by IT
giant companies like Xerox, Netflix, and Best Buy to accelerate
their business operations. However, the security of cloud-stored
data also needs to be carefully considered to ensure data confi-
dentiality, integrity, and availability. According to the Verizon
Data Breach Investigations Report (DBIR), the number of cloud
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security breaches in 2021 surpassed on-premises breaches for
the first time, highlighting the need for robust security mea-
sures [1]. To securely share data with the intended recipient,
data owners can encrypt the plaintext before uploading it to
the cloud server, ensuring that the cloud server cannot access
the data without the secret key. However, traditional public key
encryption approaches do not provide flexible data sharing, as
data owners would need to encrypt the plaintext under different
public keys, resulting in redundant ciphertexts. Attribute-based
encryption (ABE) [2], [3], [4], [5], [6] has been proposed to
ensure end-to-end data security in cloud storage, enabling data
owners to specify access policies during encryption and realize
flexible access control.

Despite the potential benefits of ABE in cloud storage, many
secure data sharing systems using ABE suffer from inefficiency,
particularly due to the high computational cost of the decryption
algorithm. For some schemes, the computational cost grows
linearly with the complexity of the access policy, which poses
significant challenges for practical implementation. To address
this issue, several cloud computing-based schemes have been
proposed in recent years [7], [8], [9], [10]. Fig. 1(a) depicts a
typical cloud computing-based data subscription architecture,
where the data owner encrypts the data on different access
policies and uploads the ciphertexts to the cloud server. The
authority issues the secret key to the data receiver based on
his/her attributes, while also generating a transformation key and
sending it to the cloud. Prior to pushing the subscribed data to the
data user, the cloud server verifies whether the attributes in the
transformation key satisfy the policy in the ciphertext. If they do
not satisfy, the cloud server outputs nothing; otherwise, the cloud
server executes the partial decryption algorithm and outputs the
partially decrypted ciphertext to the data receiver. In addition,
some cloud computing-based schemes provide mechanisms for
the data receiver to verify whether the cloud server runs the
partial decryption algorithm honestly or outputs a junk value.

While cloud computing has made data sharing more con-
venient for users, protecting their privacy poses ongoing chal-
lenges. Specifically, when the cloud is utilized for partial decryp-
tion of ciphertext, the user’s attributes are directly exposed to the
cloud server. These attributes contain sensitive information and
can potentially reveal the user’s true identity. One approach to
preserve user privacy is to use a transformation key with hidden
attributes. The cloud server performs partial decryption without
attribute matching and sends the partially decrypted ciphertext to
the user. However, this method incurs significant computing and
storage overhead for the user to determine whether the received
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Fig. 1. The different architectures between general system and our proposed system.

data belongs to them, which may not be feasible for lightweight
devices with limited resources. Alternatively, certain attribute-
based encryption schemes with hidden policy properties have
been proposed, such as those discussed in [11], [12], [13], which
offer privacy protection. Nevertheless, when delegating partial
decryption power to the cloud, the cloud server still needs to
transmit all partially decrypted ciphertexts to the user, who then
needs to identify which one belongs to them.

In summary, the computational complexity of performing
several bilinear operations on a device with limited resources is
inefficient. Therefore, our objective is to leverage cloud servers
to reduce the computational burden on users, while simulta-
neously utilizing edge computing [14], [15], [16] to protect
user privacy. As such, the objective of this paper is to not only
safeguard user privacy, but also optimize user computational
efficiency.

A. Application Case

Consider the scenario of firmware distribution within an In-
ternet of Things (IoT) network, comprising various device types,
each with distinct attributes. The encrypted firmware is uploaded
to a cloud server. It’s presupposed that both the cloud server
and the edge server are semi-honest, meaning they adhere to
the protocol but may attempt to derive as much information as
possible from received messages. Moreover, it is assured that
no collusion will occur between them. Upon the IoT device
requesting firmware, it first transmits this request to the edge
server. The edge server then communicates this request to the
cloud server to retrieve the ciphertext. The cloud server uses the
transformation key to execute the partial decryption algorithm,
then, returns the results to the edge server. The edge server tests
whether the end device’s attributes satisfy the access policy in
the ciphertext. If the test passes (i.e., the content belongs to
the specified device), the edge server pushes the ciphertext to
the end device. By employing the proposed PPDF scheme, it
dramatically reduces the computation overhead of the end device
while hiding the content and recipients of the firmware.

B. Our Contributions

To achieve our goal, we propose a Privacy-Preserving Cloud-
Based Data Distribution System with Filtering (PPDF) that help
users partially decrypt ciphertexts and accurately push valid
ciphertexts to the users. Our proposed scheme, illustrated in
Fig. 1(b), utilizes the cloud server to perform partial decryp-
tion, while concealing the user’s attributes (i.e., blindly and
partially decryption). Subsequently, the edge server filters the
ciphertexts for the data receiver, returning only the partially
decrypted ciphertext that satisfies the access policy of the user’s
attributes. Invalid ciphertexts are filtered out. We implemented
our proposed scheme on a personal computer and a Raspberry
Pi 3b, demonstrating its security, flexibility, and practicality in
real-world applications. The main contributions of our work are
as follows:

1) We designed a privacy-preserving cloud-based data distri-
bution system with filtering, which allows the data owner
to upload encrypted messages without revealing the access
policy to the cloud server. The cloud server is only able
to obtain the index of the attributes, which are blinded.
Finally, the edge server pushes the filtered ciphertexts to
the data user.

2) Our scheme supports the AND gates access structures. We
prove that our scheme is selective-CPA (chosen-plaintext
attacks) secure under the n-BDHEasym assumption (n
denotes the total number of attributes in the universe).

3) We implemented our scheme using the RELIC crypto-
graphic meta-toolkit [17] on a PC and a Raspberry Pi 3b.
Compared with previous work, our scheme improves the
computational efficiency on the user side. For the data
receiver, the computational cost does not increase with
the growth of the number of attributes.

C. Organization of This Paper

The rest of this paper is organized as follows. In Section II,
we show the related work about attribute-based encryption and



outsourcing decryption schemes briefly. In Section III, we de-
scribe the notations and access policy. In Section IV, we show the
PPDF architecture, the threat model and the protocol workflow.
In Section V, we give the algorithm definitions and the system
design in detail. In Section VI, we prove the proposed system can
preserve privacy and is CPA (chosen-plaintext attacks) secure.
We demonstrate our evaluation results in Section VII, before
concluding this paper in the last section.

II. RELATED WORK

A. Attribute-Based Encryption

After Sahai and Waters [2] introduced the fuzzy identity-
based encryption (IBE) as the first ABE scheme, many ABE
schemes have been proposed in the past decade. There are
two categories of ABE: KP-ABE (key-policy ABE) [18], [19]
and CP-ABE (ciphertext-policy ABE) [5], [6], [20], [21]. In
CP-ABE, user’s secret key is associated with an attribute list,
and the ciphertext specifies an access policy. On the contrary, in
KP-ABE, the access policy is encoded into a user’s secret key,
and the ciphertext is generated with a related attribute list. Due
to the data owner can control the access policy determination
in CP-ABE, therefore, CP-ABE has received wider attention,
especially in cloud-based data sharing.

Bethencourt et al. [3] introduced a first CP-ABE scheme
which supports tree-based access policy, they use a two-level
random masking methodology to construct a private key ran-
domization technique. Cheung and Newport [4] proposed CP-
ABE scheme in which AND gate policies which access struc-
tures are AND gates on positive and negative attributes. They
proved their scheme is CPA (chosen-plaintext attacks) secure
under DBDH assumption. However, these schemes either sup-
port a limited access structure or the security proof should in the
generic group model.

To solve this problem, Goyal et al. [22] introduced the first
construction of CP-ABE scheme, the security proof is based on
a number theoretic assumption, and it supports advanced access
structures. Following this work, Liang et al. [23] designed a new
bounded CP-ABE scheme which can reduce the computation
cost during the encryption and decryption phase. Lewko et
al. [24] proposed a fully secure ABE scheme, which is proved
secure from three static assumptions.

Nevertheless, the ciphertext in most previous schemes are
linear increasing of the numbers of access policy. Herranz et
al. [25] proposed an ABE scheme with constant size ciphertexts
which supports threshold policies. Susilo et al. [26] introduced
a more efficient ABE scheme with constant size ciphertexts. In
addition, Waters [5] introduced a new CP-ABE scheme which
can support LSSS access policies. Ding et al. [27] presented
an extended framework of privacy-preserving computation with
flexible access control which can adapt to different application
scenarios with sound scalability. While, the computational cost
of decryption algorithm is still heavy to the data receiver.

B. ABE With Outsourcing

To reduce the computational cost for data receiver when
executing the decryption algorithm, Green et al. [7] considered

outsourcing the billiard computation to a proxy, which can
greatly reduce the computational overhead of the data receiver.
In their scheme, a transformation key is generated for the proxy,
and it will not reveal any information about the secret key.
Also, the proxy can learn nothing about the plaintext. How-
ever, it cannot guarantee whether the proxy runs the algorithm
correctly.

Lai et al. [8] designed a ABE scheme with verifiable out-
sourced decryption, the main technique is to add an extra en-
cryption instance in the ciphertext. Lin et al. [28] proposed
a more efficient ABE scheme with verifiable outsourced de-
cryption, they used symmetric-key encryption and commitment
to construct their scheme. Mao et al. [29] proposed generic
constructions of CPA-secure and RCCA-secure ABE systems
with verifiable outsourced decryption. Xu et al. [30] introduced a
CP-ABE outsourced decryption scheme with public verification.
However, Li et al. [31] showed that the efficient of [30] is low,
and it is not feasible.

Besides, the above schemes will reveal data receiver’s at-
tributes to the proxy, due to the transformation key contains
user’s attributes, the policy in the ciphertext can also expose
some information about user’s attributes. In addition, there are
also some schemes [10], [32] that outsource the user’s compu-
tation to edge servers.

However, the existing literature lacks a feasible solution that
simultaneously minimizes users’ computation cost while pre-
serving their privacy. To address this gap, our paper introduces
a novel scheme called PPDF. In PPDF, we leverage the cloud
for storing and performing partial decryption of ciphertext,
thereby minimizing the computation cost for users. Addition-
ally, we employ an edge server to safeguard users’ privacy
and filter out invalid ciphertext. By combining these elements,
PPDF offers an effective solution that addresses both the com-
putational and privacy concerns in attribute-based encryption
systems.

III. PRELIMINARIES

Let S denote a random distribution or set, and a
r←− S denote

that a is selected from S randomly. If ∀c > 0, ∃λ′, ∀λ ≥ λ′,
μ(λ) ≤ 1

λc , the function μ(λ) is called negligible. P.P.T denotes
a probabilistic-polynomial time algorithm, and PKG (Private
Key Generator) denotes a trusted private key generator. H is a
secure hash function, such that H : {0, 1}∗ → Zp.

A. Access Policy

An access policy W , namely a ciphertext policy in CP-ABE,
is a rule that returns either 0 or 1 given an attributes set L. We
say that L satisfies W if and only if W answers 1 on L. Notation
L |= W denotes that L satisfies W , and the case of L does not
satisfy W is denoted by L 
|= W . In this paper, an attributes
set L = {v1,l1 , v2,l2 , . . . , vi,li , . . . , vn,ln} and an access policy
W = {W1,W2, . . . ,Wi, . . . ,Wn} = ∧i∈IWWi, where IW is a
subscript index set and IW = {1 ≤ i ≤ n,Wi 
= ∗} (wildcard
∗ in W plays the role of “don’t care” value), we say L |= W if
Li = Wi or Wi = ∗ for all 1 ≤ i ≤ n, otherwise, L 
|= W .



Fig. 2. PPDF architecture.

IV. PPDF IN A NUTSHELL

The proposed PPDF system aims to minimize users’ compu-
tation overhead without leaking any user’s privacy, including the
attributes. It allows a cloud to partially decrypt the ciphertext,
but learns nothing about the plaintext, user’s secret key, or the
attributes. Then, the cloud server sends all the partially decrypted
ciphertexts to the edge server. When the user’s attributes satisfy
the ciphertext policy, the edge server will send the ciphertext to
the user. Finally, the user does an ElGamal-like decryption to
obtain the plaintext.

A. System Architecture

As shown in Fig. 2, the proposed system contains five different
entities: an authority, a cloud server, an edge server, a data owner,
and data receivers.
� The authority is a trusted entity in our system, it holds

the master secret key and conducts the entire system. The
authority issues the secret key to the data receiver according
to the user’s attributes. It also generates the corresponding
transformation key to the edge server. Note that, we assume
that the authority neither colludes with any other entities
nor is compromised.

� The cloud server is a semi-honest entity in our system, the
encryption of the data is stored on the cloud server, and it
helps the data receiver partially decrypt the ciphertext.

� The edge server is a semi-honest entity in our system, it
receives all the partial decrypted ciphertext, and helps the
data receiver to filter the message (i.e., only the user’s at-
tributes satisfy the policy, it will send the partial decrypted
ciphertext to the data receiver).

� The data owner encrypts the message M under the policy
W , and generates a corresponding ciphertext CT . Then
he/she uploads the ciphertext with the index of the policy
IW . Therefore, the cloud server cannot obtain the exact
policy in the ciphertext.

� The data receiver receives the subscribed data from the
edge server. It first obtains a partially decrypted ciphertext
from the edge server. Then, the data receiver decrypts the
ciphertext and outputs the plaintext M .

B. Design Goals

The PPDF system is aimed to achieve the following goals.
� Minimize Computation: PPDF allows the data receiver

delegate the heavy computation to the cloud server. It is
impossible for the cloud server to obtain any sensitive
information such as the plaintext, user’s secret key.

� Privacy-Preserving: PPDF ensures the cloud server cannot
access the data receiver’s attributes, which improved the
privacy of the data receiver.

� File Filtering: PPDF allows an edge server do the file
filtering, while the edge sever also cannot obtain any infor-
mation about the plaintext.

C. Threat Model

Suppose there is a malicious external adversary, who wants
to obtain the plaintext. The adversary can access the public pa-
rameters, all the data which is transferred in the public channel,
and the ciphertext stored on the cloud server. The adversary can
also join the system as a receiver but will not be issued a valid
secret key corresponding to a specified access policy.



The cloud server is a semi-honest entity, it will execute all
the algorithm correctly, but will attempt to learn all possible
information from legitimately received messages (such as user’s
attributes).

In addition, the cloud server will not collude with the edge
server, which means that, the edge server will only receive the
partial decrypted ciphertext from the cloud server, they will not
reveal any other information to each other.

D. Protocol Workflow

A PPDF protocol consists of the following phases:
� System Initialization: This phase is run by the authority. In

this phase, the authority should initialize the system, and
generate the public parameters and the master secret key.
Every entity in the system can access the public parameters,
while the authority keeps the master secret key secret.

� User Registration: In this phase, the user sends registration
request to the authority, if the user is valid, the authority
will generate a secret key for the user according to his/her
attributes. Meanwhile, the authority should generate a
transformation key for the cloud server and a secret value
for the edge.

� Data Sharing: This phase is run by the data owner. The
data owner encrypts the plaintext under a specific access
policy, then uploads the ciphertext to the cloud server. Only
a registered user whose attributes match the policy can
decrypt the ciphertext.

� Partial Decryption: This phase is mainly run by the cloud
server, upon receiving the request from the data receiver,
the cloud server partially decrypts the ciphertext to generate
a partial decrypted ciphertext, then sends it to the edge
server.

� Data Filtering: This phase is mainly run by the edge server.
After receiving the partial decrypted ciphertext from the
cloud server, the edge server can filter the ciphertext, if the
ciphertext cannot be decrypted by the data receiver (i.e.,
the data receiver’s attributes do not satisfy the policy), it
will be filtered out. Otherwise, the edge server returns the
partial decrypted ciphertext to the data receiver.

� Data Access: This phase is mainly run by the data receiver.
After receive the partial decrypted ciphertext from the edge
server, the data receiver uses the secret key to decrypt it and
obtains the plaintext.

The progress of the above phases will be introduced in detailed
in next section.

V. SYSTEM DESIGN

In this section, we first present the formal algorithm definition,
and describe the detailed system design. This system is built
on top of outsourced decryption ABE with filtering. The data
owner encrypts the data using the ABE Encrypt algorithm, then
uploads the ciphertext to the cloud. The authority acts as a PKG
that delivers the secret keys to different entities. The cloud not
only stores the data, but also helps the data receiver to do partial
decryption. Finally, the edge server filters the ciphertext and
returns the valid ciphertext to data receiver.

A. Algorithm Definitions

An outsourced decryption ABE with filtering contains the
following algorithms.
� Setup: Taking as input a security parameter λ, and n at-

tributes in universeU = {W1,W2, . . . ,Wi, . . . ,Wn}, this
algorithm outputs the public parameters MPK and the
master secret key MSK.

� Encrypt: Taking as input an access structureW , the public
parameters MPK, and a message M , this algorithm out-
puts the ciphertext CT such that only the user possesses a
set of attributes satisfies the policy can decrypt the cipher-
text.

� KeyGenout: Taking as input the public parameters
MPK, the master secret key MSK, an attribute set L,
this algorithm outputs a transformation key TK, a secret
value t, and a partial secret key SK.

� Transform: Taking as input the public parameters MPK,
a transformation key TK, and a ciphertext CT , this algo-
rithm outputs the partially decrypted ciphertext CT ′.

� Filter: Taking as input the public parameters MPK, a
secret value t, a partially decrypted ciphertext CT ′, this
algorithm output the CT ′ or ⊥.

� Decrypt: Taking as input the public parameters MPK, a
partially decrypted ciphertext CT ′, and a partial secret key
SK, this algorithm outputs the message M .

Correctness: The correctness of PPDF scheme is as follows.
For all MPK,MSK,W,L such that the attribute set L
satisfies the access policy W , if (SK, TK)← KeyGenout

(L,MSK,MPK), CT ← Encrypt(W,M,MPK) and
CT ′ ← Transform(TK,Params,CT ), we have M =
Decrypt(CT ′, SK,MPK).

B. Designed System

1) System Initialization: First, the authority initializes the
system to generate the private and public parameters, where
the input security parameter is λ. It runs the Setup algorithm to
generateMSK andMPK. Assume there aren attributes in uni-
verse and the attribute set is U = {W1,W2, . . . ,Wi, . . . ,Wn}.
Each attribute has Positive (1) and Negative (0) options, i.e.,
Wi = (wi,0, wi,1). G1, G2 are two cyclic groups of prime order
p, g1 and g2 are the generators of G1 and G2 respectively,
there exists a bilinear map e : G1 ×G2 → GT . The author-
ity chooses x, y

r←− Z
∗
p, computes Xi,ki

= g
−H(x||i||ki)
1 , Yi,ki

=

e(g1, g2)
H(y||i||ki) whereki is 1 or 0. The authority setsMPK as

(g1, g2, {Xi,0, Xi,1, Yi,0, Yi,1}1≤i≤n) and MSK as (x, y). All
the entities in the system can access MPK, the authority keeps
MSK secret.

2) User Registration: If a data receiver wants to join the
system, he/she should register to the system, and gets a partial
decryption secret key from the authority. The user’s attributes
L = (v1,l1 , v2,l2 , . . . , vi,li , . . . , vn,ln) should satisfy that L ∈
U . After receiving the registration request from the data receiver,
the authority checks whether the data receiver is a valid one.
If the data receiver is valid, then the authority uses his/her
attributes L, public parameters MPK, and master secret key



MSK to generate the secret key SKL. The authority runs
KeyGenout algorithm on input (MPK,MKS,L), it selects
random numbers r1, r2, t,

r←− Z
∗
p, computes

σi,li = g
H(y||i||li)
2 g

r1H(x||i||li)
2 , R1 = gr12

γi,li = g
tH(y||i||li)
2 g

r2H(x||i||li)
2 , R2 = gr22 ,

sets the secret key as SKL = (t, {σi,li}1≤i≤n, {γi,li}1≤i≤n,
R1, R2). Then, it selects z

r←− Z
∗
p randomly, computes

TK1 = σ
1/z
i,li

, TK2 = γ
1/z
i,li

, TK3 = R
1/z
1 , TK4 = R

1/z
2 .

Then, the authority sends the transformation key TK =
(TK1, TK2, TK3, TK4) to the cloud, sends the secret value t
to the edge server, and returns the partial decryption secret key
SK = (TK, z) to the data receiver.

3) Data Sharing: Each data owner can run this phase to
sharing their data on the cloud server. Taking as input the
public parameters MPK, the message M , and the policy W ,
the data owner executes the Encrypt algorithm to encrypt the
message M under the access policy W . Suppose policy W =
∧i∈IWWi, where Wi = vi,ki

. The data owner chooses s
r←− Z

∗
p

randomly, and computes (XW , YW ) = (
∏

i∈IW X̄i,
∏

i∈IW Ȳi)

with (X̄i, Ȳi) = (Xi,ki
, Yi,ki

), and sets⎧⎨
⎩
C0 = M · Y s

W ,
C1 = gs1,
C2 = Xs

W ,

Then, the data owner sets the ciphertext as CT =
(IW , C0, C1, C2), where IW is the index of the policy W , and
uploads this ciphertext to the cloud server. Note that, the cloud
can not obtain the exact policy from the ciphertext, the only thing
it can learn is the index of the policy.

4) Partial Decryption: Upon receiving the access request
from the edge server, the cloud server first locates the corre-
sponding transformation key TK from the request. It then takes
TK, along with MPK and the data CT as input and runs
Transform algorithm to get the partially decrypted ciphertext:

C̄1 = e

(
C1,

∏
i∈IW

TK1

)
e (C2, TK3) ,

C̄2 = e

(
C1,

∏
i∈IW

TK2

)
e (C2, TK4) ,

sets the partially decrypted ciphertext CT ′ = (C̄1, C̄2), and
returns CT ′ to the edge server.

5) Data Filtering: Upon receiving CT ′ from the cloud
server, the edge server uses the public parameters MPK, the
secret value t together with CT ′ as the input, and runs Filter
algorithm to test whether the equation C̄1

t
= C̄2 holds. If the

equation holds, it pushes CT ′ to the data receiver. Otherwise,
it means the attributes do not satisfy the policy, the edge server
filters out it, and outputs ⊥.

6) Data Access: Upon receiving the partial decrypted request
data CT ′ from the edge server, the data receiver can output the

plaintext such that:

M =
C0

C̄1
z .

C. Correctness

The edge server obtains the ciphertext (C̄1, C̄2), where

C̄1 = e

(
C1,

∏
i∈IW

TK1

)
e (C2, TK3)

= e (g1, g2)
sH(y||i||li)/z e(g1, g2)sr1(H(x||i||li)−H(x||i||li)′)/z,

C̄2 = e

(
C1,

∏
i∈IW

TK2

)
e(C2, TK4)

= e(g1, g2)
stH(y||i||li)/ze(g1, g2)sr2(H(x||i||li)−H(x||i||li)′)/z.

Only when H(x||i||li) equals to H(x||i||li)′ (i.e., the attributes
satisfy the policy in the ciphertext), the equation C̄1

t
= C̄2

holds. If the equation holds, the edge server returns (C̄1, C̄2)
to the data receiver. Finally, data receiver computes

M =
C0

C̄1
z .

Therefore, our proposed encryption algorithm and decryption
algorithm are correct.

VI. SECURITY ANALYSIS

In this section, we first prove the property of privacy-
preserving. Then we prove that our proposed scheme is selective
CPA secure.

A. Mathematical Assumptions

Definition 1: The Twin Decisional Diffie-Hellman (Twin-
DDH) assumption [33]: Let G2 be a cyclic group of prime order
pwith generator g2, given gα2 , g

β
2 , g

γ
2 , Z whereα, β, γ are chosen

randomly from Z
∗
p, Z is a random element in G2. An algorithm

B that outputs b ∈ {0, 1} has advantage ε in solving twin DDH
if

|Pr[B(g2, gα2 , gβ2 , gγ2 , gαγ2 ) = 0]

−Pr[B(g2, gα2 , gβ2 , gγ2 , Z) = 0]| ≥ ε,

We say that the Twin-DDH assumption holds in G2 if no t-time
algorithm has advantage at least ε in solving the Twin-DDH
problem.

Definition 2: Decisional (t, ε, l)-BDHEasym: G1,G2,GT

are three cyclic groups of prime order together with
an asymmetric pairing e : G1 ×G2 → GT . Let yg,h,α,l =

(g1, g2, . . . , gl, h1, h2, . . . , hl, hl+2, . . . , h2 l), where gi = gα
i
,

hi = hαi
. An algorithmB that outputs b ∈ {0, 1} has advantage

ε in solving the decisional l-BDHEasym in GT if

|Pr[B(g, h, g′, h′,yg,h,α,l, e(g
′, hl+1)) = 0]

−Pr[B(g, h, g′, h′,yg,h,α,l, Z) = 0]| ≥ ε,



where the probability is over the random choice of generators
g

r←− G1, h
r←− G2, the random choice α

r←− Z
∗
p, Z

r←− GT , and
the random bits consumed by B. We say that the decisional
(t, ε, l)-BDHEasym assumption holds in GT if no t-time algo-
rithm has advantage at least ε in solving the decisional l-BDHE
problem in GT .

B. Security Model of Privacy-Preserving

Definition 3: IfA is a P.P.T algorithm, C be a challenger. The
definition of privacy-preserving of user attributes is as follows:
� Setup: The challenger C generates the master secret key
MSK and the mast public key MPK by using a security
parameter λ. Then, it sends MPK to the adversary A.

� Phase 1: The adversary can issue a polynomial number of
queries to the challenger.
Secret Key Query: The adversary queries an attribute list
L to the challenger C. Then C returns the corresponding
secret key SKL.

� Challenge: WhenA decides to finish Phase 1, it outputs an
index value i to challenger. Assume thatTK(0) denotes the
attribute value of i in one of the keys is 0,TK(1) denotes the
attribute value of i in one of the keys is 1. The challenger
chooses b

r←− {0, 1}, and produces a transformation key
TK(b). Then it returns TK(b) to the adversary.

� Phase 2: The same as Phase 1.
� Guess: The adversary A outputs a guess b′ ∈ {0, 1}, and

wins the game if b′ = b.
The advantage of an adversaryA in the above game is defined

as ε = Pr[b′ = b]− 1
2 .

The scheme can achieve the privacy-preserving property if
for all P.P.T algorithms, we have ε is a negligible function of λ.

C. Security Proof of Privacy-Preserving

Theorem 1: If the decisional (τ, ε, n)-BDHEasym assump-
tion holds in GT , then the cloud server in our system cannot
obtain any information of user’s attribute from the transforma-
tion keys.

Proof: Suppose that there exists an adversary A, which
breaks the privacy-preserving withAdvpp

ABE(A) ≥ ε. We build
a simulator S that has advantage ε in solving the DDH problem
inG2.S takes as input a random DDH challenge (gα2 , g

β
2 , g

γ
2 , Z),

where Z is either gαγ2 or a random element in G2. Without of
loss of generality, we assume that the transformation key only
contains the target attribute i. The simulator S interacts with the
adversary A as follows.

Setup: The simulator selects x, y
r←− Z

∗
p randomly,

and generates system public parameters MPK as
(g1, g2, {Xi,0, Xi,1, Yi,0, Yi,1}1≤i≤n). Then S returns MPK
to A.

Phase 1: The adversary makes the following queries:
Hash OracleOH(·): When there is a query on H for input ‘·’,

S first looks if there is an item containing ‘·’ in the list L. If it
is, the previous defined value is returned. Otherwise, it chooses
t ∈ Z

∗
p, adds the entry (·, t) to L and returns t.

KeyGen Oracle OKeyGen(L): The simulator S
chooses i∗ r←− [1, n]. On input the query attribute L =

(v1,l1 , v2,l2 , . . . , vi,li , . . . , vn,ln), C selects randomly r
r←− Z

∗
p,

computes R = gr2 , if i = i∗, sets

σi∗,li∗ =

{
gα2 g

rH(x||i∗||li∗ )
2 if li∗ = 0,

gβ2 g
rH(x||i∗||li∗ )
2 if li∗ = 1.

Otherwise,

σi,li = g
H0(y||i||li)
2 g

rH(x||i||li)
2

Returns the secret key SKL = ({σi,li}1≤i≤n, R).
Challenge: The adversary outputs an index value i∗ to chal-

lenger. The challenger chooses b
r←− {0, 1} and r1, r2

r←− Z
∗
p, and

produces a transformation key TK(b) as follows:

T1 = Z · gγH(x||i∗||b)r1
2 , T2 = (gγ2 )

r1 ,

T3 = Zt · gγH(x||i∗||b)r2
2 , T4 = (gγ2 )

r2 .

Phase 2: The same as Phase 1.
Guess: The adversary A outputs a guess bit b′ of b. If b′ = b,

the simulator S outputs 1 in the twin DDH game to guess that
Z = gαγ2 . Otherwise, it outputs 0 to indicate that Z is a random
element in G2.

This completes the description of the simulation and the
solution of twin DDH problem. It is not hard to verify that
the simulation is indistinguishable from the real scheme. If
Z = gαγ2 , then TK(b) is a valid transformation key, according
to the assumption, we have

Pr[S(g2, gα2 , gβ2 , gγ2 , gαγ2 ) = 1] =
1

2
+Advpp

ABE(A) ≥
1

2
+ ε.

If Z is another element in G2, as r1, r2, t are random chosen,
we have T1, T2, T3, T4 are random and independent. Therefore,
the transformation key TK is completely hidden from the chal-
lenger transformation key TK(b), and we have

Pr[S(g2, gα2 , gβ2 , gγ2 , Z) = 1] =
1

2
.

Therefore, the advantage of the simulator S in solving the twin
DDH problem is

Adv = |Pr[S(g2, gα2 , gβ2 , gγ2 , gαγ2 ) = 1]

− Pr[S(g2, gα2 , gβ2 , gγ2 , Z) = 1]

=
1

2
+ ε− 1

2

= ε.

�

D. Security Model of Outsourced Decryption ABE With
Filtering

Definition 4: IfA is a P.P.T algorithm, C be a challenger. The
selective ciphertext-policy and chosen-plaintext attacks (IND-
sCP-CPA) security game for outsourced decryption ABE with
filtering is defined as follows:
� Initiation: The adversaryA outputs a challenge ciphertext

policy W ∗.



� Setup: The challenger C generates the master secret key
MSK and the mast public key MPK by using a security
parameter λ. Then, it gives MPK to the adversary A.

� Phase 1: The adversary can issue a polynomial number of
queries to the challenger.
Secret key query:The adversary queries an attribute list
L to the challenger C, where L 
|= W ∗. C returns the
corresponding secret key SKL.
Transformation key query: On a query attribute list L, the
challenger C returns the corresponding transformation key
TK.

� Challenge: When A decides to finish Phase 1, it outputs
two messages (M0,M1) to challenge. The challenger ran-
domly chooses a bit b

r←− {0, 1}, and computes CT ∗ =
Encrypt(Mb,W

∗). Then, the challenger C returns CT ∗

to the adversary.
� Phase 2: The same as Phase 1.
� Guess: The adversary A outputs a guess b′ ∈ {0, 1}, and

wins the game if b′ = b.
The advantage of an adversaryA in the above game is defined

as ε = Pr[b′ = b]− 1
2 .

The scheme is secure against selective ciphertext-policy and
chosen-plaintext attacks if for all P.P.T algorithms, we have ε is
a negligible function of λ.

E. Security Proof of CPA Secure

Theorem 2: If the decisional (τ, ε, n)-BDHEasym assump-
tion holds in GT , then our the privacy-preserving cloud-based
data distribution scheme with filtering above is IND-sCP-CPA
secure.

Proof: Suppose that there exists a τ -time adversaryA, which
breaks the proposed scheme withAdvIND−sCP−CPA

CP−ABE (A) ≥ ε.
We build a simulator S that has advantage ε in solving the deci-
sional n-BDHEasym problem in GT . S takes as input a random
decisional n-BDHEasym challenge (g, h,yg,h,α,n, Z), where
yg,h,α,n = (g1, g2, . . . , gn, h1, h2, . . . , hn, hn+2, . . . , h2n) and
Z is either e(g, hn+1) or a random element inGT . The simulator
S plays the role of the challenger in the IND-sCP-CPA game,
and interacts with the adversary A as follows.

Initial: The simulator S receives a challenge access struc-
ture W ∗ = ∧i∈IW ∗Wi specified by the adversary A, where
IW ∗ = {1, 2, . . . , w} with w ≤ n represents the attribute index
set specified in W ∗.

Setup: The simulator S needs to generate a system public
key MPK. S chooses j∗ ∈ {1, 2 . . . , w} and x, x′, y, y′ r←− Z

∗
p.

Then, it does the following:
1) If j ∈ IW ∗ − {j∗}, supposeWj = vj,kj

, thenS computes:
(Xj,kj

, Yj,kj
) = (g−H(x||j||kj)g−1n+1−j , e(g, h)

H(y||j||kj)).
For k 
= kj , S computes:
(Xj,kj

, Yj,kj
) = (g−H(x′ ||j||kj), e(g, h)H(y′ ||j||kj)).

2) For j∗, suppose Wj∗ = vj∗,kj∗ , S computes:

(Xj∗ , Yj∗) =

(
g−H(x||j∗||kj∗ )

∏
t∈IW ∗−{j∗}

gn+1−t,

e(g, h)H(y||j∗||kj∗ )e(g, h)α
n+1

)
.

For k 
= kj∗ , S computes:

(Xj∗,k, Yj∗,k) = (g−H(x′ ||j∗||k), e(g, h)H(y′ ||j∗||k)).

3) If j /∈ IW ∗ , for kj ∈ {0, 1}, S computes:

(Xj,kj
, Yj,kj

) = (g−H(x||j||kj), e(g, h)H(y||j||kj)).

Then MPK = (g, h, {Xi,0, Xi,1, Yi,0, Yi,1}1≤i≤n), and S
sends MPK to A.

Phase 1: The adversary A makes the following queries.
� Hash OracleOH(·): When there is a query on H for input

‘·’, S first looks if there is an item containing ‘·’ in the list
L. If it is, the previous defined value is returned. Otherwise,
it chooses t ∈ Z

∗
p, adds the entry (·, t) to L and returns t.

� KeyGen Oracle OKeyGen(L): Suppose A submits an at-
tribute list L in a secret key query, where L 
|= W . There
must exist j ∈ IW ∗ such that Lj /∈Wj , S chooses such j.
Without loss of generality, assume Lj = vj,k̂j

, and Wj =

vj,kj
. S computes σj,k̂j

= hH(y′||j||k̂j)(hr
j)

H(x′ ||j||k̂j). For
t 
= j, S computes σt,kt

as follows:
Case 1 If t ∈ IW ∗ − {j∗}, supposeLt = vt,kt

,S computes

σt,kt
= hH(y||t||kt)(hr

j)
H(x||t||kt)hn+1−t+j , h

r
j .

Case 2 If t = j∗, suppose Lj∗ = vj∗,kj∗ , S computes

σj∗,kj∗ = hH(y||j∗||kj∗ )(hr
j)

H(x||j∗||kj∗ )⎛
⎝ ∏

k∈IW ∗−{ij∗,j}
h−1n+1−k+j

⎞
⎠ , hr

j .

Case 3 If t /∈ IW ∗ , suppose Lt = vt,kt
, S computes

σt,kt
= hH(y||t||kt)(hr

j)
H(x||t||kt), hr

j .

Finally, S returns SKL = (σi, h
r
j).

� Transformation Oracle SupposeA submits an attribute list
L in a secret key query.
If L |= W , then it chooses a “fake” transformation key
as follows: randomly selects d

r←− Z
∗
p, and runs KeyGen

to obtain SK ′L. The simulator S sets TK = SK ′L and
SKL = (d, TK). If d was replaced by z = α/d, then the
transformation key is properly distributed.
Otherwise, it runs the KeyGen oracle to obtain the se-
cret key SKL. Note that, the simulator S should select
another random value d′, r2

r←− Z
∗
p to generate (γi, h

r2
j ),

then it sets SKL = (d′, σi, h
r
j , γi, h

r2
j ). S selects z

r←−
Z
∗
p randomly and sets the transformation key TK =

(σ
1/z
i,li

, γ
1/z
i,li

, (hr
j)

1/z, (hr2
j )1/z).

The simulator S returns TK to the adversary.
Challenge: The simulator S sets

xW ∗ =
∑

t∈IW ∗

H(x||t||kt) =
w∑

j=1

H(x||j||kj)

yW ∗ =

w∑
j=1

H(y||j||kj)



and defines (XW ∗ , YW ∗) as follows:

XW ∗ = X̄j∗
∏

t∈ IW ∗−{j∗}
X̄t

= (g−H(x||j∗||kj∗ )
∏

t∈ IW ∗−{j∗}
gn+1−t) ·

∏
t∈ IW ∗−{j∗}

g−H(x||t||kt)g−1n+1−t

= g−xW ∗ ,

YW ∗ = Ȳj∗
∏

t∈ IW ∗−{j∗}
Ȳt

= e(g, h)H(x||j∗||kj∗ )e(g, h)α
n+1 ·

∏
t∈ IW ∗−{j∗}

e(g, h)H(y||t||kt)

= e(g, h)
∑w

j=1 H(y||j||kj)+αn+1

.

The adversary A submits two messages M0 and M1 of equal
length. The simulator S can challenge A as follows. S chooses
b ∈ {0, 1}, and computes⎧⎨

⎩
C∗0 = Mb · Y s

W = Mb · Ze(g′, h)yW ∗ ,
C∗1 = gs = g′,
C∗2 = (g′)−xW ∗ ,

The challenge ciphertext CTW ∗ = (W ∗, C∗0, C
∗
1, C

∗
2) is a valid

encryption of Mb if Z = e(g, hn+1). On the other hand, when
Z is a random element in GT , CTW ∗ is independent of b in the
adversary’s view.

Phase 2: The same as Phase 1.
Guess: The adversary A outputs a guess bit b′ of b. If b′ = b,

the simulator S outputs 1 in the decisional n-BDHEasym game
to guess that Z = e(g, hn+1). Otherwise, it outputs 0 to indicate
that Z is a random element in GT .

This completes the description of the simulation and the
solution of n-BDHEasym problem. It is not hard to verify that
the simulation is indistinguishable from the real scheme. If
Z = e(g, hn+1), then CTW ∗ is a valid ciphertext, according to
the assumption, we have

Pr[S(g, h,yg,h,α,n, e(g, hn+1)) = 1]

=
1

2
+AdvIND−sCP−CPA

CP−ABE (A) ≥ 1

2
+ ε.

If Z is a random element in GT , as g′, x, y, gi, hi are random
chosen, we haveZe(g′, h)yw∗ , g′, (g′)−xw∗ are random and inde-
pendent. Therefore, the message Mb is completely hidden from
A, and we have

Pr[S(g, h,yg,h,α,n, Z) = 1] =
1

2
.

Therefore, the advantage of the simulator S in solving the
decisional n-BDHEasym problem is

AdvS = |Pr[S(g, h,yg,h,α,n, e(g, hn+1)) = 1]

− Pr[S(g, h,yg,h,α,n, Z) = 1]

=
1

2
+ ε− 1

2

= ε.

�

TABLE I
RUNNING TIME ON PC

VII. PERFORMANCE EVALUATION

We use RELIC to evaluate the performance of our proposed
scheme on a PC with VMware ESXi (an Intel Xeon E5-2678
v3 @ 12x 2.494 GHz CPU, 32 GB RAM, 64-bit Ubuntu 20.04
operating system) and a Raspberry Pi 3b (an ARM Cortex-A53
@ 4x 1.2 GHz CPU, 1 GB RAM, 32-bit Raspbian operating sys-
tem). The curve we used in our experiment is BN-254 curve [34]
(x64-pbc-bn254.sh on PC, arm-pbc-bn254.sh on Raspberry Pi
3b) with embedding degree k = 12, the bit lengths of elements
in G1, G2 and GT are 64 bytes, 128 bytes and 384 bytes,
respectively, which can achieve the 128-bit security level.

First, we analyze the communication costs of each phase.
Assume that there are n attributes in universe, the data user has
l attributes, the policy in the ciphertext is exactly same as the
data user’s attributes. |Zp|, |G1|, |G2| and |GT | denote the size
of the element in the groups Zp, G1, G2 and GT respectively.
In User Registration phase, PKG sends transformation key to
the cloud server, the communication cost is (2l + 2)|G2|, sends
secret value to the edge server, the communication cost is |Zp|,
and the communication cost of sending partial decryption secret
key to the data receiver is (2l + 2)|G2|+ |Zp|. In Data Sharing
phase, the communication cost is a constant size 2|G1|+ |GT |
plus the size of the index. In Partial Decryption phase, the cloud
server sends partially decrypted ciphertext to the edge server,
the communication cost is 2|GT |. In Data Filtering phase, if the
data receiver’s attributes satisfy the policy, the edge server will
push the partially decrypted ciphertext to the data receiver, it
costs 2|GT |.

Then, we implement our scheme on the PC, and we vary the
number of the attributes from 1 to 100. Suppose every attribute
in the Setup phase will be used in the Encrypt and Decrypt
(i.e., the policy does not contain “DON’t CARE” attribute,
and all the attributes initialed by Setup algorithm should be
contained). All the experiments are running 5,000 times, the
averaged results are shown in Table I (n denotes the number
of attributes). The computational cost of Setup, KeyGenout,
Encrypt and Transform are almost linearly dependent on the
number of the attribute. As shown from Table I, when the number
of the attribute achieves 100, the data owner should take only
0.70 ms to encrypt the data, KeyGenout takes longer than
other algorithms, it costs 91.41 ms to generate the corresponding
keys. However, in the real applications, this algorithm is run by
a trusted third party with strong computing power. Therefore,
the whole scheme is efficient and acceptable. The time cost of



Fig. 3. Benchmark results between our scheme and [20]. Timing results are provided for both PC and Raspberry Pi 3b based on the number of key attributes.

the Filter algorithm and Decrypt algorithm are independent of
the number of attributes, they are about 0.26 ms and 0.27 ms
respectively. Besides, the size of the ciphertext is constant, it
does not influence by the number of attributes.

Furthermore, we compared the user side (the data receiver)
computational cost between our scheme and [20]. As shown
in Fig. 3, the computational cost of the user side in [20] is
associated with the number of attributes, it increases linearly
with the number of attributes. On the contrary, in our scheme,
the computational cost of the user side is constant, on PC the
decryption costs about 0.26 ms, on Raspberry Pi 3b, it costs
about 12.18 ms. Obviously, our scheme is more efficient and
parasitical especially on some lightweight devices.

VIII. CONCLUSION

In this article, we proposed a privacy-preserving cloud-based
data distribution system with filtering. Specifically, it allows a
semi-trusted cloud to do partial decryption for the user without
knowing user’s attributes, while the user can test whether his/her
attributes satisfy the policy in the ciphertext. Besides, the user
can also delegate the test phase to an edge server. According to
the performance evaluation, our proposed scheme is potentially
useful in the real world applications.

In the future, we intend to extend it to a more complex
environment, such as when the partial decryption is run by a
malicious edge server.
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