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ABSTRACT

Recent advancements in deep learning have spotlighted a crucial
privacy vulnerability to membership inference attack (MIA), where
adversaries can determine if specific data was present in a training
set, thus potentially revealing sensitive information. In this paper,
we introduce a technique, weighted smoothing (WS), to mitigate
MIA risks. Our approach is anchored on the observation that train-
ing samples differ in their vulnerability to MIA, primarily based
on their distance to clusters of similar samples. The intuition is
clusters will make model predictions more confident and increase
MIA risks. Thus WS strategically introduces noise to training sam-
ples, depending on whether they are near a cluster or isolated. We
evaluate WS against MIAs on multiple benchmark datasets and
model architectures, demonstrating its effectiveness. We publish
code at https://github.com/BennyTMT/weighted-smoothing.
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1 INTRODUCTION

In recent years, deep learning, grounded in neural networks, has
made extraordinary strides in numerous fields. Despite these ad-
vancements, a pressing issue of model overfitting exists, presenting
serious privacy risks for sensitive data embedded within the train-
ing set [9, 17, 18, 36, 37]. This vulnerability allows adversaries to
determine the presence of specific data in the training set, an unin-
tended disclosure of confidential information. A concrete example
of this risk emerges when a user is identified within the training
set of a disease analytic model. Such detection allows adversaries
to infer that the user is or has been afflicted with a specific disease.

This type of security breach, known as a membership inference
attack (MIA), was initially introduced by Homer et al. [23] in the
context of genomic data. In a machine learning framework, Shokri
et al. [36] were the first to formalize MIA as a binary classification
task, where a given input sample is categorized as a member (i.e.,
part of the training set) or a non-member.
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Various strategies have been advanced to mitigate MIA. Nasr
et al. [31] introduce a regularization method, wherein a model is
co-trained with an MIA model (i.e., a binary classifier for MIA),
utilizing attack results as a regularizing loss function to diminish
the real MIA’s efficacy. Jia et al. [27] suggest a different approach,
MemGuard, which masks confidence scores by injecting crafted
noise into the prediction vector. Both defenses were subsequently
challenged by a later MIA attack, the “privacy risk score” attack,
proposed by Song and Mittal [38]. An alternative defense strat-
egy [35, 41], using knowledge distillation [2, 22], involves substitut-
ing the original model with a simplified model. This method, while
intuitively preventing the memorization of training data, requires
data from the same distribution or more training costs (or both). Ad-
ditionally, approaches for mitigating MIA may leverage the concept
of differential privacy (DP). DP-based techniques function by strate-
gically injecting noise throughout the training process. Despite of-
fering theoretical guarantees against MIA [4, 26, 48], these methods
frequently yield models with markedly reduced accuracy [1, 24].

In this work, we focus on MIA mitigation approaches that add
perturbation to the training phase. We introduce a method termed
weighted smoothing (hereafter WS) aimed at mitigating MIA while
minimizing the impact on model accuracy. We start by observing a
correlation between the distribution of training samples and the
efficacy of MIA. Intuitively, a concentrated cluster of training sam-
ples at the class center escalates the risk of MIA for all of them.
The high-level idea is that clustered samples collectively reinforce
model memorization. As MIA fundamentally utilizes the model’s
confidence difference between members and non-members, the
increased confidence for all these clustered samples makes them-
selves more vulnerable to MIA. Conversely, a dispersed distribution,
spanning a larger space around the center, lowers the MIA risk.
Guided by this insight, WS is formulated to introduce noise to the
training samples. The extent of noise infused into a training sam-
ple is contingent on whether it is in a cluster or isolated, thereby
ensuring a calibrated and limited amount of noise. For samples that
clustered together, we add more noise to make the model less confi-
dent. As a by-product, this also improves model generality to some
extent. For those isolated points, our WS adds less noise during
training to ensure the model’s accuracy is not overly compromised
on those points.

To evaluate the efficacy of our proposed WS method, we deploy
it against two sophisticated MIAs: a neural network-based MIA uti-
lizing a shadow-training method [36], and a metric-based MIA em-
ploying ‘privacy risk score’ [38]. These MIAs are evaluated across di-
verse models, trained on established benchmark datasets: CIFAR-10,
CIFAR-100 [13], CASIA-FACE [14], HAM10000 [43], Location, and
Texas100 [36]. Three different model architectures, DenseNet [25],
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ResNet [21], and a deep neural network adopted from [27], are used
in this assessment. Furthermore, an extensive evaluation involving
the cutting-edge attack model by Carlini et al. [5] is conducted,
employing both DenseNet and ResNet architectures within the
CIFAR-10 dataset. Our WS method is benchmarked against the
DP-based method by Abadi et al. [1].

We refer readers to Section 6 for a detailed exposition of experi-
mental outcomes. Concisely, our approach stands out by ensuring
limited accuracy degradation while maintaining equivalent MIA
mitigation levels. Specifically, in the context of a DenseNet model
trained on CIFAR-10, CIFAR-100, CASIA-FACE, and HAM10000
datasets, our method mitigates MIAs. Remarkably, this is accom-
plished with an average accuracy reduction of a mere 0.95% on both
metric-based [38] and neural-network-based [36] attacks, a signifi-
cant improvement over the baseline MIA mitigation’s accuracy loss
of 16.11%.

Our contributions in this work are summarized as follows.

(1) We empirically establish that training samples exhibit het-
erogeneous levels of MIA risk, underscoring the significance
of examining and understanding these risks in developing
effective MIA mitigation strategies.

(2) In light of our insights into the disparate MIA susceptibil-
ities across samples, we introduce the WS technique. This
approach infuses weighted noise, proportional to a sample’s
MIA risk, into training steps of that sample. Empirical results
demonstrate that WS offers robust MIA mitigation while pre-
serving model accuracy.

The rest of this paper is organized as follows. We review related
work in Section 2. In Section 3, we present our observations, and
discuss our interpretation as well as the relationship between MIA
and data distribution. In Section 4, we introduce our WS in detail.
In Section 5 we introduce the experimental setup. In Section 6, we
present details of our evaluation and experimental results. Lastly,
we conclude in Section 7.

2 RELATED WORK

2.1 Membership Inference Attacks

Membership inference attacks (MIA) ascertain the likelihood of a
sample belonging to the training dataset. Most MIAs leverage ob-
served posterior [34, 36] or solely labels [10, 30] as the feature for the
attack. State-of-the-art MIA include neural network-based [34, 36]
and metric-based categories [38, 45]. The neural network-based MIA
employs a binary classifier neural network (hereinafter referred
to as the attacking neural network) for the attack, utilizing a sam-
ple’s prediction vector as input to yield a membership classification
outcome.

On the contrary, metric-based MIA works by calculating a scale
based on the prediction vector, which is then compared with a
threshold to decide whether the sample is a member or not. Song
et al. [38] propose “privacy risk score”, achieving impressive attack
results. Additionally, Ye et al. [44] put forth a novel MIA method
grounded in a theoretical game framework to decipher the privacy
leakage of ML algorithms. And the cutting-edge metric-based MIA
by Carlini et al. [5] enhances attack performance by estimating
members’ and non-members’ prediction distribution and seeking
an optimal threshold from the distribution gap. Considering both

788

Mingtian Tan, Jun Sun, Xiaofei Xie, and Tianhao Wang

attack costs and attack effectiveness, we adopted “privacy risk score”
as our primary evaluation method.

2.2 Understanding MIA

Over-fitting is predominantly deemed the root cause for MIA [24,
34, 36, 38]. Broadly speaking, machine learning models strive to
understand the statistical characteristics of the training dataset,
inadvertently memorizing specific sample details in the event of
over-fitting. Although certain metrics exist for evaluating over-
fitting extent [36, 38, 45], they are not always reliable, as highlighted
in Subsection 3.2. Furthermore, Truex et al. [42] explored the perfor-
mance of MIA across diverse classes and the influence of differential
privacy (DP) on imbalanced data, a topic closely intertwined with
this research. Their analytical insights offer a unique perspective
for MIA. This work, particularly the discussion regarding “close-to-
the-center” samples, enhances their findings, and introduces WS, a
proposed mitigation for MIA. In summation, a comprehensive and
systematic evaluation of neural network over-fitting and its extent
remains, to the best of current knowledge, an unresolved inquiry
in the field.

2.3 Data Distribution Impacts Privacy

Multiple studies [3, 6, 7, 15, 16] share our objective, exploring the
effects of data distribution imbalance on model performance. Some
identify the challenges in memorizing “long-tailed” data, leading to
generalization errors and consequent issues like diminished model
utility in learning.

Carlini et al. [6, 7] find that DP training yields more fragile model
performance within the long-tail subpopulation. The inability of
DP to memorize the tail of the mixture distribution contributes to
its limited utility. This paper delves into the heterogeneous mixture
in the training set, relating to each sample’s vulnerability in MIA,
and extends this property to the discussion on “close-to-the-center”
samples in DP training. We introduce a new concept to elucidate
why such long-tail samples are likely to deviate from distribution
in DP learning.

Recent work by Carlini et al. introduces the “onion effect” [8], a
strategy that excludes the most vulnerable “outlier” data from the
training set. Despite this, MIA remains potent, affirming that the
omission of long-tail data does not alleviate privacy leakage.

Feldman [15] suggests an intuitive approach to isolate long-
tail samples within a class, noting an increased susceptibility to
backdoor attacks [20] in these subpopulations.

2.4 Mitigating MIA

We categorize mitigations of MIA into four categories.

Confidence score masking is a technique striving to limit the infor-
mation inadvertently disclosed through the prediction vector. This
is executed by either solely disclosing predictions for the top few
classes [36] or incorporating noise into the prediction vector [27].
Despite the simplicity of these methods, their efficacy is proven to
be suboptimal. Studies [10, 30, 34] reveal the persistent vulnerabil-
ity of these techniques to MIA. Rahimian et al. [32] suggest adding
noise to Logits during the inference stage, which does not offer
resistance against MIA attacker [38].
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Regularization is a traditional strategy used to diminish over-
fitting and consequently, it is a viable tool for MIA mitigation. Vari-
ous regularization-centered methods, including £ norm regulariza-
tion, dropout [39], early stopping [46], and label smoothing [40],
have been proposed to this end. Specifically, Nasr et al. [31] have
crafted an adversarial regularization technique that incorporates
membership inference gain into the loss function to curb MIA. De-
spite these efforts, the trade-off between privacy and utility with
such a method is commonly deemed unsatisfactory [24]. Recogniz-
ing this dilemma, Li et al. [29] introduced Mixup + MMD, employing
mix-up training [29, 49] to uphold the model’s accuracy. A limita-
tion of this approach, however, is the necessity for additional data, a
requirement often unattainable in real-world scenarios. Hence, the
challenge of devising a regularization method that retains model ac-
curacy while diminishing privacy leakage remains unresolved [24].

Knowledge distillation involves the transfer of knowledge from
a teacher model to a student model by training the student model
using predictions from the teacher model [2, 22]. This technique
serves various purposes including reducing model size, defense
against adversarial examples [19], and notably, mitigating MIA. In
particular, Shejwalkar and Houmansadr [35] introduced distillation
for membership privacy (DMP) for MIA mitigation. This approach
involves the use of unlabeled reference data, to train the student
model with labels generated by the original model. By restricting
direct access to the original private dataset in the target model,
DMP effectively mitigates MIA. However, a notable limitation of
such methods is the necessity for additional data and the commonly
observed reduced accuracy of the student model compared to the
original model. Recently, Tang and Mittal [41] presented a self-
distillation method for training models. Despite the requirement
for additional computational resources for training student models,
this approach offers notable defensive advantages. Note that the
essence of MIA mitigation methods based on distillation and model
smoothing are fundamentally different. Similarly, data condensa-
tion [50, 51] is the process of condensing a larger dataset into a
smaller set that retains the original data information, which is then
used for model training. This approach is also significantly different
from our method.

Perturbing the Training Phase. Intuitively, if we add noise to the
training phase such that the membership of a training sample is
protected, MIA can be mitigated theoretically. The guarantee of
differential privacy (DP) [12] fits the goal of MIA mitigation. The
potential of utilizing DP to counteract MIA was first highlighted
by Shokri et al. [36]. Subsequent evaluations by Rahman et al. [33],
and Jayaraman and Evans [26], underscore the unfavorable privacy-
utility trade-off observed in diverse DP training scenarios. In this
paper, we focus on mitigating MIA via model smoothing during
the training phase.

3 OBSERVATIONAL STUDY

Over-fitting is acknowledged as a significant factor contributing to
MIA [24, 34, 36, 38, 42]. Despite this recognition, a granular analysis
of individual samples remains absent. This section examines the
distribution of prediction vectors across various training samples.
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Figure 1: MIA Risk Distribution: Training samples are ar-
ranged in ascending order of MIA risk, from highest to low-
est, and subsequently segmented into ten groups. Figures on
the left and right correspond to data generated on CIFAR-10
and CASIA-FACE respectively.

3.1 Not All Samples Are Equal

Our initial observation highlights the unequal vulnerability of train-
ing set samples to MIA. This assertion is validated using the Mentr
score, a metric demonstrating a strong correlation with a sample’s
susceptibility to MIA [38].

Mentr(x, £) = —(1—f;(x, 0)) log fr(x, 9)—2 fi(x,0) log(1-fi(x,0))
it

where f(0) is a model parameterized with € that outputs a predic-
tion vector on any input x with true label ¢, and f;(x, §) denotes the
predicted likelihood for the i-th label. The intuition of Mentr is to
score a sample higher if f(0) is more confident (i.e., when f;(x, 0)
is approaching 1, the first part is close to 0, while the second part is
large). It has been empirically shown that a sample’s Mentr value
is closely correlated to its risk of being attacked by MIA [38].

We conduct an empirical study to evaluate the risk of MIA across
various classes and samples, utilizing prominent network models
such as DenseNet [25] and ResNet [21] trained on standard bench-
mark datasets, CIFAR-10 [13] and CASIA-FACE [14]. To minimize
the influence of randomness, 50 models are trained for each dataset
and network. Additional details regarding the experimental setup
can be found in Section 5.

Figure 1 plots the percentage of samples that are always ranked
within a certain range of percentiles. Here we can see that, among
the 50 models, the Mentr values for each sample are pretty stable.
For example, approximately 43% (resp. 37%) of identical training
samples consistently rank among the top 10% of risky samples for
the CASIA (resp. CIFAR) dataset. These samples are always more
vulnerable to MIAs.

We extend our analysis to examine the variability of MIA risk
across different classes. Figure 2 displays the average vulnerability
value (expressed as — log [Mentr(x, £))] for enhanced interpretabil-
ity) for all samples within a class. We note significant variability
in vulnerability across various classes. Moreover, this distribution
of vulnerability remains consistent across model architectures, as
evidenced by a Pearson’s correlation coefficient of 0.8612 for CASIA
and 0.8110 for CIFAR-10.

Additionally, we notice that similar samples consistently exhibit
a higher MIA risk within the same class. Figure 3 shows some
representative images from a class with a high vulnerability value
in the CASIA-FACE dataset. The top row shows 5 faces with high
vulnerability values, and the bottom row shows 5 less vulnerable
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Figure 2: The first row shows the average vulnerability of
each class in CASIA (20 classes) and CIFAR-10 (10 classes) on
DenseNet, and the second row shows that of ResNet.

Figure 3: Examples of samples with similar features (top row)
and samples that look different (bottom row) within a class.

faces from the same class. We can observe that the faces in the
top row look at the camera directly. On the contrary, faces in the
bottom row have more diversity (e.g., often show a side face, lower
head, or exaggerated facial expression). The same observation is
made with other classes in Figure 4. These similar samples, with
lower Mentr value, are conceptually ‘clustered’, making them more
susceptible to MIA.

3.2 Discussion

It is crucial to underscore the limitations of our analysis: (1) The
use of Mentr as a vulnerability metric, limits our analysis to MIAs
using Mentr. We claim that Mentr represents state-of-the-art, and
we expect similar phenomenon with other metrics and even other
neural network-based MIAs. (2) We exclusively focus on training
samples. We anticipate a comparable impact will also show from
the testing samples, if they follow the same distribution as training
samples. (3) Our analysis is only applicable to offline MIAs and not
applicable to the online setting [5], where MIA is specialized for
each data sample. The intuition leveraged in the online MIA is the
confidence difference between scenarios of whether the sample was
used for training or not, rather than the absolute confident leveraged
in offline MIA. The computation cost for online MIA is significantly
higher; in this paper, we focus on offline MIA.
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Figure 4: More examples in other classes of the CASIA dataset.
Top row in each subfigure demonstrates similar samples hav-
ing higher MIA risks, while bottom rows demonstrate dis-
similar samples having lower MIA risks.

4 WEIGHTED SMOOTHING

In the previous section, the elevated risk of MIA attacks on simi-
lar, clustered samples was established. To mitigate this risk, it is
important to diversify these samples. We choose to achieve this
by infusing perturbations during the training phase. Moreover,
the greater the assessed risk, the more perturbations we can add.
As a by-product, demonstrated by subsequent experiments, this
approach occasionally enhances the model’s generality and test
accuracy.

4.1 The WS Algorithm

Detailed elaboration of our method is provided in Algorithm 1. We
first initialize a model by training on the entire dataset for a few
epochs and obtain 6. Then, for each epoch t and a sample x, we
add Gaussian noise N (0, 6°I) to prediction vector f’(x, 6;), where
o represents its standard deviation, and I is the identity matrix, and
follow the remaining steps in normal training.

There are various places to add perturbations during the model
training process, like adding noise after any layer in the forward
pass. We add Gaussian noise to the prediction, mainly because our



Mitigating Membership Inference Attacks via Weighted Smoothing

Algorithm 1: Weighted Smoothing in Prediction

Inputs: training set {x1,-- - ,xn}, labels {1, - , N},
Gaussian noise parameter o, training epochs a, T}
train the model f(0) normally for @ epochs and get 6,
for epoch t from « to Tdo
calculate w; = Mentr(x;, £;) on model f(6;) for all i;
for each class ¢ do
compute mean y. and standard deviation o, in class ¢
normalize w; = 1 — (w; — yc) /o for all i where £ = ¢
for each batch do
for each sample x; do
feed-forward up to f”(x;, 0¢)
add noise w; - N (0, %1) to [’ (xi, 0;)
back-propagation to compute 6;
Return 0r;

tests, shown later in Figure 13 and Subsection 6.1, confirm that
this works best. But the WS framework can be versatile and allow
adding perturbations to other layers.

In cases where a sample is more susceptible to MIA, the noise
amount is increased. This is achieved by multiplying the Gaussian
noise with an additional factor 1 — w. Here, w is the normalized
Mentr score of sample x, which within each class is adjusted to
zero mean and unit variance.

Note that we adopted Mentr as our method for calculating weights
because it is directly related to MIAs (and our goal is to mitigate
MIAs). We chose to normalize Mentr values as weights because
Mentr values often span a wide range, which are not directly suit-
able to be used as noise weights. Additionally, we choose to normal-
ize within each class rather than across the entire training data to
ensure that data from each class receives an equal degree of privacy
protection (which may not be always necessary, and in such cases,
we can do normalization across the whole training dataset).

4.2 Comparison with DP

This concept of noise incorporation aligns with the established
privacy notion of differential privacy (DP) [1, 12]. The prevailing
consensus within the DP community underscores the efficacy of
adding perturbations during intermediate/gradient steps (as exem-
plified by the DP-SGD approach [1]). To the best of our knowledge,
Du et al. [11] is the only work that advocates adding noise in the
forward pass. Yet it focuses more on the larger models. Our strategy
also involves noise integration during training. A notable distinc-
tion lies in that instead of unifying noise for all samples, in our
approach, the amount of noise depends on each sample’s individual
MIA risk. This data-dependent approach inherently contradicts the
idea of DP. Therefore, while we make a comparison with DP, we
do not seek to derive a DP bound for it.

Specifically, given a model with parameter 0, let g; represent the
clipped gradient at time ¢. The DP gradient perturbation incorpo-
rates noise into the cumulative gradient of all samples,

gt (x1,0) + N (0, 6%C%)

Sl
Nghe

]
=)

12
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where b to denote the size of a randomly sampled batch, and
N (0, 7®C?1) to represent Gaussian noise with a per-sample clipping
norm C. On the other hand, our WS integrates varying noise into
the prediction, denoted by f” (x;, 0;) of each individual sample:

b
Z [£/ (xi.0:) + wiN (0, )|
i=0

ol

It is evident that while DP introduces substantial noise to the col-
lective gradient of the entire group, WS selectively injects noise to
each sample, based on w;, considering its MIA risk.

Intuitively, escalating noise magnitude potentially “pulls” the
sample further from its initial position in the embedding space. DP-
based methodologies indiscriminately apply uniform noise to every
sample, potentially causing over-adjustment and consequently re-
ducing model accuracy. Conversely, our strategy selectively “pulls”
high MIA risk samples (i.e., those close to clusters), leaving low-risk
samples largely unaffected, thereby preserving model accuracy.

5 EXPERIMENTAL SETUP
5.1 Datasets

Experiments are conducted utilizing four computer vision datasets:
CIFAR-10, CIFAR-100, CASIA-Webface, and HAM10000, along with
two tabular datasets: Location-30 and Texas-100. Many of recent
works [27, 30, 34, 36, 37] use these datasets.

CIFAR-10, a standard dataset for image recognition tasks, en-
compasses 50,000 training images and 10,000 test images, each with
adimension of 32x32x 3 pixels. It contains ten classes, each hosting
approximately 6,000 images.

CIFAR-100 is composed of 100 classes, each containing 500
training images and 100 test images, totaling 50,000 and 10,000
images, respectively, identical in format to CIFAR-10.

CASIA-Face, harvested from the web, incorporates 494,414 fa-
cial images of 10,575 celebrities [14]. Each image, formatted as
250 x 250 X 3, is categorized under the 20 most populated classes,
summing up to a total of 12,440 images for our experiments.

HAM10000 is a repository of 10,000 dermatoscopic images, span-
ning a spectrum of skin conditions from benign keratoses and nevi
to malignant melanomas [43]. This extensive image diversity aids
in the crafting and training of machine-learning models targeting
early skin cancer detection and diagnosis. We randomly selected
8,000 images for our evaluation.

Since NN-based MIA requires the same number of data as the
training set when training the shadow models [36], there are no
sufficient training data on HAM10000 to train the shadow models.
Even if we only select 5,000 training samples, we still can’t train
shadow models that meet the requirements, because the data used
to train each shadow model is often not exactly the same. Therefore,
we only focus on metric-based MIA for this dataset.

Location-30, derived from a public mobile user’s location “check-
ins” dataset in the Foursquare social network?, encompasses 5,010
user profiles, each delineated by 446 binary features. These fea-
tures signify specific user visits to distinct locations. The dataset is
clustered into 30 classes, denoting diverse geosocial types [36].

Lhttps://sites.google.com/site/yangdingqi/home/foursquare-dataset
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Model CIFAR-10 CIFAR-100 CASIA HAM10000
DenseNet  60.76% (100.0%) 36.41% (100.0%) 72.17% (100.0%)  80.62% (100.0%)
ResNet  59.55% (100.0%) 34.07% (100.0%) 78.35% (100.0%) 80.92% (100.0%)
Table 1: Baseline validation (training) accuracy.
Model Attack Method CIFAR-10 CIFAR-100 CASIA HAM10000
DenseNet NN based 74.64% 75.90% 67.69% -
Metric based 80.98% 86.50% 72.26% 61.45%
NN based 75.03% 82.65% 74.28% -
ResNet .
Metric based 86.52% 90.54% 80.72% 66.01%

Table 2: Baseline MIA success rates for neural network and metric-based attacks. The HAM10000 dataset is small, so we do not

conduct neural network-based MIA on it.

Texas-100, sourced from public Hospital Discharge Data docu-
ments, contains records detailing attributes such as external causes
of injury, diagnosis, undergone procedures, and generic informa-
tion like gender, age, race, and hospital ID. Adhering to estab-
lished methodologies in MIA [27, 36, 38], a simplified and pre-
processed Texas dataset is employed, encompassing 67,330 samples,
grouped into 100 classes, with each sample featuring 6,170 binary
attributes [36].

5.2 Target Models

For the image datasets, we employ two widely recognized convolu-
tional neural network architectures: DenseNet [25] and ResNet [21].
Table 1 delineates the baseline accuracy for both models across
these datasets, presenting both validation and training accuracy for
each entry. The different data formats within the CASIA dataset
are accommodated by adjusting model hyper-parameters without
altering the architecture. To maintain the focus on MIA effective-
ness, techniques such as dropout [39] and regularization [31] are
not utilized, and models are trained using 200 epochs without early
stopping.

Concerning the tabular datasets, a neural network structure
following the one outlined in [27] is adopted. The classification
model consists of a fully connected neural network encompassing
four hidden layers with 1024, 512, 256, and 128 neurons, respectively.
Texas100 and Location30 use output layers with 100 and 30 neurons,
respectively. The hidden layers employ ReLU activation function
and group normalization, while the output layer utilizes the softmax
function. The model undergoes training for 200 epochs at a learning
rate of 0.075, utilizing Adam for optimization. The learning rate
experiences a decay of 0.99 after each epoch.

5.3 Membership Inference Attacks

To assess our method against various MIA techniques, both neural
network-based [28] and metric-based [38] strategies are considered.
It is presumed that adversaries are potent, creating a shadow model
identical to the target model and accessing the same data distribu-
tion as the training set. The shadow models’ outputs serve to train
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the attacking model, ensuring data used for training shadow and
target models remain disjoint.

Neural network-based MIA. Generally, the efficiency of neural
network-based MIA significantly hinges on the shadow models’
quantity and quality [36]. Consequently, 30, 50, and 40 shadow
models (equally divided between DenseNet and ResNet) are trained
on CIFAR-10, CIFAR-100, and CASIA-FACE, respectively, ensur-
ing extensive coverage of the prediction distribution in alignment
with [36]. The attack success rates are enumerated in Table 2. Note
that due to the size of HAM10000, we do not conduct NN-based
MIA on that dataset. For Location-30 and Texas-100, 40 and 80
shadow models are correspondingly trained.

Metric-based MIA. Employing Song et al’s method [38], mem-
bers and non-members are distinguished based on a sample’s Mentr
score. A sole shadow model is trained to pinpoint a threshold that
maximizes attack accuracy on the shadow dataset, following the
original work. Another cutting-edge metric-based MIA by Carlini
et al. [5] enhances attack performance by estimating members’
and non-members’ prediction distribution and seeking an optimal
threshold from the distribution gap.

Success rates of Song et al. are displayed in Table 2, highlighting
anticipated elevated success rates across all image datasets and
models [38]. Carlini et al’s success rates on two models are pre-
sented in Table 3 (first row, WoDef), showing relatively diminished
rates compared to Song et al., attributed to our use of the offline
attack setting. Offline setting requires 256 shadow models, and it
requires a significant increase in online setting to find a more pre-
cise Gaussian distribution for each sample. Thus we mainly apply
Mentr in our evaluation and also use Carlini et al. [5] in a few cases.

Dataset Settings in MIA. Initially, samples are allocated for
various datasets as target training sets: 5,000 for CIFAR-10, 20,000
for CIFAR-100, 6,220 for CASIA, 8,000 for HAM10000, 1,000 for
Location-30, and 5,000 for Texas-100. An equivalent quantity is ear-
marked as the target model testing set (i.e., target non-members),
with the exception of CIFAR-100, which, due to dataset size con-
straints, is limited to 10,000 samples. For CIFAR-10, a training sam-
ple size of 5,000 is adopted, aligning with established research prac-
tices [29, 34, 36, 38]. This choice is informed by observations that
an inflated sample size, for instance, 40,000, tends to depress MIA
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accuracy to around 55%, rendering both MIA attack and defense
more difficult. Subsequently, shadow models are trained from the
remaining dataset, mirroring the conditions observed with CIFAR-
100, Location-30, and Texas-100 datasets. For the CASIA dataset,
6,220 images are utilized due to category-specific image limitations.
The top 40 categories, averaging approximately 350 images each,
guide the allocation of 311 images to each category within the
training set to ensure adequate training data for the shadow model.
For the enhancement of attack efficacy, it is assumed that the
training/testing set of the shadow model mirrors the size of the
target model. In instances of abundant data, as with CIFAR-10,
random sampling is employed for shadow model datasets.

5.4 MIA Mitigation

Multiple MIA mitigation strategies have been explored in the litera-
ture [1, 27, 31, 35, 36, 40, 49]. This work primarily benchmarks
against various privacy methods delineated in [1], collectively
termed the DP method henceforth. Implementation is conducted
utilizing PyTorch Opacus [47], with § configured at 2 x 107°. The
optimization technique employed is SGD, and other default hyper-
parameter settings [47]. Note that since WS does not provide a
formal guarantee, for a fair comparison, we do not try to derive a
privacy guarantee for DP. The goal of DP is to provide a baseline
that adds homogeneous noise, compared to WS that adds data-
dependent noise.

Within the scope of our WS, the Adam optimization algorithm is
harnessed. Training spans 220, 180, 180, 120 epochs for four image
datasets and 200 for both Tabular datasets. Weight initialization
involves preliminary training of the model for 2, and 1 epoch, for
image and tabular datasets, prior to the application of smoothing.
More hyper-parameter settings, such as initial learning rates along
with exponential decay rates, are given in our repository?.

5.5

Following Jayaraman and Evans [26], we measure the performance
of MIA mitigation methods using two metrics, i.e., privacy leakage,
defined as the success rate of MIA minus 0.5, and accuracy loss,
defined as the accuracy difference normalized by the accuracy of
the original model.

Metrics

6 EVALUATION

6.1 Effectiveness of WS

6.1.1 WS Makes Mentr Distributions Overlap. At a high level, our
proposed approach involves adjusting the distribution of predic-
tion vectors for training samples to closely align with that of the
testing/validation samples. This adjustment renders the two dis-
tributions nearly indistinguishable to MIA, including both neural
network-based [36] and metric-based [38] attacks, thereby effec-
tively mitigating such attacks. To visually comprehend the action
of WS in altering the distribution, Figure 5 delineates the contrast
in the distribution of the Mentr value between training and testing
samples of a DenseNet model trained on the CIFAR-10, CIFAR-100,
and CASIA-FACE datasets in the three rows, respectively, with
(right column) and without (left column) the application of WS.

Zhttps://github.com/BennyTMT/weighted-smoothing
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Figure 5: Distribution of vulnerability scores (negative log
Mentr) for members and non-members (DenseNet on CIFAR-
10, CIFAR-100, and CASIA-FACE in three rows, respectively).
Left is through normal training and an MIA attack can differ-
entiate members and non-members easily. When the model
is trained with WS, the two distributions overlap a lot and
thus MIA is mitigated.

DenseNet ResNet

Accuracy 60.74% 60.14%

WoDef— op 73.24%  73.16%
DP Accuracy 50.82% 50.02%
ASR 56.44% 54.58%

WS Accuracy 52.47% 56.65%
ASR 55.66% 55.21%

Table 3: Model prediction accuracy and attack success rate
(ASR) measured by Carlini et al. [5] for models without de-
fense (WoDef), WS and DP-SGD on CIFAR-10. For WS and
DP, for comparison, noise was selected so that ASR is close
to 55%.

The x-axis represents the Mentr value (expressed in negative log
scale) and the y-axis denotes the probability of such values. In the
absence of mitigation methods, two distributions exhibit consider-
able separation, intuitively signifying substantial vulnerability to
MIA. The incorporation of WS noticeably reduces this separation,
aligning the two distributions more closely.
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Figure 6: Accuracy loss over privacy leakage for different models and MIA attacks.
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Figure 7: Location30 and Texas100 accuracy loss over privacy

leakage for different models and MIA attacks. Each subfigure
plots both datasets trained with the same model.
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6.1.2  Overall Comparison between DP and WS. To systematically
evaluate the privacy-accuracy trade-off, both WS and DP with
different noise scales are employed for comparison. Results are
illustrated in Figure 6 and Figure 7. In those figures, each point
represents an independent training with different noise scales (and
neighboring points are connected); the x-axis represents privacy
leakage, computed using the success rate of the corresponding
MIA method minus 0.5, and the y-axis as the normalized accuracy
loss (using the metrics mentioned in Subsection 5.5). We also con-
duct corresponding experiments on metric-based MIA based on
confidence score [34, 36], i.e., determining the threshold based on
the maximum value of the prediction vector. Results are shown
in Figure 8 and Figure 9.

Comparing solid lines (our method) and dashed lines (the DP
baseline), our approach almost always achieves a better privacy-
utility tradeoff (in the figures, the solid lines are always lower than
the dashed lines), with the only exception in CASIA trained with
Densenet (a few points of our method is slightly below that of DP
baseline). For the HAM10000 dataset, as shown in Figure 10, both
WS and DP effectively mitigate metric-based MIA, but WS does
not show a clear advantage.

6.1.3 Detailed Results. We’ve also looked into the accuracy loss
specific to each class. As indicated in Figure 11a and Figure 11b,
the accuracy for each class without any MIA defense is higher than
when we use WS. Our goal with WS is to bring the metric-based
MIA accuracy close to random guessing, which is around 52.10%
and 52.8%.
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Figure 8: Accuracy loss over privacy leakage on metric-based MIAs using confidence scores.

We further scrutinize the interrelation between escalating noise
levels and the consequential accuracy loss, as graphically repre-
sented in Figure 11c. Noted trends are the byproduct of multiple fac-
tors, including dataset complexity, model intricacy, and the impact
of noise. Even under identical noise conditions, there are observable
fluctuations in the accuracy, with standard deviations being 0.0146
and 0.0088 for Densenet and Resnet, respectively. Overall, we see
an accuracy decline with the amplification of noise levels.

Extending our exploration, a comprehensive analysis across each
class for diverse model architectures is undertaken. This examina-
tion revealed a variance in MIA performance for individual classes
across different models, as illustrated in Figure 12. The MIA ac-
curacy demonstrates disparity across models, a trend that holds
irrespective of the application of our WS defense. Intriguingly, the
correlation coefficient for MIA accuracy across each CIFAR10 class
between DenseNet and ResNet is recorded at a minimal 0.2913 with-
out defense. This observation intimates that a class perceived as
secure against MIA within one model may not retain this security
within an alternate model.

6.1.4 High-level summary. In light of the preceding results, one
takeaway is that a mitigation approach introduces a balance be-
tween accuracy loss and privacy enhancement. Our WS improves
the Pareto curve of this tradeoff.

Here, we identify several special cases, where both WS and
DP are employed to reduce the attack success rate of either neu-
ral network-based MIA or metric-based MIA to a predetermined
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Figure 9: Accuracy loss over privacy leakage for the tabular
datasets on metric-based MIAs using confidence scores.
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Figure 10: The trade-off of HAM10000 dataset in Densenet
and Resnet models on metric-based MIA.

DataSet AL SR AL SR
Metric-based NN-based

98% 4.71%  5.44%  0.00%

CIFAR-10 \I;/I? 105.187% 4.4717% 155.17; (1).2(6)%
CIAR100 | 1| sae Boen  Lis
WS | 9.98% 9.89% 10.99% 2.64%

CASIAface | np | 10399  666% 2423%  1.29%
Metric-based NN-based

ara | 3| B oo
WS | -10.92% 3.91% -14.61% 1.99%

CIFAR-100 | o | 9p40%  286% 442% 254%
11.24% 9.56% 5.24% 1.85%

CASIA-face \gs 23.51% 7.4512% 157.88% 1.22%

Table 4: Accuracy loss (AL) and success rate (SR) of MIA. The
top half is DenseNet and the bottom half is ResNet.

desired level (i.e., increasing the noise level of WS and DP until
the MIA method’s success rate approximates the desired level),
and we measure the accuracy loss. For example, for Densenet, the
accuracy reduction is mere 0.95% on both metric-based [38] and
neural-network-based [36] attacks, and a significant improvement
over the baseline MIA mitigation’s accuracy loss of 16.11%. The
results are presented in Table 4.
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Observational analysis reveals that for both neural network-
based MIA and metric-based MIA, the collective cost of employing
DP vastly overshadows that of WS. This underscores the substantial
accuracy compromise DP incurs for analogous privacy fortification.
Concurrently, the recent assault postulated by Carlini et al. [5] is
evinced to be more susceptible compared to the previously men-
tioned attacks.

Subsequent experimentation insinuates the relative ease of safe-
guarding against neural network-based MIA compared to its metric-
based counterpart. Specifically employing WS, the accuracy losses
for CASIA-FACE, CIFAR-100, and CIFAR-10 for neural network-
based MIA stand at 8.11%, —16.76%, and 4.33% respectively. In con-
trast, the corresponding losses for metric-based MIA are recorded
at 10.61%, —6.83%, and 4.76%. Analogously, employing DP exhibits
a more significant average accuracy loss against metric-based MIA
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as opposed to neural network-based MIA. This observation high-
lights the augmented challenge presented by the defense against the
metric-based MIA delineated in [38]. Notably, in instances show-
cased in Table 4, a negative accuracy loss denotes a slight enhance-
ment in model accuracy.

6.2 Ablation Study

Following the discussion in Section 4, employing smoothing at var-
ious positions may yield comparable outcomes. Despite this, the
evaluation is extended across four smoothing locations (layers of
a model), namely Prediction, Logit, Label, and Embedding. Here,
Logit is the vector prior to the Softmax operation, Embedding is
the vector preceding the fully connected layer, and Label denotes
the one-hot ground truth. As illustrated in Figure 13a, most sce-
narios observe better privacy-utility trade-off when smoothing is
applied to the prediction. Additionally, in Figure 13b, we also eval-
uated different normalization weight methods on WS, including
the weight standardization (std) outlined in Algorithm 1, standard-
ization post logarithm operation (log+std), normalization (norm),
and normalization following a logarithm operation (log+norm).
Evidenced in Figure 13b, standardization emerges as the most bal-
anced approach in the context of model smoothing. Note that the
difference between standardization and normalization is that they
subtract the minimum value or mean, respectively, and then divide
by the maximum value or standard deviation, respectively.

Figure 13c shows the comparison between DP-SGD and DP-
ADAM. The evaluation of DP-ADAM on the CIFAR10 dataset, em-
ploying both Densenet [25] and Resnet [21], reveals worse perfor-
mance compared to DP-SGD.

To validate the performance of WS from different measurements,
and its applicability beyond Mentr, WS is assessed utilizing another
metric-based MIA, using entropy as the metric [34]. The obtained
results, as shown in Figure 15, exhibit consistent performance across
both Densenet and Resnet models on the CIFAR10 dataset.

7 CONCLUSION

In this work, our observations highlight the heterogeneous behav-
ior of samples within deep neural networks. Specifically, samples
located “close-to-the-center” demonstrate heightened vulnerability
to membership inference attacks. In light of these findings, we in-
troduce WS, a novel approach that judiciously infuses noise into
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training samples during the training phase. Our empirical evalua-
tions reveal that, in contrast to existing differential privacy-based
methods, WS adeptly minimizes the risk of MIA, while maintaining
appreciable model accuracy.
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