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Problem Definition: The job of any marketplace is to facilitate the matching of supply with demand in real-time.
Success is often measured using various metrics. The challenge is to design matching algorithms to balance the trade-
offs among multiple objectives in a stochastic environment, to arrive at a “compromise” solution, which minimizes say
the ℓp-norm-based distance function (for some 1≤ p≤∞) between the attained performance metrics and the target
performances.

Methodology/Results: We observe that the sample-average-approximation formulation of this multi-objective
stochastic optimization problem can be solved by an online algorithm that uses only gradient information from “his-
torical” (i.e., past) sample information, and not on the current state of the system. The online algorithm relies on a
set of weight functions, which are updated adaptively over time, based on real-time tracking of the gaps in attained
performance and the performance target. This allows us to recast the online algorithm as a randomized algorithm
to solve the original stochastic problem. When the pre-determined performance targets are attainable, our random-
ized policy achieves the targets with a near-optimal performance guarantee (measured by regret, or deviation away
from the optimal performance). When the targets are not attainable, our policy generates a compromise solution to
the multi-objective stochastic optimization problem, even when the efficient frontier for this stochastic optimization
problem cannot be explicitly characterized a-priori. We implement our model to address a challenge faced by a ride-
sourcing platform, that matches passengers and drivers in real-time. Four performance metrics—platform revenue,
driver service score, pick-up distance, and number of matched pairs—are simultaneously considered in the design of
ride-matching algorithm, without pre-specifying the weight on each performance metric. This mechanism has been
extensively tested using synthetic and real data.

Managerial Implications: We show that under appropriate conditions, all parties in the ride-sourcing ecosystem,
from drivers, passengers, to the platform, can be better off under our compromise matching policy, compared to other
popular policies currently in use. In particular, the platform can obtain higher revenue, ensure better drivers (with
higher service scores) are assigned more orders, and passengers are more likely to be matched to better drivers (albeit
with a slight increase in the waiting time), compared to existing policies that focus on pick-up distance minimization.
The ability to balance the conflicting goals in multiple objectives in a stochastic operating environment, has the
potential to contribute to the long-term sustainable growth of ride-sourcing platforms.

Key words : Multi-objective Optimization; Compromise Solution; Online Algorithms; Ride-sourcing

1. Introduction
In many cities in the world, ride-sourcing companies such as Uber, Lyft, Grab, and Didi Chuxing,
have been able to leverage on Internet-based platforms to facilitate the integration of passengers’ and
drivers’ mobility data on smart phones in real-time, to match passengers to drivers nearby. This allows
the online platforms to dispense with the need for drivers to cruise around to search for passengers on
the streets. These clear operational advantages have motivated many shared service business models
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2 Author: Multi-objective Stochastic Optimization

in public transportation, and have been a disruptive force to the traditional taxi industry. Uber,
for instance, has grown from a ride-sourcing service provider to a one-stop mobile transportation
platform, offering a variety of services in more than 700 metropolitan areas in 65 countries. It offers a
menu of services, including UberX, Uber Black, Uber Pool, Taxi, SUV, etc., to more than 91 million
users with 15 million daily riders (Data as of July, 2019). Didi Chuxing, in China, offers a variety of
services from Taxi, Express, Premier, Luxe, Hitch, Bus, Minibus, Designated Driving, Car Rental,
Enterprise Solutions and Bike-Sharing etc., to more than 550 million users (Data as of February,
2019). These companies are now evaluating electric vehicles and self-driving technologies, to address
the transportation needs of the citizens in a sustainable urban ecology.

While the technology is now ripe for large scale deployment, matching passengers (demand) with
drivers (supply) in real-time is a challenging problem for the ride-sourcing platforms due to multiple
objectives to be considered. The most straightforward short-term objective for the platform is to
maximize the total revenue, which depends on the served order value and the total number of served or
canceled passengers. Another short-term objective is to minimize the pick-up distance for passengers.
In practice, the greedy policy, which assigns passenger to the “nearest” available driver, is widely
used so that passengers can be picked-up as quick as possible. However, this ignores the fundamental
challenge to build a strong community of service providers (part- and full-time drivers) and to deliver
high quality service experience to the passengers. Clearly, the latter objective is also crucial for a long-
term sustainable growth for the platforms. Uber, for instance, uses ratings provided by passengers
to rate the drivers, and boots those drivers whose ratings fall below a threshold in their system, in
order to improve the quality of ride service provided to the passengers.

How should we incorporate multiple objectives, including platform revenue, pick-up time, and ride
service quality, in the design of the dispatch algorithm? A standard solution is to find an appropriate
way to combine the various objectives into a single “merged” objective. One industry player uses the
service score, which is used to quantify driver’s service quality, to distort the distance function so
that drivers with higher service scores have lower distortion compared to those with lower service
scores, so that the chances of jobs being assigned to a better driver are higher under the greedy policy
using the distorted distance function. The A/B tests (by setting a large weight on the service score in
the matching policy) performed by our industry collaborator seem to indicate a systematic decrease
in the number of complaints against the drivers with this change in implementation (cf. Figure 1),
possibly due to an improvement in the quality of ride service. Unfortunately, the total revenue earned
also dropped in the field experiment.1 While it is necessary to carefully tune the distortion function
so that the performances on service quality and total revenue are balanced, finding and calibrating

1 We use simulations to recover the A/B test result in Section 5. We demonstrate that a standard service quality
maximization policy achieves good performance on service score, but at the sacrifice of the total revenue.
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the right distortion function is laborious and non-trivial, and there is a lack of theory to guide the

selection of such functions.

Figure 1 A/B Test on assigning more jobs to drivers with higher service scores. The Yellow ‘Dashed-line’ indicates
a decreasing trend in the passenger complaint rate after the experiment.

This challenge motivates us to study a class of multi-objective decision making problems, and

design an efficient algorithm to balance these objectives in a calibrated manner. In multi-objective

optimization, it is natural to restrict our search of a solution on the Pareto frontier (Steuer 1986).

Note that this traditional approach entails a delicate selection of weighting function to aggregate the

multiple objectives into a single one, and the central issue there is also the choice of the weighting

function to be used for aggregation (Marler and Arora 2010). To this end, Yu (1973) introduced the

concept of a “compromise solution”—a feasible solution whose performance is closest (in terms of the

Euclidean metric) to an ideal point (or a predetermined Key Performance Indicator (KPI) target) in

the K-dimensional performance space, when we measure the quality of a solution using K different

objective functions. The ideal point is called a utopia point, which can be constructed by optimizing

each objective function separately, but is otherwise non-attainable at the same time.

Given the utopia target, it is straightforward to obtain the Euclidean (ℓ2-norm) compromise solu-

tion by solving a related quadratic programming problem, if we have a good characterization of the

efficient frontier. However, in a stochastic setting with dynamic decision scenarios, e.g., dynamic

arrival of passengers and drivers on the ride-sourcing platforms, it remains a daunting challenge to

find the compromise solution.

In this paper, our contributions are as follows:
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1. We first solve a sample-average-approximate (SAA) version of the multi-objective stochastic
optimization problem, and develop an online algorithm (associated with a set of weight func-
tions) to obtain the “compromise” solution to the SAA problem. The weight function in the
SAA problem is adaptive, and uses only historical sample information generated.2 This allows
us to recast the online algorithm as a randomized algorithm for this class of stochastic problems,
and provides explicit allocation rules to guide deployment of resources in real-time. The meth-
ods and analyses are developed for problems without recourse (single-period) and with multiple
stages of recourse (multi-period) settings.

2. We determine whether the aspirational KPI targets are attainable for a given problem instance.
To be concrete, we obtain a set of necessary and sufficient conditions to characterize the space
of attainable KPI metrics. Interestingly, if the KPI targets (e.g., the utopia target) are not
attainable, our algorithm generates the compromise solution to the multi-objective stochastic
optimization problem, even when the efficient frontier cannot be easily characterized. This result
holds for any ℓp-norm induced penalty functions, where 1≤ p≤∞.

This multi-objective framework is developed to address a crucial question faced by the ride-sourcing
platform: How should multiple objectives be addressed in the real-time matching decisions? We
apply our framework to incorporate four objectives—platform revenue maximization, service quality
maximization, pick-up distance minimization, and number of matched pair maximization—in the
dispatch algorithm, and drive the compromise matching policy. Compared to solutions that focus on
optimizing only a single metric, we have the following observations:
3. Compared to the pick-up distance minimization policy, the compromise matching solution dis-

patches more orders to drivers with higher service scores, sacrificing only a little on pick-up
time. This has long term strategic consequences—as better drivers (higher service scores) are
assigned more jobs, their income will increase, and this could motivate them to work longer on
the platform. Consequently, the overall service quality of the platform will improve.

4. Compared to the service quality maximization policy, the compromise matching solution serves
higher value passengers (those with longer commute distances) with higher priority, and provides
them with faster pick-up service. As a result, the revenue accrued is higher, despite that a
small proportion of lower value passengers are underserved. We note that some ride-sourcing
platforms are already investing in bike-sharing and scooter-sharing markets, which aim to serve
passengers with shorter commute distances. In this way, our matching policy could help balance
their business strategies in both ride-sourcing and bike-/scooter-sharing markets, to provide

2 Note that the traditional SAA approach uses the information on all the samples to determine the optimal solution.
Even though the SAA approach may return an approximation to the optimal value when the problem scale is not
too large, this method does not provide a means to adapt to a scenario different from its sampled scenarios.
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more comfortable service for passengers with differentiated travel requests for both long and
short distances.

The rest of the paper is structured as follows. Relevant literature is reviewed in Section 2. We
formulate the multi-objective optimization problem and develop the compromise solution in Section
3. In Section 4, we extend our analytical results from a single-period setting to a multi-period setting.
In Section 5, we implement the multi-objective approach in a ride-sourcing market, and Section 6
concludes. All proofs are relegated to Appendix A. In Appendix B, we provide more details on the
ride-matching benchmark policies. As further checks on the performance of the proposed policies, we
also describe an implementation of our compromise matching solution using an in-house simulator
developed by our industry collaborator, in Appendix C.

2. Literature Review
Multi-objective optimization has been extensively studied in both academic and industrial areas,
where the decision making process is concerned with trade-offs under multiple criteria. We refer the
readers to Marler and Arora (2004), Ehrgott (2005), Yu (2013), Serafini (2014) and the references
therein for a comprehensive review of the fundamentals of this problem.

A classical approach to address the multi-objective optimization problems is to characterize a set of
Pareto optimal solutions so that the decision maker can choose the most “preferred” one. The space
composed of these Pareto optimal solutions is also called “efficient frontier” in the literature (Steuer
1986). Among all the Pareto solutions, Yu (1973) introduced the concept of compromise solution
and focused on the ℓp norms functions to study the distance from the compromise solution to the
utopia point. Gearhart (1979) and White (1984) extended this topic by considering different distance
functions. Notably, when the distance function is given, it is straightforward to derive the compromise
solution in the setting where both objective function and feasible domain are well characterized.
However, when the feasible domain is presented in a stochastic setting, characterizing the compromise
solution becomes extremely challenging. In this paper, we propose an online mechanism to derive
the compromise solution to the multi-objective optimization problem with stochastic inputs. Next,
we restrict our focus on the related multi-objective online optimization literature.

Mahdavi et al. (2013) studied a multi-objective optimization problem under the online convex opti-
mization (OCO) framework. They casted the multi-objective problem into a stochastic constrained
problem by forcing different thresholds on the original objective functions and selected a new objec-
tive function to optimize. A primal-dual online algorithm was developed to minimize the selected
single objective and to meet these pre-determined thresholds. We note that the feasible domain for
the decision variables is fixed in this paper, and the decision maker was required to make the decision
prior to the scenario realization. In our paper we study a different multi-objective problem in which
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the feasible domain depends on the realized stochastic information and the decision is made after
observing the realized scenario. Uziel and El-Yaniv (2017) extended the multi-objective work in Mah-
davi et al. (2013) to the case where the underlying unknown process is stationary and ergodic, and
proposed a minimax histogram aggregation algorithm to solve the multi-objective online optimiza-
tion problem. By introducing a threshold on each objective function, the multi-objective problem
is converted to a stochastic constrained OCO problem, which was also studied by Yu et al. (2017).
Busa-Fekete et al. (2017) studied the multi-objective online bandits problem. Different from the
classic single-objective multi-armed bandit problem (Auer et al. 2002), the obtained cost after each
round is no longer a scalar but a vector. They reformulated the multi-objective problem by using the
Generalized Gini Index aggregation function and developed an online gradient descent algorithm.

The multi-objective problem studied in the present paper is also related to the online stochastic
optimization problem with feasibility constraints. In this vein, Zhong et al. (2018) studied a capacity-
pooling problem with fill-rate constraints. Leveraging on Blackwell’s approachability theorem, Zhong
et al. (2018) developed an online allocation policy to guarantee the fill-rate requirement asymptot-
ically. Liang et al. (2023) applied Blackwell’s approachability theorem in a passenger-flow control
problem with the goal of providing egalitarian transport service for passengers on different origin-
destination pairs. Lyu et al. (2019) extended the results in Zhong et al. (2018) to a production network
setting and used the OCO technique to establish a non-asymptotic performance guarantee for their
online allocation policy. Along this direction, Jiang et al. (2023) provided an integrated framework
to address the resource allocation problem with different types of service-level constraints. They
showed that a (randomized) max-weighted-service policy is optimal asymptotically. Furthermore, we
note that Agrawal and Devanur (2015) studied a generic online stochastic optimization problem with
concave objective function and feasibility constraints. They designed an efficient algorithm to solve
the problem and demonstrated a near-optimal performance guarantee in regret when the stochastic
models are either stationary or random permutation. One of the key differences between our work
and the aforementioned studies is that we focus on exploring the properties of online solutions in
the case in which KPI targets (e.g., the fill-rate target in Zhong et al. (2018)) are not attainable.
We link this problem to the stochastic multi-objective optimization problem and demonstrate that
our policy generates the compromise solution to this multi-objective problem. In addition, we derive
closed-form policies when the penalty functions are ℓ1, ℓ2, and ℓ∞ norms, and hence the corresponding
policies can be efficiently applied to solve large-scale problems. Finally, we generalize our results to a
multi-period stochastic setting with multiple stages of recourse in which the stochastic environments
are allowed to be non-stationary and endogenous across different periods.

Multi-objective optimization has an important application in the ride-sourcing markets. In prac-
tice, the matching decisions between drivers and passengers are supposed to take the trade-offs among
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different objectives (or interests of managers from different departments) into account. Although
much effort has been devoted to the design of diverse matching policies for the two-sided market, the
majority of these works focused on single-objective optimization problems. For example, Zhang et al.
(2017) developed a batch matching system, with the objective to maximize the driver acceptance
rate for each order. Different from the traditional one-order-to-one-driver matching mechanism, they
dispatched each order to multiple drivers and let drivers compete for the order. Leveraging on the
forecast of demand and supply patterns, Xu et al. (2018) developed an MDP-based order dispatch
algorithm to maximize certain reward functions. Wang et al. (2018) introduced the concept of sta-
bility in dynamic ride-sharing and provided mathematical programming approaches to solve stable
and nearly stable ride-share matching problems, with the objective of minimizing the pick-up detour
distance. Braverman et al. (2019) studied the empty-car routing problem, with the objective to max-
imize the availability of empty cars when passengers request ride-sourcing service. They considered
a closed queuing network model and studied a fluid-based optimization problem. In a large market
regime, they demonstrated a stationary distribution for the closed queuing network. Özkan and Ward
(2020) proposed a linear programming based matching policy that accounts for temporal changing
demand and supply and customer patience, with the objective of maximizing the overall number of
passengers being served. Hu and Zhou (2022) studied the dynamic matching control of a two-sided,
discrete-time matching system in which both the supply and demand may leave the platform if the
wait time before getting passengers or drivers is too long, with the objective to maximize the expected
total discounted profit. Along this direction, Baccara et al. (2020) proposed a dynamic matching
mechanism to balance the trade-off between increasing matching qualities (by waiting for a thicker
market) and reducing waiting costs (by performing a quicker matching). Furthermore, Johari et al.
(2021) addressed the exploration-exploitation trade-off between a myopic matching to maximize total
revenue and learning the type of the suppliers to improve efficiency. Besides these specific matching
polices, Feng et al. (2021) examined the impact of matching mechanisms on the efficiency of the
ride-hailing system (e.g., reducing the waiting time). Jiang et al. (2021) investigated how behavioral
biases affect works’ relocation decisions in on-demand platforms. Other relevant studies include Bai
et al. (2019), Castro et al. (2020), Ke et al. (2020), Yan et al. (2020), Li et al. (2021b), Zhu et al.
(2021), Zhou et al. (2022). One can refer to Wang and Yang (2019), Benjaafar and Hu (2020), Hu
(2021), Wang (2022) for a review of related problems in ride-sourcing and transportation-enabled
services. However, to our knowledge, few studies shed light on the multi-objective matching policy.

3. Models and Analysis: Single Period Problem
For ease of understanding, we first describe the framework and the main results for a single-period
multi-objective optimization problem. We extend the analysis later to a multi-period optimization
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problem with recourse, and show how this can be used to model the matching problem in a ride-
sourcing platform.

3.1. Problem Description
The decision maker faces the following multi-objective optimization problem in a single-period
stochastic environment: Let ω denote a supply-demand scenario, and x(ω) the matching solution in
scenario ω. The multiple performance metrics are denoted by fk(·), for k = 1,2, . . . ,K. For ease of
exposition, we assume that the non-dominated solutions are obtained by solving the following:

(S0) max
x(ω)

{
Eω∼Ψ [f1(x(ω),ω)] ,Eω∼Ψ [f2(x(ω),ω)] , . . . ,Eω∼Ψ [fK(x(ω),ω)]

}
s.t. x(ω)∈X (ω), ∀ω ∈Ω,

where the set X (ω) is a convex feasible region associated with the scenario realization ω, and the
maximization is over a vector of performance metrics.

The scenario ω is randomly generated from distribution Ψ, which has a potentially infinite support
set Ω. Moreover, the decision rule x(ω) is made upon the realization of ω. For example, the scenario
realization ω could represent the driver-passenger (supply-demand) information revealed in the ride-
sourcing market, and the set X (ω) contains all the feasible matching solutions.

There are K (K ≥ 2) objectives to be maximized. For each ω ∈Ω, the function fk(·,ω) :X (ω)→R

represents the kth KPI objective function under the scenario ω. We write f := (f1, f2, . . . , fK) in short.
Furthermore, we do not restrict any formal conditions on the objective functions, but assume that
the optimization problem maxx∈X (ω) c

⊤f(x,ω) has a global optimal solution for any c∈RK
≥0, ω ∈Ω,

with tie-breaking arbitrarily whenever there are multiple optimal solutions. Clearly, this assumption
holds for any concave objective function fk(·,ω).

To synthesize and integrate the performance over multiple dimensions, we formulate a new problem
(S-ϕp), which seeks a solution x(ω) that achieves a KPI target τ = (τ1, τ2, . . . , τK) ∈RK closest (in
a sense defined by the ℓp norm induced penalty function ϕp) to the utopia point U ∈RK :

(S-ϕp) min
x(ω),τ

ϕp(U − τ )

s.t. Eω∼Ψ [fk(x(ω),ω)]≥ τk, k= 1,2, . . . ,K, (1)

x(ω)∈X (ω), ∀ω ∈Ω.

The utopia point U = (U1,U2, . . . ,UK) is defined as follows. For each k, the term Uk is the expected
optimal value of problem (S0) when E[fk(x(ω),ω)] is the only objective function to be maximized.

The penalty function ϕp : RK → R≥0, which is induced by the ℓp norm, is defined as ϕp(w) :=

∥w+∥p =
(∑K

k=1 |w
+
k |p
)1/p

for p∈ [1,∞]. It is clearly that ϕp is a convex function with the properties
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that ϕp(w) = 0 for all w ∈RK
≤0, and ϕp is non-decreasing in each of the K dimensions. Consequently,

ϕp imposes a penalization whenever the attained KPI target τk is less than the corresponding utopia
point value Uk for some k ∈ {1,2, . . . ,K}.

A natural question is whether there exists a set of static weight functions such that the optimal
targets τ ∗ to (S-ϕp) can be satisfied for all k using the traditional weighted-sum policy by merging
the multiple objectives into a single one. Unfortunately, the following Example 1 provides a negative
answer.

Example 1. We consider a ride-matching problem with C = 4 drivers, to be allocated to K = 2

locations with stochastic demand for rides denoted by ω = (ω1, ω2). The demands could be (3,3),
(1,3), or (3,1), with equal probability. Here fk(x(ω),ω) = I(xk(ω) ≥ ωk), where xk(ω) represents
the number of rides served in location k, and I(·) indicates whether the demand ωk has been fully
served. The utopia point U = (1,1). Given a set of weight functions z̄ = (z̄1, z̄2), the traditional
weighted sum policy can be obtained by solving:

max
(x1(ω),x2(ω))

z̄1I(x1(ω)≥ ω1)+ z̄2I(x2(ω)≥ ω2)

s.t. x1(ω)+x2(ω)≤ 4, 0≤ x1(ω)≤ ω1, 0≤ x2(ω)≤ ω2,

ω= (ω1, ω2)∈ {(3,3), (1,3), (3,1)}.

The optimal solution to the problem above depends on both the weight vector (z̄1, z̄2) and the demand
realization (ω1, ω2). Next, we consider two static weighted-sum policies:
• Location 1 is always served with a higher priority (z̄1 = 1, z̄2 = 0). In this case, the served demand

is x(3,3) = (3,1), x(1,3) = (1,3), x(3,1) = (3,1). The service levels attained for locations 1 and
2 are (1,2/3), respectively.

• Location 2 is always served with a higher priority (z̄1 = 0, z̄2 = 1). In this case, the served demand
is x(3,3) = (1,3), x(1,3) = (1,3), x(3,1) = (3,1). The service levels attained for locations 1 and
2 are (2/3,1), respectively.

Even if both locations are served with equal priority, i.e., z̄1 = 1, z̄2 = 1, the deterministic solution to
the problem ensures that one of the two service levels attained above must hold. So the service level
target (5/6,5/6) cannot be achieved simultaneously. However, if we prioritize location 1 and location
2 with equal probability, i.e., a randomized policy, we can easily verify that the target (5/6,5/6) can
be achieved simultaneously. This is closer to the utopia point U .

Therefore, it is necessary to go beyond the static weight functions to guarantee that the attained
KPI targets stay close to the utopia point in the stochastic environment. To do so, We generate a
sequence of i.i.d. scenarios {ωm}Mm=1 ∼Ψ, for M sufficiently large, and solve the problem using SAA
instead. Let xm denote the matching decision in sample m. We say that xm is non-anticipative or xm
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is online, if xm is determined using only the information {xs,ωs}m−1
s=1 ∪{ωm} available up to sample

m. Equivalently, the decision variable xm is σ({xs,ωs}m−1
s=1 ∪{ωm})-measurable for all 1≤m≤M .

In this way, we can reformulate the single-period problem (S-ϕp) to the following SAA problem:

(M-ϕp) min
xm,τ

ϕp(U − τ )

s.t. lim inf
M→∞

1

M

(
M∑

m=1

fk(xm,ωm)

)
≥ τk, k= 1,2, . . . ,K, (2)

xm ∈X (ωm), m= 1,2, . . .

xm non-anticipative, m= 1,2, . . .

In this way, the allocation policy for ωm depends on the history {xs,ωs}m−1
s=1 ∪{ωm} and is therefore

a randomized policy, depending on the samples drawn.

3.2. Policy and Compromise Solutions for Problem (M-ϕp)

Online Compromise Policy DAOp for Problem (M-ϕp):
We develop a class of online compromise policies—Debt Associated Online (DAOp) policy—for the
multi-sample problem (M-ϕp). At sample (m+1), for each k ∈ {1,2, . . . ,K} we can track the average
debt, wk(m+1), owe to KPI objective fk from sample 1 to m:

wk(m+1) :=
1

m

m∑
s=1

Dk(s), (3)

where
Dk(s) :=Uk− fk(x

DAOp
s ,ωs)

represents the debt at sample s. The debt vector w(m+1) serves to compare the utopia point with
the vector of average objective values obtained by the decision maker from sample 1 to m. Intuitively,
when we have wk(m+1)> 0, it means that the previous decisions have not achieved the kth required
KPI target Uk over first m samples. Hence, the decision at sample (m + 1) should prioritize the
maximization of the kth objective fk(·,ωm+1), in order to stay close to the kth KPI target Uk at
the end of sample M . Otherwise, when we have wk(m+ 1)≤ 0, it suggests a lower priority on the
maximization of fk(·,ωm+1), since the previous decisions have already met the required KPI target
Uk. Altogether, debt vector w(m+1) quantifies the relative priority associated with each of the K

objectives f1(·,ωm+1), f2(·,ωm+1), . . . , fK(·,ωm+1) at sample (m+1).
Furthermore, in order to accommodate the penalty function ϕp, we consider z(m+1), which is the

projection of a scaled version of w+(m+1) onto the unit ball induced by the dual norm of ℓp. The
projection is motivated by the Nesterov’s Smoothening Technique (Nesterov 2005), where z(m+1)

is in fact the gradient of a certain smoothed surrogate function of ϕp, as detailed in Appendix A.1.
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After that, we solve convex program (DAOp(m+1)) involving z(m+1) for the realized scenario in
sample (m+1). We summarize the idea in the following description of policy DAOp:

Debt Associated Online (DAOp) policy for penalty function ϕp:
For m= 0,1, . . ., do:
1. At the start of sample (m+1), compute the debt vector w(m+1) = (wk(m+1))Kk=1 averaged

across sample 1 to m, where

wk(m+1) =Uk−
1

m

m∑
s=1

fk(x
DAOp
s ,ωs),

and U = (Uk)
K
k=1 is the utopia point for (M-ϕp). We also set w(1) = (1,1, . . . ,1) as a starting

point for m= 0.
2. Define η(m+1) :=

√
2∆2

K(q−2)+/q(m+1)
, where q satisfies 1/p+1/q= 1.

3. Compute the Euclidean projection z(m+1) of w+(m+1) onto the unit ball defined by ∥ · ∥q:

z(m+1)∈ argmin∥z∥q≤1

∥∥∥∥z− 2

η(m+1)
w+(m+1)

∥∥∥∥2
2

. (4)

4. After observing the realized scenario ωm+1, compute the decision x
DAOp
m+1 , which is an optimal

solution to the following convex program:

(DAOp(m+1)) max
xm+1

∑K

k=1
zk(m+1)fk(xm+1,ωm+1)

s.t. xm+1 ∈X (ωm+1),

where the Euclidean projection z(·) denotes the weight function/vector for different objectives.

In step 2, we define constant ∆k := max
ω∈Ω,x(ω)∈X (ω)

fk(x(ω),ω) for each k ∈ {1,2, . . . ,K}, and define
constant

∆ :=

√√√√ K∑
k=1

∆2
k. (5)

Note that ∆ depends only on the ranges of objective functions f1, f2, . . . , fK , but does not depend
on the sample size M . Furthermore, the scale factor η(m+1) also does not depend on M .

Example 2. To make the discussion clearer, we elaborate on the policy DAOp when p∈ {1,2,∞}.
For these values, the adaptive weight vector z(m+1) can be computed explicitly.
• When p= 1, q=∞. In this case, the objective function in step 3 in policy DAO1 can be decoupled

dimension-wise. Indeed, it is straightforward to verify that, for each 1≤ k≤K, we have

zk(m+1) =

{
2

η(m+1)
w+

k (m+1) if w+
k (m+1)≤ η(m+1)/2

1 if w+
k (m+1)> η(m+1)/2

.
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• When p= 2, q = 2. In this case, z(m+1) is a scalar multiple of w+(m+1) by (4). Therefore,
we can just set z(m+1) to be w+(m+1), and solve problem (DAO2(m+1)) to obtain the solution
xDAO2

m+1 . In addition to a higher efficiency, it is easier to implement policy DAO2, since it does not
require the knowledge of ∆.
• When p=∞, q= 1. In this case, z(m+1) is constrained to theK-simplex. The required solution

z(m+1), a point in {z :
∑K

k=1 zk ≤ 1,zk ≥ 0} closest to 2w+(m+1)/η(m+1) in squared Euclidean
distance, has the following expression for its kth coordinate, by an argument similar to water-filling:

zk(m+1) =
[
w+

k (m+1)− c
]+

,

where c∈ [0,max1≤k≤K w+
k (m+1)] is the smallest number such that

∑K

k=1

[
w+

k (m+1)− c
]+ ≤ 1. The

value of c can be found by conducting a binary search on [0,max1≤k≤K w+
k (m+1)]. The expression

for zk(m+1) signifies that, under the debt penalty function ϕ∞, the decision maker should focus on
the few KPIs with highest debt accumulated between time steps 1 and m, and ignore other KPIs.
Such a strategy is in agreement with the nature of penalty function ϕ∞, which penalizes for the KPI
with the most debt.

Optimality of Policy DAOp for Problem (M-ϕp):
Let w∗ = (w∗

1,w
∗
2, . . . ,w

∗
K), where w∗

k = Uk − Eω∼Ψ[fk(x
∗(ω),ω)], and {x∗(ω)}ω∈Ω is an optimal

compromise solution to problem (S-ϕp). The following proposition states that our online policy DAOp

attains the compromise solution with near-optimal performance in regret, which is defined as the
additive optimality gap from achieved performance to the hindsight optimal performance.

Proposition 1. Consider the sample-average-approximate problem (M-ϕp), and let q ∈ [1,∞]

satisfy 1/p+1/q= 1. The average debt w(M +1) under policy DAOp satisfies

E [ϕp(w(M +1))]−ϕp(w
∗)≤

√
8K

(q−2)+

q ∆2

M
. (6)

The expectation in (6) is taken over ω1,ω2, . . . ,ωm. Proposition 1 implies that the gap from
achieved performance under policy DAOp to the hindsight optimal performance converges to 0 when
the sample size M becomes sufficiently large. In fact, Proposition 1 also holds when we replace the
utopia point U with any other KPI target, and our policy returns the solution with the minimal
ℓp-distance to the corresponding target.

We make the following two remarks about policy DAOp. First, policy DAOp is indeed non-
anticipatory, since the debt vector w(m+1) is calculated based on the debt information from sample
1 to m. Second, while the decision in sample (m+1) requires the knowledge of scenario realization
ωm+1, the debt vector w(m+1) is independent of ωm+1. Such an independence turns out to facilitate
the solution of problem (S-ϕp), as we proceed to discuss next.
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3.3. Policy and Compromise Solutions for (S-ϕp)

In this subsection, we demonstrate that policy DAOp, which is designed for the SAA problem (M-ϕp),
can be used to compute a succinct and near optimal solution oracle to solve the single-period stochas-
tic problem (S-ϕp) for any KPI target U . More precisely, we construct a solution {xS-ϕp(ω)}ω∈Ω

which nearly satisfies the first set of attainability constraints and completely satisfies the second set
of constraints in (S-ϕp).

An immediate challenge in solving problem (S-ϕp) is that a feasible solution {x(ω)}ω∈Ω is a menu
of decisions, and the length of the menu increases linearly with |Ω|. Worse still, when Ω is infinite,
such a menu of decisions appears impossible to be specified. We use the property that debt vector
w(m) in policy DAOp is independent of ωm to construct a succinct representation of a menu of
decisions for (S-ϕp), even when Ω is infinite. The succinct representation is in the form of an oracle,
which generates an allocation xS-ϕp(ω)∈X (ω) for any given scenario realization ω ∈Ω. We provide
the construction of such an oracle in Algorithm 1.

Algorithm 1 Randomized Mechanism for Problem (S-ϕp).
1: Input: A sufficiently large M .
2: Generate i.i.d. scenario realizations ω1,ω2, . . . ,ωM ∼Ψ.
3: Perform policy (DAOp) progressively on ω1,ω2, . . . ,ωM , which generates weight vectors
{z(m)}Mm=1.

4: Sample a period index m̄ uniformly at random from {1,2, . . . ,M}, and let z̄ = z(m̄).
5: Construct the following oracle: For any given ω ∈Ω, the oracle generates allocation xS-ϕp(ω),

which is an optimal solution to the following convex program:

max
∑K

k=1
z̄kfk(x(ω),ω)

s.t. x(ω)∈X (ω).

Theorem 1. Consider the single-period stochastic problem (S-ϕp). By performing Algorithm 1
with M = ⌈8∆2/ϵ2⌉, the output oracle {xS-ϕp(ω)}ω∈Ω is feasible for problem (S-ϕp), and has an

objective value within an additive error

√
8K

(q−2)+

q ∆2

M
away from the optimum of problem (S-ϕp),

where q satisfies 1/p+1/q= 1.

The proof for Theorem 1 is deferred to Appendix A.2. To gain more insight into our approach, we
provide next a characterization of the set of attainable KPI targets τ ∈RK such that there exists a
decision rule {x(ω)}ω∈Ω that ensures the feasibility of constraints (1). In other words, we derive a
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set of necessary and sufficient conditions for a KPI target τ to be attainable by a certain decision
rule {x(ω)}ω∈Ω. We provide the main result in Theorem 2 and lay out the proof in Appendix A.3.

Theorem 2. Consider the single-period stochastic problem (S-ϕp). A KPI target τ is attainable
under a certain decision rule if and only if conditions (7) hold:

Eω∼Ψ

[
max
x(ω)

{
K∑

k=1

θkfk(x(ω),ω) :x(ω)∈X (ω)

}]
≥

K∑
k=1

θkτk, ∀θ ∈RK
≥0. (7)

In general, it is not easy to obtain closed-form expressions for the set of conditions in (7). However,
our randomized decision rule can be used as a heuristic to examine the attainability of any KPI target
τ—If the Euclidean norm of the corresponding debt vector under solution {xS-ϕp(ω)}ω∈Ω would not
converge to 0 as M increases, it means that the KPI target cannot be attained by any decision rule.

4. Multi-Period Stochastic Environment
We further generalize our analysis to a multi-period setting with multiple stages of recourse, in
which the decision maker needs to determine resource allocation in each time period t∈ {1,2, . . . , T}.
With a slight abuse of notation, we denote the scenario realized at period t as ωt, which follows
the probability distribution Ψt and belongs to a potentially infinite scenario set Ωt. For notational
convenience, we represent ω1:T = (ω1,ω2, . . . ,ωT ) as the realized scenarios during the entire planning
horizon. We let xt and yt denote, respectively, the decision variable and state variable at time period
t. The state space is denoted by Y; i.e., yt ∈ Y, ∀t= 1,2, . . . , T . In the stochastic environment, the
state variable yt randomly evolves based on xt−1, ωt−1, and yt−1. We write

yt :=Y(xt−1,ωt−1,yt−1), t= 2,3, . . . , T (8)

to encode the evolution of the stochastic system, where the function Y(·) maps the state and decision
at time period t− 1 to period t. For convenience, we denote y1 := Y(x0,ω0,y0) as the initial state
revealed at period 1. Analogous to the single-period problem (S-ϕp), we formulate a multi-period
stochastic problem that seeks a decision rule xt :=xt(yt,ωt)∈X (yt,ωt) that achieves the KPI target
τ = (τ1, τ2, . . . , τK)∈RK closest to the utopia point U ∈RK .

(G-S-ϕp) min
xt,yt,τ

ϕp(U − τ )

s.t. E

[
T∑

t=1

fk(x
t,yt,ωt)

]
≥ τk, k= 1,2, . . . ,K, (9)

yt =Y(xt−1,ωt−1,yt−1), ∀ωt−1 ∈Ωt−1, t= 1,2, . . . , T,

xt ∈X (yt,ωt), ∀ωt ∈Ωt, t= 1,2, . . . , T,
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where fk(xt,yt,ωt) denotes the objective value for each objective k at time period t. The expectation
in Equation (9) is taken over ω1:T . The utopia target Uk is defined as the expected optimal value
when E

[∑T

t=1 fk(x
t,ωt,yt)

]
is the only objective function to maximize. Clearly, this multi-period

problem (G-S-ϕp) is a stochastic dynamic programming problem. It is challenging to solve to the
optimum even when there is only one objective.

To solve the model, similar to Section 3, we also reformulate problem (G-S-ϕp) to a related SAA
problem by generating a branch of scenarios {ωt

m}Mm=1 ∼ ωt (for each and every time period t =

1,2, . . . , T ) over M samples. We use the superscript t to indicate the period index, while subscript
m to indicate the sample epoch throughout the paper. Note that the scenarios {ω1

m,ω
2
m, . . . ,ω

T
m}

are allowed to be correlated on the same sample path m, while the scenarios {ωt
1,ω

t
2, . . . ,ω

t
M} for

the same time index t are i.i.d. We denote by {xt
m,y

t
m} the decision variable and state variable

respectively at period t on sample path m, and we force {xt
m,y

t
m} to be non-anticipative so that

{xt
m,y

t
m} can only use the information available up to period t on sample path m as well as the

information from sample 1 to m− 1. In this way, we can formulate:

(G-M-ϕp) min
xt
m,yt

m,τ
ϕp(U − τ )

s.t. lim inf
M→∞

1

M

M∑
m=1

(
T∑

t=1

fk(x
t
m,y

t
m,ω

t
m)

)
≥ τk, k= 1,2, . . . ,K,

yt
m =Y(xt−1

m ,ωt−1
m ,yt−1

m ), t= 1,2, . . . , T, m= 1,2, . . .

xt
m ∈X (yt

m,ω
t
m), t= 1,2, . . . , T, m= 1,2, . . .

xt
m non-anticipative, t= 1,2, . . . , T, m= 1,2, . . .

Similarly, define constant ∆T
k :=max

xt,yt

∑T

t=1 fk(x
t,yt,ωt) for any ωt ∈Ωt, t= 1,2, . . . , T , and define

constant

∆T :=

√√√√ K∑
k=1

(∆T
k )

2. (10)

Here we use the superscript T to indicate the dependence of ∆T on the planning horizon of problem
(G-M-ϕp), but ∆T is a constant independent of sampling size M . We extend the class of online
policies {DAOp}p∈[1,∞] to solve problem (G-M-ϕp), as detailed below.

Generalized Debt Associated Online policy (G-DAOp):
For m= 0,1, . . ., do the following:
1. At the start of sample (m+1), compute the debt vector w(m+1) = (wk(m+1))Kk=1 averaged

across sample 1 to m, where

wk(m+1) =Uk−
1

m

m∑
s=1

{
T∑

t=1

fk
(
xG-DAOp,t

s ,yG-DAOp,t
s ,ωt

s

)}
,

and U = (Uk)
K
k=1 is the utopia point for problem (G-M-ϕp).
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2. Define η(m+1) :=
√

2(∆T )2

K(q−2)+/q(m+1)
, where q satisfies 1/p+1/q= 1 .

3. Compute the Euclidean projection z(m+1) of w+(m+1) onto the unit ball defined by ∥ · ∥q:

z(m+1)∈ argmin∥z∥q≤1

∥∥∥∥z− 2

η(m+1)
w+(m+1)

∥∥∥∥2
2

. (11)

4. Compute the decision {xG-DAOp,t
m+1 ,y

G-DAOp,t
m+1 }Tt=1 by solving the stochastic dynamic programming:

(G-DAOp(m+1)) max
K∑

k=1

zk(m+1)E
[

T∑
t=1

fk
(
xt

m+1,y
t
m+1,ω

t
m+1

)]
s.t. yt

m+1 =Y(xt−1
m+1,y

t−1
m+1,ω

t−1
m+1), ∀ωt−1

m+1 ∈Ωt−1, t= 1,2, . . . , T,

xt
m+1 ∈X (yt

m+1,ω
t
m+1), ∀ωt

m+1 ∈Ωt, t= 1,2, . . . , T.

The kth objective value at period t is denoted by fk
(
x

G-DAOp,t
m+1 ,y

G-DAOp,t
m+1 ,ωt

m+1

)
under the

G-DAOp policy for t= 1,2, . . . , T .

At Step 4 we need to solve a stochastic dynamic programming (G-DAOp(m+ 1)); i.e., the deci-
sion (x

G-DAOp,t
m+1 ,y

G-DAOp,t
m+1 ) at period t is made upon realization of scenario ωt

m+1, while the “future”
information (ωt+1

m+1,ω
t+2
m+1, . . . ,ω

T
m+1) is not revealed to the decision maker. Indeed, this is a dynamic

programming problem with a weighted-sum objective function. For ease of exposition, we suppress
discussion of how to solve problem (G-DAOp(m+ 1)) to optimality, but focus on providing trans-
parency into the rules used to solve this multi-objective stochastic problem.

Next, we assert the near optimality of policy G-DAOp for problem (G-M-ϕp), by comparing the
average debt vector w(m+1) with an debt vector w∗ optimal for the multi-period stochastic problem
(G-S-ϕp). Vector w∗ = (w∗

1,w
∗
2, . . . ,w

∗
K) is defined as w∗

k = Uk −
∑T

t=1E[fk(x
∗,t,y∗,t,ωt)], where

{x∗,t,y∗,t}Tt=1 represents the optimal solution to problem (G-S-ϕp). In addition, recall the definition of
constant ∆T , which is independent of sample size M in Equation (10). We demonstrate the sublinear
regret bound for the online policy G-DAOp in Proposition 2.

Proposition 2. Consider the sample-average-approximate problem (G-M-ϕp) and let q ∈ [1,∞]

satisfy 1/p+1/q= 1. The average debt w(M +1) under policy G-DAOp satisfies

E [ϕp(w(M +1))]−ϕp(w
∗)≤

√
8K

(q−2)+

q (∆T )2

M
. (12)

To prove Proposition 2, we treat the multi-period stochastic problem as a “single” problem and
suppress discussion of its dynamic structure. Since the scenarios {ωt

m}Mm=1 are i.i.d. generated across
different samples, we apply online convex optimization techniques to address the aggregated problem∑T

t=1 fk
(
xt

m,y
t
m,ω

t
m

)
on each sample path m, instead of a single-period problem fk

(
xt

m,y
t
m,ω

t
m

)
.

We claim that the solution under policy G-DAOp converges to the hindsight compromise solution as
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long as the optimal solution to problem (G-DAOp(m)) could be obtained. The remaining proof is
similar to the proof for Proposition 1 and is relegated to Appendix A.4.

Furthermore, similar to Section 3.3, we cast online policy G-DAOp into a randomized mechanism
to solve the stochastic problem (G-S-ϕp). The randomized mechanism is described in Algorithm 2.

Algorithm 2 Randomized Mechanism for the Multi-period Stochastic Problem (G-S-ϕp).
1: Input: The utopia KPI target U ∈RK and a sufficiently large M .
2: Generate i.i.d. scenario realizations {ωt

1,ω
t
2, . . . ,ω

t
M} ∼Ψt for all t= 1,2, . . . , T .

3: Perform policy (G-DAOp) progressively on {ω1
m,ω

2
m, . . . ,ω

T
m}, which generates weight vectors

z(m), for all samples m= 1,2, . . . ,M .
4: Construct the following oracle: Sample a period index m̄ uniformly at random from
{1,2, . . . ,M} with replacement, and let z̄ = z(m̄). The oracle generates a sequence of decisions
{xG-S-ϕp,t,yG-S-ϕp,t}Tt=1, which is an optimal solution to the following stochastic dynamic pro-
gramming:

max
K∑

k=1

z̄kE
[

T∑
t=1

fk
(
xt,yt,ωt

)]
s.t. yt =Y(xt−1,ωt−1,yt−1), ∀ωt ∈Ωt, t= 1,2, . . . , T,

xt ∈X (yt,ωt), ∀ωt ∈Ωt, t= 1,2, . . . , T.

Finally, we demonstrate the desired performance guarantee for the randomized mechanism
(G-S-ϕp), as summarized in Theorem 3. The proof for Theorem 3 is relegated to Appendix A.5.

Theorem 3. Consider the multi-period stochastic problem (G-S-ϕp). By performing Algorithm 2
with M = ⌈8(∆T )2/ϵ2⌉, the output oracle {xG-S-ϕp,t,yG-S-ϕp,t}Tt=1 is feasible for problem (G-S-ϕp), and

has an objective value within an additive error

√
8K

(q−2)+

q (∆T )2

M
away from the optimum of (G-S-ϕp),

where q satisfies 1/p+1/q= 1.

5. Application: Ride-Sourcing Markets
In this section, we apply the multi-objective stochastic optimization approach to derive what we
call a compromise matching policy for the ride-sourcing markets, and investigate the impact of
incorporating service quality in the dispatch algorithm. Our computational results confirm that the
proposed approach is able to balance the conflicting goals in the multiple targets to obtain a good
solution that come close to the ideal performance target for each KPI. More importantly, it allows
the platform to earn more revenue, assigns more jobs to better drivers and better drivers to the
passengers, for minimial reduction in waiting time performance.
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5.1. Problem Setup
We study a multi-period matching problem, in which drivers are dispatched to serve nearby passengers
in a batch-matching environment. In addition, the batch-matching interval is predetermined, which is
consistent with the industrial practice. At each period t= 1,2, . . . , T , the matching scenario (yt,ωt)

is realized. Here yt denotes the set of left-over passengers and drivers from period t−1, and ωt the set
of new passengers and idle drivers who join the market at period t. With a slight abuse of notation,
Np(yt,ωt) and Nd(yt,ωt) denote respectively the number of passengers to be served and the number
of available drivers at period t. Let N (yt,ωt) denote the bipartite graph for this two sided market.
We allow passenger i∈ {1,2, . . . ,N p(yt,ωt)} to be matched to driver j ∈ {1,2, . . . ,N d(yt,ωt)} if the
distance di,j between them is shorter than a tolerance level (e.g., 3 km); i.e., (i, j) ∈ N (yt,ωt) if
di,j ≤ 3 km. Furthermore, we let X (yt,ωt) denote the feasible region for the matching solutions at
period t:

X (yt,ωt) :=



x∈R|Np(yt,ωt)|×|Nd(yt,ωt)|

∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣

Np(yt,ωt)∑
i=1

xi,j ≤ 1, ∀j = 1,2, . . . ,N d(yt,ωt)

Nd(yt,ωt)∑
j=1

xi,j ≤ 1, ∀i= 1,2, . . . ,N p(yt,ωt)

xi,j ∈ {0,1}, ∀(i, j)∈N (yt,ωt)

xi,j = 0, ∀(i, j) /∈N (yt,ωt)



,

where the first set of constraints implies that one driver can be matched to at most one passenger,
and the second set requires that one passenger can be picked up by at most one driver.

In the ride-sourcing market, the platform operator would want to dispatch more jobs to drivers
with higher service score. This would help to retain the better drivers in the system, and provide
better service experience to the passengers. However, without an appropriate matching policy, this
could not come without sacrificing the total revenue obtained, as well as the average pick-up distance
between dispatched drivers and passengers. In this section, we formally answer the question: How
to incorporate multiple objectives into the matching algorithm? Specifically, how to incorporate the
driver’s service quality without sacrificing too much performance on the other key objectives? To
balance the different KPIs, four key considerations need to be taken into account to design the
matching policies in these markets:
• Platform revenue: Passengers with higher order revenue should be served with higher priority.

We denote ri(y
t,ωt) as the revenue earned by serving passenger i at period t.

• Service quality: Drivers with better service (measured by service score) are required to be
matched with higher priority. We denote sj(yt,ωt) as the score earned by dispatching available driver
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j at period t. We highlight the fact that the service score is a driver-related property and determined
by historical trip ratings and driving behavior. The service score is fixed for each driver and does not
vary by trip in the case study.
• Pick-up distance: Passengers and nearby drivers with shorter pick-up distance should be

matched with higher priority. We denote di,j(yt,ωt) as the pick-up distance between passenger i and
driver j at period t. Note that the underlying concern is to maximize total number of matched pairs,
and hence we introduce a big number d̂, which should be larger than the pick-up distance tolerance
benchmark (i.e., d̂ > 3 km). We denote d̂− di,j(y

t,ωt) as a so-called “saved pick-up distance”. In
this way, we transform the real pick-up distance minimization problem into a saved pick-up distance
maximization problem.
• Matched pair: The platform also aims to maximize the number of total matched pairs, i.e., to

serve as many passengers as possible.
Before describing specific matching polices, we unify the following notation and terminology. Given

any matching scenario (y,ω) and feasible solution x∈X (y,ω), we let

f1(x,y,ω) := α1

 ∑
(i,j)∈N (y,ω)

ri(y,ω)xi,j

 , f2(x,y,ω) := α2

 ∑
(i,j)∈N (y,ω)

sj(y,ω)xi,j

 ,
f3(x,y,ω) := α3

 ∑
(i,j)∈N (y,ω)

(
d̂− di,j(y,ω)

)
xi,j

 , f4(x,y,ω) := α4

 ∑
(i,j)∈N (y,ω)

xi,j


denote total revenue obtained, service score, saved pick-up distance, and the number of matched
pairs, respectively. Since the magnitude of the four KPIs are different, we set revenue as the baseline
(i.e., we let α1 = 1.00) and normalize the other three KPIs to similar magnitudes using parameters
{α2, α3, α4}. As the mean value of revenue obtained by serving each passenger is 19.79 and the mean
value of driver service score is 78.34, we rescale the driver service score by multiplying a factor
α2 = 19.79/78.34 = 0.25. We set d̂ = 6 km and α3 = 4.00 so that the magnitude of saved pick-up
distance driver and passenger pair is around 20 on average. Furthermore, we let α4 = 20 to ensure
that the normalized number of matched pairs is also around 20. Note that the respective targets for
the KPIs will be scaled accordingly based on the choice of α’s.

5.2. Dataset Description
We extract real-world data from Didi Chuxing, the largest on-demand ride-sourcing platform in
China, which was founded in June 2012. Our dataset contains one week of ride-sourcing records for
a mega city in China (abbreviated City C). On the demand side, the dataset for orders contains
detailed information on each travel request (by the passenger), including order booking time, latitude
and longitude of the trip’s origin and destination, revenue, etc. On the supply side, the dataset on
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driver-trace contains minute-level tracking information on all active drivers on the platform, including

latitude and longitude of the driver’s location, his/her service status,3 etc. The driver service scores

are contained in a separate dataset, in which the driver information is hidden due to confidentiality

issues. This dataset allows us to calibrate the distribution of the service scores. Overall, the ratio of

served passengers is around 85% in the historical records, which implies relatively balanced supply

and demand in the ride-sourcing market in City C.

Figure 2 Spatial and temporal distribution of orders. The absolute number of orders is normalized.

(a) Daily Aggregated Spatial Distribution (b) Daily Temporal Distribution

Figure 2 depicts the spatial and temporal distribution of ride-sourcing orders on the demand side.

We observe that the central regions of the city are crowded, with more orders at the daily aggregated

level. The region, with peak demand on the eastern side of the city is located at the international

airport. In terms of temporal distribution, we find that the morning peak hour, from 8:00 a.m. to 9:00

a.m., has the highest demand. Demand then fluctuates between 10:00 a.m. and 17:00 p.m. During

the evening peak hour, demand again climbs until 18:00 p.m., then declines in the late evening and

after midnight and hits bottom between 4:00 a.m. and 5:00 a.m. Typically, during off-peak hours

(e.g., 15:00 p.m.-16:59 p.m.), the number of orders is relatively stationary. However, during peak

hours (e.g., 17:00 p.m.-18:59 p.m.), the number of orders fluctuates significantly.

We develop a ride-sourcing simulator, using a set of real-life order records and driver routing

records, to implement different matching policies. More concretely:

3 The dataset records three service statuses of active drivers: (1) Busy, for drivers who are delivering passengers; (2)
Occupied, for drivers who are on their way to pick up passengers; and (3) Idle, for drivers who are not assigned to
serve any passenger. If a driver logs out from the platform, his/her status is recorded as inactive, and no passenger
requests will be assigned to him/her.
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• Passenger order information in each scenario is sampled from the order set. Passengers’ patience
levels (tolerance for waiting time before being assigned to a driver) are generated uniformly
between 60 seconds and 300 seconds.

• Driver status (inactive, idle active, and busy active), routing behavior, and travel time between
each specific pair of origins and destinations have been considered in our simulator. For idle
active drivers, we perform a random walk to simulate their cruising routes. For busy active
drivers, we generate the shortest path to convey passengers from their origin to their destination.

• Driver service scores are randomly assigned from the anonymous service score set. This random
assignment captures the actual distribution of the service scores.

• The matching interval is set to be 12 seconds in the simulator.4 Unmatched drivers and passen-
gers are delayed to the next interval until they leave the market.

• Driver information and passenger order information are bootstrapped from the real dataset for
300 days—i.e., the sample size is set as M = 300 in the numerical experiments to examine the
performance of different matching policies.

• The ride-sourcing environment is simulated using Java programming language, and the related
optimization problems are solved by Gurobi (9.0.2) solver. All agent-based simulations are per-
formed on a 2.70 GHz i7-6820HQ CPU Windows PC with 16GB RAM.

5.3. Ride-Matching Policies
To implement our multi-objective framework, we first obtain an implementable target U :=

(U1,U2,U3,U4). Ideally, we can develop a stochastic dynamic programming model for each single
objective maximization problem and record the best KPI value as a component of the target vector.
However, even such stochastic dynamic programming models for a single objective are intractable
due to the curse of dimensionality in the large-scale ride-matching problem. To overcome the compu-
tational obstacles, we first apply myopic policies to solve single-objective maximization problems. In
fact, our framework also allows the decision maker to estimate the KPI target from historical data for
the ease of implementation. Furthermore, we observe that the temporal and spatial matching patterns
across different days (samples) are similar. The order time and destination of regular passengers are
predictable to some extent (cf. Xu et al. 2018). This allows us to assume that the matching profiles
{ωt

1,ω
t
2, . . . ,ω

t
M} across M days are i.i.d. generated from the distribution Ψt for each time stamp t,

while the matching profiless {ω1
m,ω

2
m, . . . ,ω

T
m} within each day m could be arbitrarily correlated. We

set the penalty function as ϕ2 in model (G-M-ϕ2) and apply policy G-DAO2 for Algorithm 2 under a
multi-period setting (in Section 4) in the ride-matching context, which provides a specific matching
algorithm—denoted as the Compromise Matching (CM) policy—for the ride-matching problem. The

4 We conducted experiments with different matching intervals, which present similar performance and insights.
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CM policy minimizes the Euclidean distance from the attained performance to the predetermined
KPI target.

In the numerical experiments, we compare the performance of the proposed CM policy with two
classes of benchmark policies and one simplified version of the CM policy.
1. Single-objective Maximization policies: we select revenue maximization (RM) policy, service

maximization (SM) policy, saved pick-up time maximization (TM) policy, and pair maximization
(PM) policy. Note that the utopia target comprises of the objective values of these four single-
objective policies.

2. Weighted-sum Matching (WM) policy: we assign a deterministic weight on each objective func-
tion. This policy is popular in practice due to its simplicity. Although the weights can be adjusted
when the manager observes poor performance on a KPI, it is more like adhoc adjustment with-
out scientific guidance. We test different sets of weights and report the results with identical
weights for illustrative purpose.

3. Simplified Compromise Matching (S-CM) policy: we apply Algorithm 1 under a single-period
setting (in Section 3) in the ride-matching context assuming i.i.d. decision scenarios to derive
this policy. It is a purely online policy without using any forecast information of the future.
We note that online policies similar to S-CM have been implemented in online advertising (e.g.,
Agrawal and Devanur 2015, Li et al. 2021a) and supply chain management (e.g., Lyu et al. 2019,
2022, Jiang et al. 2023) with satisfactory numerical performance.

More details about the implementation of the CM policy and benchmark WM and S-CM polices
are provided in Appendix B. For both CM policy and single-objective policies, we first evaluate their
performance in a myopic setting,5 in which the matching problem is solved in an online fashion, and
then in a forward-looking setting in which demand forecast is incorporated into matching policies.
We remark that the multi-period stochastic ride-matching problems are not solved to optimality in
both settings due to the curse of dimensionality.

5.4. Numerical Experiments
We examine the performance of different matching policies over M = 300 days in the same simulated
ride-sourcing environment. In Section 5.4.1, we validate that the CM policy attains the smallest
Euclidean distance from the attained KPIs to the performance targets, compared to the benchmark
policies. The benefits of the CM policy for different stakeholders are discussed in Section 5.4.2. We
perform further tests on the CM policy in Section 5.4.3 to ensure that the performance observed is
robust. Finally, we study the value of incorporating demand forecast into ride-matching policies in
Section 5.4.4.
5 We note that myopic matching polices have been widely used in ride-sourcing markets (e.g., Zhang et al. 2017,
Wang and Yang 2019) due to the computational challenges in solving large-scale problems in real-time.
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5.4.1. Validation of the CM Policy We first solve four single-objective maximization models

in a myopic setting, and calculate the daily average KPI performance. As shown in Table 1, we

observe that all four policies achieve similar performance regarding the number of matched pairs.

More concretely, the ratios of matched passengers under the RM, SM, TM, and PM policies are

84.92%, 84.24%, 85.47%, and 84.92%, respectively. Since we simulate passenger patience level to

consider passenger cancellation behavior, passengers are more likely to remain in the market if the

pick-up distance is shorter. Therefore, although the PM policy aims to to purely maximize the

number of matched pairs, the TM policy instead achieves the highest ratio of matched pairs. The

differences in total revenue obtained under the four policies are also marginal, since the supply is

sufficient to serve the majority of passengers under all four policies. However, the matching quality

will differ significantly on the supply side, since passengers could be served by drivers with different

service scores and pick-up distances in a supply-abundant market. Figure 3(a) and 3(b) also clearly

show that the SM policy achieves much higher service scores than the other three policies, while the

TM policy achieves much better performance on saved pick-up distance. Overall, the single-objective

maximization policy performs well in terms of the KPI that is targeted to be maximize, but it suffers

from significant performance loss on at least one other KPI.

Table 1 Average performances of different ride-matching policies over M = 300 days.

KPIs RM SM TM PM Target U WM S-CM CM

Revenue 107.12 104.89 105.27 107.11 107.12 104.84 107.01 107.29
Service Score 88.41 105.40 89.01 88.42 105.40 98.03 101.14 103.32

Saved Pick-up Distance 93.94 93.51 108.32 93.93 108.32 104.88 104.95 105.08
Matched Pair 105.28 104.44 105.97 105.28 105.97 104.57 105.33 105.51

Euclidean Distance 22.26 15.05 16.50 22.26 0.00 8.56 5.47 3.87

We select the best KPI value achieved by the single-objective maximization models and piece them

together to get the target U = {107.12,105.40,108.32,105.97}. Leveraging on the same target, we

examine the performance of the S-CM policy and CM policy. Table 1 shows the Euclidean distances

to the KPI targets U under different ride-matching policies. The Euclidean distance under CM policy

is clearly much smaller than that under the single-objective maximization policies.

As shown in Figure 3, the performance of the S-CM policy becomes much more balanced on

different KPIs. Compared with the TM policy, the S-CM policy loses a little bit on the pick-up

distance and the number of matched pairs, but improves the matching quality significantly. On the

other hand, the S-CM policy is outperformed by the SM policy in terms of the service score, but it

improves the performance on both pick-up distance and total revenue. Furthermore, it shows that

the S-CM policy is Pareto dominated by the CM policy. This verifies the value of incorporating full
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Figure 3 Average performances of different ride-matching policies over M = 300 days.

stochastic information to design the “right” weight function, as well as a “better” matching policy,
particularly when the matching scenarios are not stationary across different periods.

It is also worth noting that the S-CM policy operates completely online, and the weight function is
adaptive to the historical scenarios, thereby resulting in enhanced computational efficiency compared
to our CM policy. The S-CM policy can achieve near-optimal performance in stationary ride-matching
scenarios, while the CM policy is suitable for both stationary and non-stationary settings.

5.4.2. Benefits of the CM Policy for Different Stakeholders Next, we investigate the
benefits of the CM policy for different stakeholders—passengers, drivers, and the platform—in the
ride-sourcing ecosystem. To make the discussion clearer, we introduce four indicators to evaluate
the performance of different matching policies—revenue (per trip), pick-up time (per trip), service
quality (per trip), and answer rate (proportion of passengers being served)—on the individual trip
level. As shown in Table 2, the CM policy maintains a delicate balance between multiple objectives
and brings value to all stakeholders. Since the performance of different polices regarding revenue
and matched pairs differ only marginally, we use the SM and TM policies as benchmark policies for
comparison to examine the benefit of the CM policy for different stakeholders. The detailed results
are as shown in Figure 4.

Table 2 Average performance of different ride-matching policies on individual trips.

Performance (per trip) RM SM TM PM WM S-CM CM

Revenue 19.758 19.657 19.624 19.756 19.743 19.746 19.757
Service Quality 77.461 92.656 77.464 77.504 77.495 88.282 90.005
Pick-up Time 157.783 155.911 75.970 157.830 75.421 92.229 92.404

Answer Rate (%) 84.921 84.244 85.473 84.916 84.387 84.962 85.114
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Figure 4 Benefits of CM policy for drivers, passengers, and the platform.

(a) Driver Service Score vs. Total Revenue (b) Driver Service Score vs. Pick-up Time

(c) Passenger Revenue vs. Pick-up Time (d) Passenger Revenue vs. Answer Rate

(e) Total Revenue for the Platform (f) Relative Revenue for the Platform

Note. (a) and (b) illustrate the benefits of CM policy for drivers; (c) and (d) for passengers; while (e) and (f) for
the platform.
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For Drivers: Compared with the TM policy, the CM policy improves service quality per trip by
16.19%. This implies that more jobs are assigned to drivers with higher service quality under the
CM policy. Figure 4(a) shows that the total revenue earned by drivers with higher service score (e.g.,
higher than 85) increases under the CM policy. This outcome would motivate drivers to increase
their service score by providing better ride-sourcing service. We also observe that drivers with service
scores higher than 90 earn higher revenue under the SM policy. However, Figure 4(b) implies that
the pick-up time under the SM policy is much higher for drivers, compared with the CM policy.
Therefore, the CM policy helps all drivers save the pick-up time on the road, and this would possibly
reduce the trip cancellation rate compared with the SM policy. Interestingly, we observe that the
average pick-up time increases for the drivers service score higher than 90 under the CM policy.
This is partially because our CM policy needs to balance the performance on different objectives:
(i) high-service (above 90) drivers are more likely to be assigned to serve the passengers with high-
revenue (e.g., long traveling distance to rural areas or airport), and they are less likely to be matched
with passengers nearby immediately after serving the high-revenue passengers; (ii) medium-service
(between 80 and 90) drivers have high priority to be matched with the nearest passengers so that
the performance on saved pick-up distance can also be improved.

We remark that the drivers with lower service scores (e.g., below 70) are underserved under both
SM policy and our CM policy. In the long run, these drivers might leave the platform if they are not
assigned to any passenger. To address this issue, we can divide the drivers into different groups based
on their service scores, and incorporate the “fairness” concern into the dispatch policy to guarantee
a minimal number of passengers to be served for the drivers from each group. In this way, we add
additional “objective functions” to the multi-objective ride-matching model.

For Passengers: The CM policy reveals a delicate trade-off between pick-up time and service
quality for passengers. For example, compared with the TM policy, the average pick-up time slightly
increases under the CM policy (cf. Figure 4(c)), but passengers are compensated with significantly
higher service quality. In contrast with the SM policy, the average pick-up time is much shorter under
the CM policy. Furthermore, we observe that the revenue per trip increases by 0.68% and 0.51%,
respectively, compared with the TM and SM policy. In other words, more drivers are dispatched to
serve these passengers with higher revenue per trip under the CM policy. Figure 4(d) demonstrates
that passengers with higher revenue are served with relatively higher priority under the CM policy,
compared with both TM and SM policy. As a result, passengers with lower revenue per trip (e.g.,
below 11) suffer from slightly lower answer rates under the CM policy. Note that some ride-sourcing
platforms (e.g., Didi Chuxing6) are also investing in the bike-sharing and scooter-sharing markets,

6 China’s Didi Chuxing to launch bike-sharing platform and brand. Retrieved from http://www.businesstimes.com.
sg/transport/chinas-didi-chuxing-to-launch-bike-sharing-platform-and-brand
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which aim at serving those passengers with shorter travel distance. This compromise matching policy
would balance their business strategies in both ride-sourcing and bike/scooter-sharing markets, i.e.,
to provide more comfortable service for passengers with travel request of both long and short distance.

For the Platform: As a side effect, although the answer rate reduces by 0.42%, total revenue for
the whole day under the CM policy still increases by 0.25%, compared with the TM policy. Total
revenue under the CM policy increases significantly, by 1.55%, compared with the SM policy. More
precisely, Figure 4(e) plots the trajectory of total revenue across different time periods. It shows that
total revenue is closely dependent on the demand pattern (cf. Figure 2(b)). To make the comparison
clearer, we set the SM policy as the baseline and plot the relative increment for the TM and CM
policy in Figure 4(f). We observe that the benefit of the CM policy is more significant during those
periods when drivers start their work shifts—i.e., when drivers switch from inactive status to active.
Note that our simulation starts from 0:00 a.m. and the initial active driver pool is identical for all
matching policies. Compared with the benchmark policies, the CM policy serves more passengers
before 3:00 a.m. As a result, the number of idle active drivers decreases in subsequent periods, and
hence the total revenue earned between 4:00 a.m. and 5:00 a.m. drops. From 6:00 a.m. to 9:00 a.m.
many drivers start their work shift, and hence the revenue increment increases again. Since many
drivers work part-time in the ride-sourcing market and must work full-time jobs during the daytime,
many will leave the platform during the daytime and become active again after 17:00 p.m. Therefore,
the revenue increment becomes more significant between 17:00 p.m. and 17:59 p.m.

In the long term, as noted in the introduction (cf. Figure 1), if the ride-sourcing platform gives
priority to drivers with high service quality, the complaint rate from passengers would decrease, and
this positive signal could in turn attract more passengers. On the other hand, the income for drivers
with higher quality will increase and motivate them to work for a longer time on the platform,
due to positive labor supply elasticity (cf. Chen and Sheldon 2016, Sun et al. 2019, Angrist et al.
2021). In turn, the overall service quality of the platform will be improved. Long-term effects on
both passengers and drivers can contribute to building a better brand reputation for the platform.
However, if we only focus on service maximization, passengers would suffer from much longer pick-up
time and the trip cancellation rate would increase. This would definitely hurt the core operations
of the ride-sourcing platform. Instead, our CM policy provides a delicate ride-matching solution to
improve service quality and also guarantees satisfactory performance on pick-up time.

5.4.3. Robustness Checks of the CM Policy We perform a robustness check to validate that
the CM policy consistently dispatches more jobs to the drivers with higher service quality. For this
purpose, we use the SM policy and a revised compromise matching (R-CM) policy as the benchmark
policy for comparison. Note that the SM policy is similar to the policy implemented in Figure 1 by
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prioritizing the drivers with higher service scores. By comparing with the SM policy, we expect to
recover the result in the field experiment as depicted in Figure 1, and show that such a policy will
improve the ride-matching service quality, but at the expense of both revenue and pick-up distance.
For the R-CM policy, we consider a three-component KPI target, which only includes the platform
revenue term, pick-up distance, and matched pair term, but the service score term is excluded. By
comparing with the R-CM policy, we can directly illustrate the value of incorporating service score
into the matching decision. Furthermore, we implement the matching policies in an online manner,
and calculate the daily average KPI performances.

As shown in Figure 5(a), the SM policy indeed achieves the highest service score (KPI 2), while
the performances on total revenue (KPI 1), pick-up distance (KPI 3), and matched pair (KPI 4)
are the worst. This result is consistent with the observation in the field experiment by our industry
collaborator (cf. Figure 1). The R-CM policy achieves the shortest pick-up distance, while the service
score obtained is the lowest as we expect. This is intuitive since the service score is completely ignored
in this policy. By incorporating the service score, the CM policy significantly increases the average
service score, and also attains higher total revenue than the R-CM policy. This result comes at the
expense of increasing the pick-up distance within a tolerated range.

Figure 5 The value of incorporating the service score.

(a) Overall Perforamnce (b) Driver Service Score vs. Total Revenue

In Figure 5(b), we divide the drivers into different groups based on their services scores, and
calculate the average total revenue in each group. Clearly, the average revenue obtained under the
R-CM policy is independent of the driver service score, while the CM policy dispatches more jobs to
the drivers with higher service scores.

As further checks on the performance of the proposed policies, we have performed an implemen-
tation of our compromise matching solution using an in-house simulator developed by our industry
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collaborator. Due to the scale of the problem, we tested only the performance of S-CM against var-

ious benchmark policies. The results obtained are similar, showing that the insights obtained are

generally reproducible. The details are in Appendix C.

5.4.4. Value of Demand Forecast in Ride-Matching Policies We remark that myopic poli-

cies are applied to solve the stochastic dynamic matching problems in the numerical experiments

above. Motivated by Xu et al. (2018), we leverage on demand forecast to ameliorate the perfor-

mance of myopic ride-matching policies and evaluate the value of demand forecast in ride-matching

policies. More concretely, we consider a one-period forward-looking mechanism when we solve the

ride-matching problem in a sequential manner. At each matching interval t, we assume that the

decision maker can observe the new requests in the interval t+1, and dispatch drivers to serve pas-

sengers from both intervals t and t+1. Passengers from interval t are served immediately upon being

matched; however, we only block drivers who are matched to passengers from t+ 1, and execute a

second-round matching at interval t+1. In this way, the ride-sourcing market becomes “richer” and

we expect that the matching quality would improve.

We design three policies—the Saved Pick-up Time Maximization with Forward-Looking (TMwFL)

policy, Service Maximization with Forward-Looking (SMwFL) policy, and Compromise Matching

with Forward-Looking (CMwFL) policy—to examine the value of “demand forecast” against myopic

policies (e.g., the TM, SM, and CM policies). As shown in Table 3, the class of FL policies serves

more passengers (i.e., increases the number of matched pairs), compared with the myopic policies.

This observation is consistent with the result from Xu et al. (2018). Since the number of matched

pairs is also related to other KPIs, it shows clearly that the three FL policies Pareto dominate

their myopic counterparts. However, the FL policy cannot balance the trade-offs between different

objectives without the assistance of the CM policy. Therefore, it is valuable to implement CM policy

to serve KPIs from different parties, and use a machine learning technique to improve the quality of

matching in real-world implementations.

Table 3 The value of demand forecast in the design of ride-matching policies.

KPIs Target TM TMwFL SM SMwFL CM CMwFL

Revenue 107.12 105.27 105.56 104.89 105.21 107.29 107.48
Service Score 105.40 89.01 89.38 105.40 106.03 103.32 103.92

Saved Pick-up Distance 108.32 108.32 109.32 93.51 94.50 105.08 106.15
Matched Pair 105.97 105.97 106.42 104.44 104.89 105.51 105.92

Euclidean Distance 0.00 16.50 16.09 15.05 13.99 3.87 2.63
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6. Conclusion
Motivated by the challenge of matching decisions under multi-objective requirements in ride-sourcing
markets, we develop an efficient algorithm to solve the multi-objective optimization problem in which
the decision makers act in a stochastic environment. We propose a set of necessary and sufficient
conditions to characterize the feasible domain for attainable KPI targets. We demonstrate that the
randomized algorithm, which is recast from an online solution, induces the compromise solution
when we use the utopia point as the target. In this way, we can extend the classical notion of
a compromise solution to multi-objective stochastic optimization problems. Notably, the methods
and analysis are developed for both single-period and multi-period settings; in the latter case, the
stochastic environments are allowed to be non-stationary with carry-over across different periods.

The novel multi-objective optimization framework has great potential in solving practical problems.
We apply this framework to develop a compromise matching policy for the ride-sourcing markets
and our extensive simulations on the driver dispatching problem show that this framework can lead
to a favourable outcome. Interestingly, we demonstrate that the compromise matching policy is able
to dispatch more orders to the drivers with higher service scores with minimal impact for the other
key objectives. This positive effect could contribute to building a better brand reputation for the
platform. In the numerical experiments, we incorporate platform revenue, driver service score, pick-
up distance, and the number of matched pairs, to design the matching policy. In the end, we remark
that it would be interesting to implement this compromise matching policy in the industry and study
the long-term effect. We leave these and other issues for future research.
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Appendix

A. Proofs of Main Results
The proof of Proposition 1 requires that we artificially construct a surrogate function (summarized in in
Lemma 1) and hinges on the properties of the policy DAOp (summarized in Lemma 2). Leveraging on
Proposition 1 and the randomization mechanism, we prove the main Theorem 1. Theorem 2 is a direct
implication of Theorem 1. We highlight the fact that Proposition 1 is the key that connects all of the main
results.

Because Proposition 2 generalizes the results in Proposition 1 from a single-period setting to a multiple-
period setting, we only highlight the main connection but omit the details in the proof of Proposition 2. The
proof of Theorem 3, which is derived from Proposition 2, is similar to the proof of Theorem 1. To make the
discussion clearer, we provide the following Figure 6 to show the connections between the technical results.

Figure 6 Connections between the technical results.

Note. Proposition 1, Theorem 1, and Theorem 2 are related to the single-period stochastic problem; Proposition 2 and
Theorem 3 are related to the multi-period stochastic problem.

A.1. Proof Framework for Proposition 1

For a fixed p, Proposition 1 is proved by analyzing a sequence of surrogate functions {ϕ̂η(m),p}∞m=1, where
each function ϕ̂η(m),p serves as a smoothened approximation to the original penalty function ϕp. The proof
for Proposition 1 adheres to the following outline.

• First, we recall basic facts about dual norms and state Lemma 1 based on Nesterov (2005). This Lemma
demonstrates that, via Nesterov’s smoothening technique, our surrogate functions indeed satisfy the
desired approximation and smoothness properties.

• Second, we provide another Lemma 2, which relates the performance of the policy DAOp in each period
to the performance of the optimal policy for the single-period stochastic problem (S-ϕp). The Lemma
is vital for proving the convergence of the policy DAOp to near-optimum.

• Third, we apply these two Lemmas and prove Proposition 1 by tracking the average debt vector across
samples.

Electronic copy available at: https://ssrn.com/abstract=3356823



Author: Multi-objective Stochastic Optimization 35

Step 1: Surrogate function construction and its key properties. For this step, it is useful to recall
elementary facts about dual norms. First, for a given norm ∥ · ∥ on RK , its dual norm ∥ · ∥∗ is defined as
∥y∥∗ :=maxz∈RK :∥z∥≤1 y

⊤z. Second, for p, q ∈ [1,∞] which satisfies 1/p+1/q = 1, we have ∥ · ∥∗p = ∥ · ∥q. We
now define ϕ̂p,η for given p∈ [1,∞], η≥ 0. Here, we denote q as the number which satisfies 1/p+1/q= 1:

ϕ̂p,η(w) := max
∥z∥q≤1,z≥0

z⊤w− η

2
z⊤z.

Surrogate function ϕ̂p,η can be understood as a perturbed version of ϕp by an additive term − η

2
z⊤z. Indeed,

penalty function ϕp can be rewritten as ϕp(x) =max∥z∥q≤1,z≥0 z
⊤x, which in particular implies that ϕ̂p,0 = ϕp.

The construction of ϕ̂η,p stemmed from Nesterov’s smoothening technique (Nesterov 2005), which results in
the following desirable properties:

Lemma 1 (Nesterov (2005)). Consider arbitrary but fixed p ∈ [1,∞], η ≥ 0, and let q ∈ [1,∞] satisfy
1/p+1/q= 1. Surrogate function ϕ̂p,η is convex and differentiable, with

∇ϕ̂p,η(w)∈ argmax
∥z∥q≤1,z≥0

{
z⊤w− η

2
z⊤z

}
= argmin

∥z∥q≤1

∥∥∥∥z− 2

η
w+

∥∥∥∥2
2

.

In addition, surrogate function ϕ̂p,η is (1/η)-smooth. That is, for any w1,w2 ∈RK we have

∇ϕ̂p,η(w
1)⊤(w2−w1)≤ ϕ̂p,η(w

2)− ϕ̂p,η(w
1)≤∇ϕ̂p,η(w

1)⊤(w2−w1)+
∥w2−w1∥22

η
. (13)

Lastly, surrogate function ϕ̂p,η serves as an approximation to the original debt penalty function ϕp, in the
sense that the following inequalities hold for any w ∈RK, and any 0≤ η1 < η2:

ϕ̂p,η2(w)≤ ϕ̂p,η1(w)≤ ϕ̂p,η2(w)+
η2− η1

2
K(q−2)+/q. (14)

We remark that a high value of η results in a high degree of smoothness for ϕ̂η,p, while a low value of η gives
rise to good approximation for ϕ̂η,p. Lemma 1 implies that vector z(m+1), computed in step 3, is in fact
the gradient of surrogate function ϕ̂p,η(m+1) at w(m+1), that is,

z(m+1) =∇ϕ̂p,η(m+1)(w(m+1)). (15)

Consequently, our policy is based on implementing gradient descent algorithm on surrogate functions
ϕ̂p,η(1), ϕ̂p,η(2), . . ., where η(1)≥ η(2)≥ . . . is a suitably chosen decreasing sequence, and limm→∞ η(m) = 0.

We reproduce the proof by (Nesterov (2005)) for completeness sake.
Proof of Lemma 1. The convexity of surrogate function ϕ̂p,η and the expression for its derivative are
evident, thus we focus on establishing the (1/η)-smoothness of ϕ̂p,η. The lower bound in (13) follows from
the convexity and differentiability of surrogate function ϕ̂p,η; thus, in the following we focus on the upper
bound in (13).

Upper bound in (13). First, we denote ζi =∇ϕ̂p,η(w
i) for i= 1,2. We demonstrate that

∥∇ϕ̂p,η(w
1)−∇ϕ̂p,η(w

2)∥2 = ∥ζ1− ζ2∥2 ≤
1

η
∥w1−w2∥2. (16)

Now, consider concave function g(z) = z⊤w1 − η

2
z⊤z over convex domain D = {z ∈ RK : ∥z∥q ≤ 1,z ≥ 0}.

Since ζ1 maximizes g over D, we have ∇g(ζ1)⊤(z − ζ1) ≤ 0 for any z ∈ D. In particular, ∇g(ζ1)⊤(ζ2 −
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ζ1) ≤ 0, which is equivalent to (w1 − ηζ1)⊤(ζ2 − ζ1) ≤ 0. By swapping the roles of w1,w2, we also have
(w2− ηζ2)⊤(ζ1− ζ2)≤ 0. Together, adding these two resulting inequalities yield

η∥ζ1− ζ2∥22 ≤ (w1−w2)⊤(ζ1− ζ2).

By Cauchy-Schwartz inequality, we have (w1−w2)⊤(ζ1−ζ2)≤ ∥w1−w2∥2∥ζ1−ζ2∥2. By putting back the
definitions of ζ1,ζ2, inequality (16) is proved.

Finally, to prove the upper bound for (13), consider the following single variate function h(r) = ϕ̂p,η(w
1+

r(w2−w1)). By the Mean Value Theorem, there exists r̄ ∈ [0,1] such that

ϕ̂p,η(w
2)− ϕ̂p,η(w

1) = h(1)−h(0) = h′(r̄) =∇ϕ̂p,η(w
1 + r̄(w2−w1))⊤(w2−w1).

Therefore, we have

ϕ̂p,η(w
2)− ϕ̂p,η(w

1)−∇ϕ̂p,η(w
1)⊤(w2−w1) =

[
∇ϕ̂p,η(w

1 + r̄(w2−w1))−∇ϕ̂p,η(w
1)
]⊤

(w2−w1)

≤ r̄

η
(w2−w1)⊤(w2−w1)≤ 1

η
∥w2−w1∥22,

which establishes the upper bound in (13).
Approximation guarantee (14). The lower bound in (14) is clearly true, so we focus on the upper bound

in (14). Now, let ζ maximizes function g(z) = z⊤w − η1
2
z⊤z over domain D = {z ∈ RK : ∥z∥q ≤ 1,z ≥ 0}.

Then we know that ϕ̂p,η1(w)≤ ϕ̂p,η2(w)+ η2−η1
2
∥ζ∥22. To prove the upper bound, it now suffices to compute

the maximum value of ∥z∥22 over D, which upper bounds ∥ζ∥22. Now, for 1≤ q ≤ 2, the maximum value is
1, achieved by any standard basis vector in RK . For 2≤ q ≤∞, the maximum value is K(q−2)/q, achieve by
(K−1/q, . . . ,K−1/q︸ ︷︷ ︸

K times

).

Step 2: Comparison of policy DAOp and the optimal policy. In this step, we provide a Lemma that
facilitates the comparison between policy DAOp and the optimal policy for (S-ϕp). To state the Lemma,
we define y∗

k :=Eω∼Ψ[fk(x
∗(ω),ω)] for each k ∈ {1,2, . . . ,K}, where {x∗(ω)}ω∈Ω is the optimal solution to

the single-period problem (S-ϕp). For a given sample index m and a realization of average debt w(m) from
period 1 to (m− 1), we denote

y
DAOp

k (m) :=Eωm∼Ψ

[
fk(x

DAOp
m ,ωm)

∣∣∣w(m)
]

(17)

for each k ∈ {1,2, . . . ,K}. The conditional expectation in (17) is taken over only on the randomness of the
period t scenario ωm, which is distributed as Ψ, while the average debt w(m) is held deterministic.

Lemma 2. For any given sample m and any realization of average debt w(m), the following inequality
holds with certainty:

K∑
k=1

zk(m)y
DAOp

k (m)≥
K∑

k=1

zk(m)y∗
k. (18)

Proof of Lemma 2. Now, let’s condition on a realization of z(m+1). By Step 4 in policy DAOp, we know
that

K∑
k=1

zk(m+1)fk(x
DAOp

m+1 ,ωm+1)≥
K∑

k=1

zk(m+1)fk(x(ωm+1),ωm+1)
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for any x(ωm+1)∈X (ωm+1). In particular, for an optimal solution {x(ω)}ω∈Ω of problem (S-ϕp), we have
K∑

k=1

zk(m+1)fk(x
DAOp

m+1 ,ωm+1)≥
K∑

k=1

zk(m+1)fk(x
∗(ωm+1),ωm+1).

Take expectation over ωm+1 ∼Ψ yields the required inequality (18).

Step 3: Evaluation of the debt under policy DAOp. In the final step, we apply Lemmas 1, 2 to prove
Proposition 1:

Proposition 1. Consider the sample-average-approximate problem (M-ϕp), and let q ∈ [1,∞] satisfy
1/p+1/q= 1. The average debt w(M +1) under policy DAOp satisfies

E [ϕp(w(M +1))]−ϕp(w
∗)≤

√
8K

(q−2)+

q ∆2

M
. (6)

Proof of Theorem 1. Recall that the debt D(s) at sample s (as compared to the utopia point U) is
defined as Dk(s) =Uk− fk(x

DAOp
s ,ωs) for k ∈ {1,2, . . . ,K}, and also recall that w(m+1) = 1

m

∑m

s=1D(s) is
the average debt vector for the first m samples. Denote w(0) = 0. For any 0<m≤M − 1, we have

ϕ̂p,η(m)(w(m+1))

≤ϕ̂p,η(m)(w(m))+∇ϕ̂p,η(m)(w(m))⊤ [w(m+1)−w(m)]+
∥w(m+1)−w(m)∥22

η(m)
(19)

=ϕ̂p,η(m)(w(m))+
∇ϕ̂p,η(m)(w(m))⊤ [D(m)−w(m)]

m
+
∥D(m)−w(m)∥22

m2η(m)
(20)

≤ϕp,η(m)(w(m))+
∇ϕ̂p,η(m)(w(m))⊤ [D(m)−w(m)]

m
+

∆2

m2η(m)
(21)

=ϕ̂p,η(m)(w(m))+
∇ϕ̂p,η(m)(w(m))⊤ {E [D(m) |w(m)]−w(m)}

m
+

∆2

m2η(m)

+
∇ϕ̂p,η(m)(w(m))⊤ {D(m)−E [D(m) |w(m)]}

m
. (22)

Step (19) is justified by applying the upper bound in Lemma 1, with w2→w(m+1), w1→w(m). Step (20)
is by the definitions of w(m),D(m):

w(m+1) =
m− 1

m
w(m)+

1

m
D(m) ⇔ w(m+1)−w(m) =

D(m)−w(m)

m
.

In step (21), we bound the term ∥D(m) −w(m)∥22 with certainty from above based on the definition of
constant ∆ (c.f. (5)):

∥D(m)−w(m)∥2 ≤∆. (23)

Finally, in step (22), we decompose the difference term D(m)−w(m) by considering the conditional expecta-
tion E [D(m) |w(m)]; the conditional expectation is taken over ω(m), while the debt w(m) is deterministic
under the conditional expectation.

Lemma 2 and the fact that ∇ϕ̂p,η(m)(w(m)) = z(m) imply that

∇ϕ̂p,η(m)(w(m))⊤E [D(m) |w(m)]≤∇ϕ̂p,η(m)(w(m))⊤w∗.
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Thus, we can proceed with bounding (22) in the following:

ϕ̂p,η(m)(w(m+1))≤ ϕ̂p,η(m)(w(m))+
∇ϕ̂p,η(m)(w(m))⊤ [w∗−w(m)]

m
+

∆2

m2η(m)

+
∇ϕ̂p,η(m)(w(m))⊤ {D(m)−E [D(m) |w(m)]}

m

≤ ϕ̂p,η(m)(w(m))+
ϕ̂p,η(m)(w

∗)− ϕ̂p,η(m)(w(m))

m
+

∆2

m2η(m)

+
∇ϕ̂p,η(m)(w(m))⊤ {D(m)−E [D(m) |w(m)]}

m
.

(24)

where step (24) is by applying the lower bound in inequality (13) with w1←w(m) and w2←w∗. Rearranging

(24) and recalling the approximation of ϕ̂p,η(m+1) to ϕp stated in Lemma 1 give

ϕ̂p,η(m+1)(w(m+1))− ϕ̂p,η(m+1)(w
∗)

≤
(
1− 1

m

)[
ϕ̂p,η(m)(w(m))− ϕ̂p,η(m)(w

∗)
]
+

K
(q−2)+

q (η(m)− η(m+1))

2
+

∆2

m2η(m)

+
∇ϕ̂p,η(m)(w(m))⊤ {R(m)−E [R(m) |w(m)]}

m
. (25)

Let Φm :=m(ϕ̂p,η(m+1)(w(m+1))− ϕ̂p,η(m+1)(w
∗)). Then inequality (25) can be rewritten as

Φm ≤Φm−1+
K

(q−2)+

q m(η(m)− η(m+1))

2
+

∆2

mη(m)
+∇ϕ̂p,η(m)(w(m))⊤ {D(m)−E [D(m) |w(m)]} . (26)

Now, we apply inequality (26) recursively from m=M to m= 1, which results in

ΦM ≤

 M∑
m=1

K
(q−2)+

q

2
η(m)+

∆2

mη(m)

−K
(q−2)+

q Mη(m+1)

2
+

M∑
m=1

∇ϕ̂p,η(m)(w(m))⊤ {D(m)−E [D(m) |w(m)]} .

(27)

Applying our definition of η(m) =

√
2∆2

/(
K

(q−2)+

q m

)
to (27), we then have

ϕ̂p,η(m+1)(w(M +1))− ϕ̂p,η(m+1)(w
∗)

≤ 1

M

√
2K

(q−2)+

q ∆2

[
M∑

m=1

1√
m

]
− K

(q−2)+

q η(m+1)

2
+

1

M

M∑
m=1

∇ϕ̂p,η(m)(w(m))⊤ {D(m)−E [D(m) |w(m)]}

≤

√
8K

(q−2)+

q ∆2

M
− K

(q−2)+

q η(m+1)

2
+

1

M

M∑
m=1

∇ϕ̂p,η(m)(w(m))⊤ {D(m)−E [D(m) |w(m)]} .

By Lemma 1, we have inequality 0≤ ϕ̂p,η(m+1)(w)−ϕp(w)≤K(q−2)+/qη(m+1)/2 for all w. Thus, we recover

the error bound for ℓp-norm penalty function ϕp:

ϕp(w(M +1))−ϕp(w
∗)≤

√
8K

(q−2)+

q ∆2

M
+

1

M

M∑
m=1

∇ϕ̂p,η(m)(w(m))⊤ {D(m)−E [D(m) |w(m)]} . (28)

Finally, taking expectation on ω1,ω2, . . . ,ωM ∼Ψ completes the proof.
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A.2. Proof of Theorem 1

Theorem 1. Consider the single-period stochastic problem (S-ϕp). By performing Algorithm 1 with M =

⌈8∆2/ϵ2⌉, the output oracle {xS-ϕp(ω)}ω∈Ω is feasible for problem (S-ϕp), and has an objective value within

an additive error

√
8K

(q−2)+

q ∆2

M
away from the optimum of problem (S-ϕp), where q satisfies 1/p+1/q= 1.

Proof of Theorem 1. Consider the randomized mechanism displayed in Algorithm 1. Clearly, we have
xS-ϕp(ω) ∈ X (ω) for all ω ∈ Ω. Thus, we focus on verifying the bound on the expectation for each k ∈
{1,2, . . . ,K}. We claim that

Em̄,ω[fk(x
S-ϕp(ω),ω)] =

1

M
E
[

M∑
m=1

fk(x
DAOp
m ,ωm)

]
holds for each k ∈ {1,2, . . . ,K}. The expectation on the right hand side is taken over ω1,ω2, . . . ,ωM , which
are i.i.d. as Ψ, and on the left hand side we also have ω∼Ψ. Consequently, conditional on m̄=m, we know
that xS-ϕp(ω) and x

DAOp
m are identically distributed, thus the equality follows.

By applying the performance guarantee for policy DAOp in Proposition 1, we arrive at our desired per-
formance guarantee for the oracle {xS-ϕp(ω)}ω∈Ω in the Theorem.

A.3. Proof of Theorem 2

Theorem 2. Consider the single-period stochastic problem (S-ϕp). A KPI target τ is attainable under a
certain decision rule if and only if conditions (7) hold:

Eω∼Ψ

[
max
x(ω)

{
K∑

k=1

θkfk(x(ω),ω) :x(ω)∈X (ω)

}]
≥

K∑
k=1

θkτk, ∀θ ∈RK
≥0. (7)

Proof of Theorem 2. We first prove the necessity part, and then use Theorem 1 to prove the sufficiency.
Necessity for Conditions (7). Suppose that a KPI target τ can be achieved by a certain decision rule
{xA(ω)}ω∈Ω, then we have

Eω∼Ψ

[
fk(x

A(ω),ω)
]
≥ τk, ∀k ∈ {1,2, . . . ,K}. (29)

Alternatively, we can construct a non-anticipatory policy A such that

lim inf
M→∞

1

M

(
M∑

m=1

fk(x
A
m,ωm)

)
≥ τk, ∀k ∈ {1,2, . . . ,K}, (30)

where xA
m represents the decision made at sample m under policy A. By taking a linear combination with

any θ ∈RK
≥0, conditions (30) imply that

lim inf
M→∞

1

M

(
K∑

k=1

M∑
m=1

θkfk(x
A
m,ωm)

)
≥

K∑
k=1

θkτk, ∀θ ∈RK
≥0. (31)

By definition, we have xA
m ∈X (ωm), which yields the following inequality for any θ ∈RK

≥0:

max
x(ωm)

{
K∑

k=1

θkfk(x(ωm),ωm) :x(ωm)∈X (ωm)

}
≥

K∑
k=1

θkfk(x
A
m,ωm). (32)

Combining Equations (31) and (32), it is straightforward to conclude the following. For a KPI target τ to
be attainable under some policy, it is necessary to have

lim inf
M→∞

1

M

M∑
m=1

[
max
x(ωm)

{
K∑

k=1

θkfk(x(ωm),ωm) :x(ωm)∈X (ωm)

}]
≥

K∑
k=1

θkτk, ∀θ ∈RK
≥0, (33)
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which is equivalent to the set of conditions (7) by the Strong Law of Large Number. This proves the necessity
part of Theorem 2.
Sufficiency for Conditions (7). The sufficiency part is indeed a direct implementation of Theorem 1.
To see this, consider the penalty function ϕ2 and define w∗

k = τk −Eω∼Ψ[fk(x
∗(ω),ω)], where {x∗(ω)}ω∈Ω

is an optimal compromise solution to problem (S-ϕ2) and τk denotes the attainable target along the kth

objective. If conditions (7) hold, we have ϕ2(w
∗) = 0. Therefore, by performing Algorithm 1 (for p = 2)

with M = ⌈8∆2/ϵ2⌉ to solve problem (S-ϕ2) under the attainable target τ , the output oracle {xS-ϕ2(ω)}ω∈Ω

ensures that

τk−Em̄,ω[fk(x
S-ϕ2(ω),ω)] = τk−

1

M
E
[

M∑
m=1

fk(x
DAO2
m ,ωm)

]
(34)

≤E
[
max

{
τk−

1

M

M∑
m=1

fk(x
DAO2
m ,ωm),0

}]
(35)

≤E [ϕ2(w(M +1))]≤
√

8∆2

M
≤ ϵ (36)

holds for each and every k ∈ {1,2, . . . ,K}. With a slight abuse of notation, we let xDAO2
m denote the decision

under policy DAO2 that corresponds to realized scenarios ωm, which is randomly generated at step 2 of
Algorithm 1. The expectation on the right hand side of (34) is taken over ω1,ω2, . . . ,ωM , which are i.i.d.
as Ψ, and on the left hand side, we also have ω ∼ Ψ. Consequently, conditional on m̄ =m (see step 4 of
Algorithm 1), we know that xS-ϕ2(ω) and xDAO2

m are identically distributed, and thus equality (34) follows.
The inequality in (35) is derived by definition and the inequalities in (36) are based on Proposition 1.

Altogether, the sufficiency of conditions (7) is established.

A.4. Proof of Proposition 2

Proposition 2. Consider the sample-average-approximate problem (G-M-ϕp) and let q ∈ [1,∞] satisfy
1/p+1/q= 1. The average debt w(M +1) under policy G-DAOp satisfies

E [ϕp(w(M +1))]−ϕp(w
∗)≤

√
8K

(q−2)+

q (∆T )2

M
. (12)

Proof of Proposition 2. We treat the multi-period stochastic problem as a “single” problem. To see this,
we define Fk(x

1:T ,y1:T ,ω1:T ) :=
∑T

t=1 fk
(
xt,yt,ωt

)
, where x1:T = {x1,x2, . . . ,xT}, y1:T = {y1,y2, . . . ,yT},

and ω1:T = {ω1,ω2, . . . ,ωT} represent the decision matrice and scenario matrix during the planning horizon,
respectively. Analogous to the proof of Proposition 1, we can apply a similar argument to the aggregated
function Fk(x

1:T ,y1:T ,ω1:T ) to derive the convergence result in Proposition 2.

A.5. Proof of Theorem 3

Theorem 3. Consider the multi-period stochastic problem (G-S-ϕp). By performing Algorithm 2 with
M = ⌈8(∆T )2/ϵ2⌉, the output oracle {xG-S-ϕp,t,yG-S-ϕp,t}Tt=1 is feasible for problem (G-S-ϕp), and has an

objective value within an additive error

√
8K

(q−2)+

q (∆T )2

M
away from the optimum of (G-S-ϕp), where q satisfies

1/p+1/q= 1.
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Proof of Theorem 3. Consider the randomized mechanism displayed in Algorithm 2. We claim that

Em̄,ω1:T [Fk(x
G-S-ϕp,1:T ,yG-S-ϕp,1:T ,ω1:T )] =

1

M
E
[

M∑
m=1

Fk(x
G-DAOp,1:T
m ,yG-DAOp,1:T

m ,ω1:T
m )

]

holds for each k ∈ {1,2, . . . ,K}. The expectation on the right hand side is taken over (ω1
m,ω2

m, . . . ,ωT
m), which

are i.i.d. as (Ψ1,Ψ2, . . . ,ΨT ), respectively, and on the left hand side we also have ωt ∼Ψt for t= 1,2, . . . , T .

Consequently, conditional on m̄=m, the equality holds. The remaining proof is similar to the argument in

Theorem 1.

B. Details of Different Matching Policies

As detailed in Algorithm 3, we set the penalty function as ϕ2 in model (G-M-ϕ2) and apply policy G-DAO2

to develop the compromise matching (CM) policy in a multi-period ride-matching context.

Algorithm 3 Compromise Matching (CM) Policy
1: Initialize: KPI target U = (U1,U2, . . . ,UK); Bootstrap M̂ ride-matching samples {ω1:T

m }M̂m=1.
2: For each sample m = 1, 2, . . . , M̂ :

a. Adaptively compute weights for the objective function for m> 1:

wk(m) =Uk −
1

m− 1

m−1∑
s=1

{
T∑

t=1

fk
(
xĈM,t

s ,yĈM,t
s ,ωt

s

)}
.

We set w(1) = (1,1, . . . ,1) as the starting point for m= 1.
b. Obtain the optimal solution {xĈM,t

m ,yĈM,t
m }Tt=1 to the following stochastic dynamic programming problem:

max

K∑
k=1

w+
k (m)E

[
T∑

t=1

fk
(
xt

m,yt
m,ωt

m

)]

s.t. yt
m =Y(xt−1

m ,yt−1
m ,ωt−1

m ), ∀ωt−1
m ∈Ωt−1, t= 1,2, . . . , T,

xt
m ∈X (yt

m,ωt
m), ∀ωt

m ∈Ωt, t= 1,2, . . . , T

where w+
k (m) :=max{wk(m), ϵ} and ϵ= 10−4.

3: Collect a set of weight vectors {w+(m)}M̂m=1.
4: For each day m= 1,2, . . . ,M :

a. Sample an index m̄ uniformly at random from {1,2, . . . , M̂} with replacement.
b. Solve the stochastic dynamic programming problem:

(CM(m)) max

K∑
k=1

w+
k (m̄)E

[
T∑

t=1

fk
(
xt

m,yt
m,ωt

m

)]

s.t. yt
m =Y(xt−1

m ,yt−1
m ,ωt−1

m ), ∀ωt−1
m ∈Ωt−1, t= 1,2, . . . , T,

xm
t ∈X (ym

t ,ωm
t ), ∀ωm

t ∈Ωt, t= 1,2, . . . , T

We denote {xCM,t
m ,yCM,t

m }Tt=1 as the optimal solution to problem CM(m). The attained KPI along the kth direction
is denoted as

∑T
t=1 fk

(
xCM,t

m ,yCM,t
m ,ωt

m

)
at day m.

5: Evaluate the average KPI: τCM
k :=

1

M

M∑
m=1

T∑
t=1

fk
(
xCM,t

m ,yCM,t
m ,ωt

m

)
, k= 1,2, . . . ,K.
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Notably, the weighted-sum matching problems at Step (2b) and (4b) can be treated as a “single”-objective
stochastic dynamic matching problem, but it is in general challenging to obtain the Bellman optimal solu-
tion to the stochastic dynamic program due to the curse of dimensionality in the ride-matching problem.
Therefore, we propose two heuristic policies for the ease of implementation:

• Myopic policy: At each matching interval t, this policy simply maximizes the immediate objective value
at current interval t, while ignores the future dynamics.

• One-period Forward-looking policy: At each matching interval t, we incorporate the demand forecast
for period t+1 to solve the matching problem at current interval t. In this way, we dispatch drivers to
serve passengers from both interval t and t+1. Passengers from interval t are served immediately upon
being matched; however, we only block drivers who are matched to passengers from t+1, and execute
a second-round matching at interval t+1.

Compared with the myopic policy, one-period forward-looking policy utilizes more information to solve the
multi-period dynamic matching problem. Table 3 in Section 5.4 shows that the forward-looking policy could
possible Pareto dominate the myopic policy. To further improve the matching quality, we can also leverage
on advanced MDP techniques (e.g., Xu et al. 2018) to solve the matching problem (CM(m)). We highlight
that our CM policy provides a scheme to deal with the trade-offs between different objectives.

Next, we describe the benchmark policy—simplified compromise matching (S-CM) policy—in Algorithm
4. This policy assumes that the matching scenarios within each day m are i.i.d. generated, and updates the
weight vector w(m,t+1) period by period within each day m.

Algorithm 4 Simplified Compromise Matching (S-CM) Policy
1: Initialize: KPI target U ′ = 1

T
× (U1,U2, . . . ,UK).

2: For each day m= 1,2, . . . ,M :
• For the bootstrapped matching scenario at each interval t= 1,2, . . . , T :

—Adaptively compute weights for the objective function for t > 1:

wk(m,t) =U ′
k −

1

t− 1

t−1∑
ι=1

{
fk
(
xS-CM,ι

m ,yS-CM,ι
m ,ωι

m

)}
We set w(m,1) = (1,1, . . . ,1) as the starting point for t= 1.

—Solve the following weighted matching problem:

(S-CM(m,t)) max

K∑
k=1

w+
k (m,t)fk

(
xt

m,yt
m,ωt

m

)
s.t. yt

m =Y(xt−1
m ,yt−1

m ,ωt−1
m ),

xt
m ∈X (yt

m,ωt
m)

where w+
k (m,t) :=max{wk(m,t), ϵ} and ϵ= 10−4. We denote {xS-CM,t

m ,yS-CM,t
m } as the optimal solution

to problem S-CM(m,t). The kth KPI attained is denoted as fk
(
xS-CM,t

m ,yS-CM,t
m ,ωt

m

)
at period t of

day m.

3: Calculate the average KPI: τS-CM
k :=

1

M

M∑
m=1

T∑
t=1

fk
(
xS-CM,t

m ,yS-CM,t
m ,ωt

m

)
, k= 1,2, . . . ,K.
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Finally, we provide the details of the weighted-sum matching policy and the single-objective maximization

policy in Algorithm 5. W.L.O.G., we use the weighted-sum matching policy for illustration, since the four

single-objective policies are special cases with different weight functions {w1,w2, . . . ,wK}.

Algorithm 5 Weighted-sum Matching (WM) Policy
1: For each day m= 1,2, . . . ,M :

• Solve the stochastic dynamic programming problem:

(WM(m)) max E
[

T∑
t=1

K∑
k=1

wkfk
(
xt

m,yt
m,ωt

m

)]

s.t. yt
m =Y(xt−1

m ,yt−1
m ,ωt−1

m ), ∀ωt−1
m ∈Ωt−1, t= 1,2, . . . , T,

xt
m ∈X (yt

m,ωt
m), ∀ωt

m ∈Ωt, t= 1,2, . . . , T

We denote {xWM,t
m ,yWM,t

m }Tt=1 as the optimal solution to problem WM(m). The kth KPI attained is denoted
as fk

(
xSM,t

m ,ySM,t
m ,ωt

m

)
at period t of day m.

2: Calculate the average KPI: τWM
k :=

1

M

M∑
m=1

T∑
t=1

fk
(
xWM,t

m ,yWM,t
m ,ωt

m

)
, k= 1,2, . . . ,K.

Similar to Algorithm 3, we can also apply myopic policy and one-period forward-looking policy to solve

the problem (WM(m)) in Algorithm 5.

C. Robustness Check using an Industry Ride-Matching Simulator

In this section, we investigate the performance of our compromise matching policy using a ride-matching

simulator developed by our industry collaborator, with detailed simulation of the rides on the city streets.

The ride-matching scenarios are simulated using the data from City B and City H. On the demand side, the

matching simulator contains detailed order information on each travel request (by the passenger), including

order booking time, latitude and longitude of the trip’s origin and destination, revenue, etc. On the supply

side, the matching simulator contains minute-level tracking information on all active drivers on the platform,

including latitude and longitude of the driver’s location, his/her service status, etc. Different from the case

of City C, we have the exact service score information of each driver in City B and H.

As shown in Figure 7, the number of total orders in City B is more than twice of that in City H. However,

the number of total registered drivers in City B is only 1.08 times that of City H. In other words, City B

suffers from more serious driver shortage and hence drivers from City B have more choices to be dispatched

under different policies. In addition, City B is larger than City H in terms of geographical size, and hence

drivers in City B would take longer time to serve a passenger.

Compared to the matching simulator introduced in Section 5.2, this industrial simulator captures passen-

gers’ behavior on cancellation, driver status, and trip routing. More concretely:

• Passenger order information in each scenario is sampled from the order set. Passengers’ patience levels

(tolerance for waiting time before being assigned to a driver) are calibrated from historical data.
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Figure 7 Temporal order distributions of City B and H. The absolute number of orders is normalized.

(a) City B (b) City H

• Driver status (inactive, idle active, and busy active), routing behavior, and travel time between each
specific pair of origins and destinations have been considered in our simulator. For idle active drivers,
a random walk is performed to simulate their cruising routes. For busy active drivers, their traveling
paths are simulated using a virtual GPS routing system.

• The (weighted) matching problem is solved in a batch matching manner. The matching interval is set
to be 2 seconds (because the demand scales in both City B and City H are much larger than the scale in
City C). Unmatched drivers and passengers are delayed to the next period until they leave the market.

• Drivers and orders are generated from the same dataset so that the ride-sourcing environments can be
controlled to be similar for different matching policies.

Note that our S-CM policy can also balance the trade-off between different objectives (cf. Table 1 and
Figure 3), and hence we implement the S-CM policy for the ease of implementation in the industrial simulator.
We highlight that the S-CM policy is a purely online policy and can be embedded into the industrial
simulator directly. Furthermore, we take three KPI components—the revenue, pick-up distance, and service
quality—into the design of the S-CM policy. Since the revenue maximization policy and pair maximization
policy reveal similar performance, we do not consider the matched pair component in this section. This
simplification also provides a new angle of robustness check for the S-CM policy.

We compare the performance of our S-CM policy with the one used in the industrial simulator (denote
as ‘Legacy Policy’), as well as the popular “closest distance” policy (CD Policy) that is widely studied in
academic literatures (e.g., Özkan and Ward 2020). The legacy policy is a MDP-based policy and the objective
is to optimize a weighted-sum reward function to maximize revenue. Our collaborated matching team trained
a proper set of hyperparameters to characterize the reward function by aggregating multiple components
(each component is assigned with a fixed weight). Indeed, this industrial policy is the most natural benchmark
for our comparison since it was carefully designed to address the multi-objective ride-matching problems. We
remark that the matching team provides us the legacy policy with some confidential components removed,
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and then we incorporate this policy and develop numerical experiments in the industrial simulator. Aside
from the confidential components removed from the legacy policy, we also need to clarify that there still exist
some gaps between the legacy policy (with the pre-modified version embedded in the industrial simulator)
and the “exact” policy implemented in the platform (App). In fact, the matching team has done numerous
experiments to validate that the performance of this legacy policy (in the industrial simulator) is very close
to the performance of the exact policy (in the real-life platform with numerous factors, uncertainty, and
noise). Therefore, when the company plans to roll out any new matching policies, the team will first test
the performance of this new idea in the industrial simulator and set the legacy policy as benchmark for
comparison. In a similar way, we tested our S-CM policy using this industrial simulator, and our numerical
experiments were conducted in collaboration with the matching team. We also tested other policies such
as the RM Policy, SM Policy, and WM Policy (with identical weight), but their performances are far from
satisfactory in the industrial simulator.

In the following implementations, the legacy policy is set as the benchmark for the other two policies.
Based on numerical comparisons, we observe that the performances of legacy policy and CD policy are
similar. Namely, the pick-up distance is on the top priority of the legacy policy even though the set of
hyperparameters has been carefully calibrated so as to maximize the total revenue. We follow the suggestions
from our collaborator to report five indicators to evaluate the performance of different matching policies,
including Revenue (per trip), Pick-up Distance (per trip), Service Quality (per trip), Total Answer Count,
and Total Revenue. In particular, we also report the relative difference, i.e., improvement or deterioration, for
each KPI for other two policies. For Revenue (per trip), Service Quality (per trip), Total Answer Count, and
Total Revenue, we report the difference in terms of percentage since the absolute value has been normalized
to avoid some confidential issues. For Pick-up distance, we report the difference in terms of absolute value.

We implement and compare the performances of three policies over a whole day for both cities (i.e.,
simulations start at 00:00 a.m. and end at 23:59 p.m.). For ease of implementation, we estimate a static
KPI target for the whole day. For example, when we implement the S-CM policy on Friday, we estimate
the KPI target based on the historical records of previous Fridays with similar weather conditions, given
that the ride-sourcing records persist a significant day-of-week pattern. Results are summarized in Table 4.
Consistent with the results in Section 5.4.2, the S-CM policy obtains a delicate balance between multiple
objectives and brings value to all the stakeholders in the ride-sourcing ecosystem: passengers, drivers, and
the platform.

For Drivers: Compared to the benchmark policy, the S-CM policy improves service quality per trip by
0.92% and 0.29% for City B and H, respectively. This implies more jobs are assigned to drivers with higher
service quality. Figure 8 demonstrates that expected total revenue earned by drivers with higher service
scores (e.g., higher than 101) increases under the S-CM policy. We also find that the revenue increment for
these drivers is indeed due to more orders being dispatched to them. This outcome would motivate drivers to
increase their service score by providing better ride-sourcing service to passengers. In addition, we observe a
decreasing trend in total revenue for these drivers with extreme high service scores. One possible explanation
is that a large proportion of drivers are part-time and their revenue also depends on their total business
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Table 4 Implementation of three matching policies in the ride-sourcing simulator: (+) indicates improvement
while (-) for decline, compared with the benchmark Policy.

City Policy Revenue Pick-up Dis. (km) Service Answer Count Total Revenue

City B

Legacy 10.00[a] 0.65 100.00[b] 10000[c] 100,000.00
S-CM 10.19 0.70 100.92 9842 100,264.40
(%) 1.88% (+) 0.05 (-) 0.92% (+) -1.58% (-) 0.26% (+)
CD 10.00 0.65 100.00 10002 99,997.56
(%) -0.02% (-) 0.00 (-) -0.00% (-) 0.02% (+) -0.00% (-)

City H

Legacy 7.03 0.80 102.59 3750 26,377.90
S-CM 7.13 0.83 102.89 3722 26,525.41
(%) 1.33% (+) 0.03 (-) 0.29% (+) -0.76% (-) 0.56% (+)
CD 7.04 0.81 102.60 3753 26,403.13
(%) 0.03% (+) 0.01 (-) 0.00% (+) -0.06% (-) 0.10% (+)

[a] The revenue under legacy policy in City B is normalized to be 10.00. We normalize the remaining parameters
associated with revenue in relative to this basis.
[b] The service score under legacy policy in City B is normalized to be 100.00. We normalize the remaining
parameters associated with service score in relative to this basis.
[c] The answer count under legacy policy in City B is normalized to be 10000. We also normalize other answer
counts and total revenue amounts in relative to this basis.

hours (i.e., active time as a driver on the platform). The dataset reveals this pattern: these drivers with
service scores in the interval [98, 108] are more active than the ones with scores in the interval [109,116].
Even so, our S-CM policy dispatches more orders to these drivers with higher service scores consistently. We
remark that this result is slightly different from the one in Figure 4(a) as the service scores are randomly
generated for the drivers in City C.

Figure 8 Total revenue per day earned by drivers with different service scores: total revenue for each driver
is calculated by aggregating her/his income over the whole day. We plot total revenue for drivers
belonging to the same service score interval. The absolute total revenue and service score are normalized
according to the baselines [a] and [b], respectively (cf. Table 4).

(a) City B (b) City H

Note. We highlight that the ranges of the service scores in City B and H are different from the range in City C due to
different normalization rules.
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For Passengers: We observe that the revenue per trip increases by 1.88% and 1.33% in City B and H,
respectively. In other words, more drivers are dispatched to serve these passengers with higher revenue (i.e.,
longer travel distance), by performing the S-CM policy. Figure 9 demonstrates that passengers with higher
revenue are served with higher priority under the S-CM policy (when the order’s revenue exceeds the cross
point), and their answer rates increase significantly. We observe that passengers with shorter travel distances
suffer from decreasing answer rates under three policies. In fact, more short-travel orders are displayed during
peak hours when the number of available drivers is insufficient to serve all these passengers. Therefore, their
answer rates become lower.

Figure 9 Answer rates of passengers with different revenue: The answer rate is calculated by (number of orders
being matched)/(number of total orders) for passengers belonging to the same fare interval. The answer
rate measures the probability of being served. The revenue is normalized according to the baseline [a]

in Table 4.

(a) City B (b) City H

In addition, on the passenger side, although the average pick-up distance (pick-up time) increases under
the S-CM policy, the service quality increases for these passengers being matched, as shown in Figure 10.
Therefore, passengers are also better off as they can enjoy their trips with higher service quality.

For the platform: As a side effect, although the pick-up distance per trip increases by 55.20 meters and
33.51 meters, and the answer count reduces by 1.58% and 0.76%, the total revenue for the whole day under
the CM policy still increases by 0.26% in City B and 0.56% in City H. More precisely, Figure 11 plots the total
revenue increment over the whole day. We observe that the increment is more significant during those periods
when drivers start their working shifts, i.e., when drivers switch their inactive status to active. Note that
our simulation starts from 0:00 a.m., and the initial active driver pool is identical for all matching policies.
Compared to the benchmark policy, the S-CM policy tends to match idle active drivers to those passengers
with higher revenue, and hence drivers must take longer to serve such orders. As a result, the number of idle
active drivers decreases in subsequent periods. The total revenue increment reaches around 1.00% during the
first three hours (0:00 a.m. to 2:59 a.m.), but decreases between 3:00 a.m. and 5:59 a.m. From 6:00 a.m. to
9:00 a.m., many drivers start their working shifts, and hence the revenue increment increases again. Since
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Figure 10 Service quality per trip with different pick-up time: The service quality per trip is calculated by the
average service scores (from driver side) attached to these trips belonging to the same pick-up time
interval, which measures the pick-up distance. The service score is normalized according to the baseline
[b] in Table 4.

(a) City B (b) City H

many drivers work part-time in the ride-sourcing market and must work full-time jobs during the daytime,
many will leave the platform during the daytime and become active again after 17:00 p.m. Therefore, the
revenue increment becomes much more significant between 15:00 p.m. and 17:59 p.m.

Figure 11 Total revenue increment under the CM Policy in City B and H, compared to the benchmark policy.

Overall, using the industrial ride-matching simulator, we validate that all parties in the ride-sourcing
ecosystem, from drivers, passengers, to the platform, are better off under our proposed matching policy. This
is consistent with the numerical results in Section 5.4.
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