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ABSTRACT
Stereo images and videos are very popular in recent years, and tech-
niques for processing this media are attracting a lot of attention. In
this paper, we extend the shift-map method for stereo image edit-
ing. Our method simultaneously processes the left and right images
on pixel level using a global optimization algorithm. It enforces
photo consistence between the two images and preserves 3D scene
structures. It also addresses the occlusion and disocclusion prob-
lem, which may enable many stereo image editing functions, such
as depth mapping, object depth adjustment and non-homogeneous
image resizing. Our experiments show that the proposed method
produces high quality results in various editing functions.

Categories and Subject Descriptors
I.4 [IMAGE PROCESSING AND COMPUTER VISION]: En-
hancement

Keywords
Stereo Images Editing, Depth Mapping, Multi-label Optimization

1. INTRODUCTION
With the popularity of stereo (or 3D) videos, techniques for pro-
ducing and editing of stereo media are attracting a lot of research
attention in recent years. In general, a stereo image contains two
regular 2D images, which are captured from the same scene at the
same time but from slightly different locations. A naive solution
for editing a stereo image is to separately process the left and right
images and then recombine them to form the output stereo image.
This will, however, introduce inconsistences between the left and
right images. To address this problem, we may apply a global op-
timization algorithm to simultaneously process the left and right
images to ensure consistence, e.g., [6] [11].

Most existing stereo editing works [3] [4] [6] [8] [7] [9] [11]
are based on mesh warping, which treat the whole left or right im-
age as a continuous plane by fitting a quad or triangle mesh to it
and warp the shape of the mesh in a content-aware manner. Al-
though this kind of methods are usually robust, they suffer from
two major limitations. First, they cannot handle object boundaries
well. Second, they cannot support editing functions that introduce
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new occlusion or disocclusion. As a result, some image editing
functions such as depth mapping, object depth adjustment and non-
homogeneous image resizing cannot be easily supported by mesh
warping based methods. To address these limitations, we propose
a novel framework for consistent stereo image editing in this paper.
It is based on the shift-map method [10] and the multi-label op-
timization method [2]. The basic-idea of shift-map is that a pixel
(x,y) in the output image can be obtained from a pixel (x+tx,y+ty)
of the input image. Hence, the output image can be computed as:

I′(x,y) = I(x+ tx,y+ ty) (1)

where I is the input image. I′ is the output image. A main objec-
tive of shift-map is to address the limitations of the mesh warping
methods in regular 2D image editing.

The main contribution of this work is to extend the shift-map
method for stereo image editing. The proposed method processes
both the left and right images simultaneously to preserve photo con-
sistence and minimize distortion in image editing. It is also able
to handle occlusion and disocclusion, which are introduced by the
editing operations, through a revised multi-label optimization algo-
rithm. This allows the proposed method to support many different
stereo editing functions, including depth mapping, object depth ad-
justment and non-homogeneous stereo image resizing.

The rest of this paper is organized as follows. Section 2 briefly
summarizes related works on stereo image processing. Section 3
presents our consistent stereo image editing method. Section 4 dis-
cusses some experimental results and image editing functions.

2. RELATED WORK
Techniques for stereo image/video editing can be roughly classified
into continuous methods and discrete methods. They are summa-
rized as follows.
Continuous Methods: This type of methods is mainly based on
mesh warping. Lang et al. [6] propose a disparity mapping method
with four simple operators for adjusting the disparity range of stereo
videos. However, their method does not consider the relative depths
among objects in the stereo image and the relationship between
depth perception and viewing parameters, such as display distance
and size. They also do not consider 3D scene structure preserva-
tion. To overcome the display adaptation problem, Yan et al. [11]
propose a depth mapping method that applies 3D image analy-
sis techniques to remap the depth range of stereo videos accord-
ing to the viewing parameters. Their method attempts to preserve
3D scene structures and enforce depth and temporal coherences
through a global optimization algorithm.

There is some work on non-homogeneous stereo image resiz-
ing. Chang et al. [3] propose a mesh warping based method for
resizing stereo images according to the change in viewing parame-



ters. However, their method may introduce distortion to the shape
of prominent objects. Lee et al. [7] fit a separate mesh to each
depth layer of a stereo image, but they do not handle the disocclu-
sion problem. In addition, they also rely on the user to segment the
stereo image into different depth layers. There is also some work
to develop specific stereo image editing techniques. Luo et al. [8]
present a method for seamless stereo image cloning, which involves
shape adjustment of the target object according to the depth and
the color of the background stereo image. Tong et al. [4] propose
a depth-consistent stereo image composition method, which allows
interactive blending of a 2D image object on a stereo image. Niu
et al. [9] extend the traditional 2D image warping technique for
stereo images. Their objective is to preserve prominent objects and
3D scene structure.

Although warping based methods can produce visually pleasing
results for many image processing functions, the main drawback is
that they cannot handle object boundaries (or discontinuity) well.
As a result, they cannot model scene occlusion and disocclusion.
Discrete Methods: Basha et al. [1] extend the seam carving method
to non-homogeneous stereo image resizing. Their method simulta-
neously carves a pair of piece-wise continuous seams in both im-
ages, while minimizing distortion in appearance and depth. How-
ever, its performance is affected by the noise in the disparity map.
In addition, as seam carving is based on dynamic programming, the
result is not globally optimal. On the other hand, our method is a
global optimization method and it is able to work with moderate
quality disparity maps. Our method can also be applied to many
stereo editing functions, in addition to non-homogeneous stereo
image resizing.

The shift-map method [10] characterizes geometric rearrange-
ment of a 2D image by a shift-map. It is a general tool for 2D
image editing, such as resizing, composition and object removal.
As it is not designed for handling stereo images, it does not con-
sider consistence between the left and right images when applied
to stereo images. It also cannot automatically handle occlusion and
disocclusion introduced by image editing. In addition, it does not
consider 3D structure correctness and preservation as it is just for
2D image editing. Our method extends the shift-map method to
handle stereo images and addresses the above limitations.

3. OUR METHOD
We first denote the input stereo image pair as IL (left image) and IR
(right image), their corresponding disparity maps as DLR and DRL,
the output image pair as I′L and I′R, and their shift-maps as ML and
MR, respectively. We formulate the stereo image editing problem
as an energy minimization problem as follows:

E = Edc +ωscEsc +ωphEph +ωplEpl (2)

where Edc is the data cost for pixel rearrangement. Esc is the
smooth cost between neighboring pixels within the left or right im-
age separately. Eph is used to enforce photo consistence between
the left and right images. Epl is used to preserve 3D planes in the
stereo image. ωsc = 30, ωph = 1 and ωpl = 104 are weights used
in our implementation. Edc and Esc are also used in [10] and are
designed for 2D image editing. We modify them for stereo image
editing. Eph and Epl are two new energy terms that we introduce to
enforce photo consistence and feature preservation, respectively, in
stereo image editing.

We apply the multi-label optimization method [2] to solve the
above energy function. Each pixel in the output image is assigned
a label, which is a vector indicating its location in the input im-
age. The output stereo image can then be obtained according to the
computed shift maps and the input stereo image.

3.1 Disparity Map Computation
In stereo image editing, we often need to determine the relationship
between the left and right images. We compute the left to right DLR
and right to left DRL disparity maps for the input stereo image pair
using the method suggested by [2]. Since some disparity values,
such as those in the occluded regions or near to the image bound-
ary, may be incorrect, we perform a left-right consistence check
on the computed disparity maps and delete those values that are
inconsistent. We would like to emphasize here that the disparity
maps needed in our method do not need to be very dense.

3.2 Data Cost
A lot of image editing functions involve pixel rearrangement. En-
ergy term Edc is used to model this data cost. To extend it to stereo
images, we formulate this energy term as:

Edc = ∑
p∈I′L

∪
I′R

ws(wlmin(∥tp −g(p)∥2,τL)+min(∥I(p+ tp)−

Î(p)∥2,τI)+min(∥D(p+ tp)− D̂(p)∥2,τD))

(3)

where tp is the label of pixel p in the output image. g(p) is the
target label of p, which is known in advance. wS is the importance
of pixel p+ tp in the input image. The importance maps of a stereo
image are computed by dividing the saliency of each pixel by its
normalized disparity value. We then enhance the importance maps
with user defined masks. Î(p) and D̂(p) are the target color and
disparity of p. In stereo image editing, it is possible that some
pixels may move to the same location in the output image. Since
only the nearest pixels should be visible, we use a depth buffer to
determine the values of Î(p) and D̂(p).

3.3 Smooth Cost
Energy term Esc is used to enforce the smoothness of labels among
neighboring pixels. Pritch et al. [10] only use color and image gra-
dient information to compute the smooth cost of neighboring pix-
els. Since stereo images contain depth information, we extend the
smooth cost to V = ⟨I,▽I,D⟩, where I is the color information, ▽I
is image gradient, D is the disparity value. We define our smooth
penalty function as:

Esc = ∑
(p,q)∈NL

∪
NR

min(wT
v (|Vp+tp −Vn′q |+ |Vn′p −Vq+tq |),τsc)

(4)
where NL and NR refer to neighboring pixel pairs in the left and
right output images. Here, we only consider 4-connected pixel
neighborhood. Consider two neighboring pixels, p = (x1,y1) and
q = (x2,y2). tp and tq denote labels of p and q. n′p = (x1 + tx1 +

1,y1 + ty1,) and n′q = (x2 + tx2 −1,y2 + ty2), if x1 < x2 and y1 = y2.
n′p =(x1+tx1 ,y1+ty1 +1) and n′q =(x2+tx2 ,y2+ty2 −1), if x1 = x2
and y1 < y2.

We would like to point out here that the smooth cost defined
in [10] is not suitable for us, as it does not satisfy the regularity
constraint [5]: E i, j(0,0) +E i, j(1,1) ≤ E i, j(0,1) +E i, j(1,0). As
such, the optimization step may not produce acceptable minimal
energy values in stereo image editing. Obviously, our smooth cost
is regular and metric [2] [5], and does not have this problem.

3.4 Photo Consistence
In a stereo image, each pair of matched pixels from the left and right
images should have similar colors, and we use this matched pixel
pair to estimate its depth. Energy term Eph is used to ensure photo
consistence between the left and right images through checking the
color/depth consistence.



Figure 1: To find a candidate matched pixel pair in depth mapping.
Pixel a is within search window SL of p in the left image; pixel b is within
search window SR of q in the right image. If a and b are a corresponding
pixel pair in the input images, tp = tq, and dpq is within an acceptable
disparity range, then p and q are considered as a candidate matched
pixel pair in output images.

Our objective here is to produce a stereo output image that sat-
isfies the photo consistence constraint. However, it is difficult to
determine matched pixel pairs in the output stereo image before we
obtain this output image. Here, we propose a strategy to dynam-
ically determine matched pixel pairs for the output image in our
global optimization step. We first select some candidate matched
pixel pairs from the left image to the right image and some from
the right image to the left image. We then put all these candidate
matched pixel pairs into the global optimization process to deter-
mine the final matched pixel pairs.

As shown in Fig. 1, let p be a pixel in I′L and q be a pixel in I′R. We
define the search windows for p and q as SL and SR. Search window
SL (or SR) contains all pixels in the input image IL (or IR) that can
be shifted to p (or q) in the output image I′L (or I′L). For different
editing functions, the search directions (the order of labeling) of SL
and SR may be different. For depth mapping, the search direction
of SL is from left to right and top to bottom, while that of SR is from
right to left and top to bottom. This is to satisfy the depth mapping
constraint [11], and regularity and metric constraint.

We first consider how to determine the candidate matched pixel
pairs from the left image to the right image. Let a = IL(x,y) be a
pixel within SL of p, where x = xp + txp and y = yp + typ . Let b =
IR(x+DLR(x,y),y) be a pixel in SR of q. If DLR(x,y) = DRL(x+
DLR(x,y),y) and |IL(x,y)− IR(x+DLR(x,y),y)|< ϕ , then b is said
to be the corresponding pixel of a. Now, if the distance (2txp +
DLR(x,y)) between p = (xp,yp) and q = (xp +2txp +DLR(x,y),yp)
is within an acceptable disparity range, then we assume that p and
q are a candidate matched pixel pair. (Here, an acceptable disparity
range for pixels p and q in the output stereo image is defined as the
range from DLR(a) to the user specified maximum disparity for a.)
Finally, if there are no edges existed between p and q, we add an
undirected edge between them.

We then consider how to determine the candidate matched pixel
pairs from the right image to the left image. Let b = IR(x,y) be a
pixel within SR of q, where x = xq − txq and y = yq + tyq . Let a =
IL(x−DRL(x,y),y) be a pixel in SL of p. Similarly, if DRL(x,y) =
DLR(x−DRL(x,y),y) and |IR(x,y)− IL(x−DRL(x,y),y)|< ϕ , then
a is said to be the corresponding pixel of b. Again, if the dis-
tance (2txq +DRL(x,y)) between q = (xq,yq) and p = (xp − 2txq −
DRL(x,y),yq) is within an acceptable disparity range, then we as-
sume that q and p are a candidate matched pixel pair. Finally, if
there are no edges existed between p and q, we add an undirected
edge between them. The penalty of undirected edge (p,q) is de-
fined as:

ϕph(p,q, tp, tq) =
{

0, if tp = tq
K, else (5)

(a) (b)
Figure 2: Depth mapping: (a) original stereo image; (b) our result.

where, ϕ = 30 and K = 102 in our implementation. Obviously, this
penalty definition is metric [2]. Thus, Eph is defined as:

Eph = ∑
(p,q)∈MLR

∪
MRL

ϕph(p,q, tp, tq) (6)

where MLR and MRL are candidate matched pixel pairs from the left
image to the right and the right image to the left, respectively.

3.5 3D Feature Preservation
In stereo image editing, 3D image features should be carefully
preserved. Since edge preservation is already considered in our
smooth cost function. We mainly consider plane preservation.

We use Pl and Pr to represent the same plane projected in the
left and right images. Pixels within Pl should satisfy constraint
d = alx+ bly+ cl , and pixels within Pr should satisfy constraint
d = arx + bry + cr, where d is the disparity of (x,y). al , bl , cl
and ar, br, cr are parameters of the plane equations, which can be
determined by [11].

In our current implementation, we manually define a mask on
the input left image to obtain a plane mask. The plane preservation
mask for right image is then computed automatically. We use the
method presented in [11] to compute the target coordinates (x̂i,l , ŷi)
and (x̂i,r, ŷi) of each matched pixel pair (xi,l ,yi) and (xi,r,yi) on Pl
and Pr. We define the plane preservation penalty as:

Epl = ∑
(Pl ,Pr)

∑
i
{min(|ti,x,l − (x̂i,l − xi,l)|,1)+min(|ti,x,r−

(x̂i,r − xi,r)|,1)+min(|ti,y − (ŷi − yi)|,1)}
(7)

4. RESULTS AND APPLICATIONS
We have implemented the proposed method in C and OpenCV. In
our experiments, we used a 19in screen with a resolution of 1280×
1024 and pixel density of β = 0.293mm/pixel. Other parameter
setting include wl = 100, τL = 10, τI = 104, τD = 2× 102, wv =
⟨1,10,1⟩, and τsc = 104. We ran the program (unoptimized) on a
PC with an i5 3.1GHz CPU and 8GB RAM. The execution time is
about 8 minutes for a stereo image of resolution 400×300.

In the following paragraphs, we discuss three popular image edit-
ing functions to show the effectiveness of the proposed method.
Stereo images are shown as red(left)-cyan(right). More results can
be found in the supplementary.
Depth Mapping: This is to modify the depth range of a stereo im-
age. It is typically achieved by adjusting the content disparity of the
stereo image. Our depth mapping function is based on linear depth
mapping proposed by [11]. The relationship between disparity and
depth perceived by the viewer can be described as:

Z =
et

e− s
(8)

where e is the interaxial distance set as 65mm. t is the screen
distance from the viewer and is set to 500mm in all our experi-
ments. s = d/β is the parallax of a matched pixel pair. d is the



(a) (b) (c)
Figure 3: Depth mapping: (a) original stereo image; (b) our result; (c)
result from [11]. Target depth range set using η1 = 0 and η2 = 1o.

disparity a matched pixel pair and β is the pixel density of the
screen. Given the retinal disparity limits η1 and η2, the target depth
range then becomes (Z′

min,Z
′
max), where Z′

min = et/(e−η1t) and
Z′

max = et/(e−η2t).
Fig. 2 shows that our method can enlarge the depth range of the

original image in such a way that the small fish becomes nearer to
the viewer, without destroying the background depth layer. Fig. 3
compares our method with [11]. The proposed method performs
favorably against [11] in two aspects. First, our method can map
an original depth range to a much larger depth range, while the
editable depth range of [11] is limited by the mesh edge stretch-
ing constraint and other constraints. As an example, although both
methods are set to the same target depth range in Fig. 3, we can see
that the depth range of our result shown in the first and fourth rows
of Fig. 3 is much larger than that of [11]; in the fourth row of Fig. 3,
the depth distance between the car and the women on the right and
the depth distance between the car and the distant men on the left
are enlarged more obviously in our result than that of [11]. Second,
our method preserves 3D scene structure better. As an example, our
method can preserve the shape and the details of the buildings on
the right of the images in the first and third rows of Fig. 3 better
than [11]. In second row of Fig. 3, our method also preserves the
lamppost and the fence on the bridge much better than [11]. In ad-
dition, the left and right images of each stereo result show that our
method preserves 2D image features much better than [11] too.
Object Depth Adjustment: This is to change the depth of a se-
lected/prominent 3D object. In Fig. 4, we move the man in the
middle closer to the viewer. After the operation, our optimization
step automatically fills the disoccluded pixels without obvious dis-
tortion.
Non-homogeneous Image Resizing: This is to change the aspect
ratio of a stereo image non-homogeneously to adapt it to different
displays. We compare our method with [1], which is a representa-
tive non-homogeneous method for resizing stereo images, as shown
in Fig. 5. We can see that our method can preserve the plant and

(a) (b)
Figure 4: Object depth adjustment: (a) original stereo image; (b) our
result.

(a) (b) (c)
Figure 5: Non-homogenous stereo image resizing: (a) original stereo
image; (b) our result; (c) result from geometrically consistent stereo
seam carving [1].

the flower pot much better than [1], and there is no perceptible dis-
tortion in our result.

5. CONCLUSION AND FUTURE WORK
In this paper, we extend the shift-map method for stereo image edit-
ing. The proposed method enforces photo consistence between the
left and right images and preserves 3D scene structures well. It can
also handle occlusion and disocclusion. We have demonstrated the
application of the proposed method on depth mapping, object depth
adjustment and non-homogenous image resizing.

The main limitation of the proposed method is the high compu-
tational cost, which depends on the size of the search window. We
are currently working on a multi-resolution approach to address
this problem. On the other hand, we are also exploring more stereo
image editing functions based on our framework.

The work presented in this paper was partially supported by a
SRG grant from City University of Hong Kong (Project Number:
7002768) and two National Natural Science Foundations of China
(Project Numbers: 61033009 and 60970085).
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