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Abstract

Data visualization is a powerful tool for ex-
ploring and communicating insights in various
domains. To automate visualization choice
for datasets, a task known as visualization
recommendation has been proposed. Various
machine-learning-based approaches have been
developed for this purpose, but they often re-
quire a large corpus of dataset-visualization
pairs for training and lack natural explana-
tions for their results. To address this re-
search gap, we propose LLM4Vis, a novel
ChatGPT-based prompting approach to per-
form visualization recommendation and re-
turn human-like explanations using very few
demonstration examples. Our approach in-
volves feature description, demonstration exam-
ple selection, explanation generation, demon-
stration example construction, and inference
steps. To obtain demonstration examples with
high-quality explanations, we propose a new
explanation generation bootstrapping to iter-
atively refine generated explanations by con-
sidering the previous generation and template-
based hint. Evaluations on the VizML dataset
show that LLM4Vis outperforms or performs
similarly to supervised learning models like
Random Forest, Decision Tree, and MLP in
both few-shot and zero-shot settings. The
qualitative evaluation also shows the effective-
ness of explanations generated by LLM4Vis.
We make our code publicly available at
https://github.com/demoleiwang/LLM4Vis.

1 Introduction

Data visualization is a powerful tool for explor-
ing data, communicating insights, and making in-
formed decisions across various domains, such as
business, scientific research, social media and jour-
nalism (Munzner, 2014; Ward et al., 2010). How-
ever, creating effective visualizations requires fa-
miliarity with data and visualization tools, which

∗Corresponding author.

can take much time and effort (Dibia and Demi-
ralp, 2019a). A task that automates the choice of
visualization for an input dataset, also known as
visualization recommendation, has been proposed.

So far, visualization recommendation works
can be categorized into rule-based and machine
learning-based approaches (Hu et al., 2019b; Li
et al., 2021; Zhang et al., 2023). Rule-based
approach (Mackinlay, 1986; Vartak et al., 2015;
Demiralp et al., 2017) leverages data characteris-
tics and visualization principles to predict visual-
izations, but suffers from the limited expressibility
and generalizability of rules. Machine learning-
based approach (Hu et al., 2019b; Wongsuphasawat
et al., 2015; Zhou et al., 2021) learns machine
learning (ML) or deep learning (DL) models from
dataset-visualization pairs and these models can
offer greater recommendation accuracy and scal-
ability. Existing ML/DL models, however, often
need a large corpus of dataset-visualization pairs
in their training and they could not provide expla-
nations for the recommendation results. Recently,
a machine learning-based work, KG4Vis (Li et al.,
2021), leverages knowledge graphs to achieve ex-
plainable visualization recommendation. Never-
theless, KG4Vis still requires supervised learning
using a large data corpus and its explanations are
generated based on predefined templates, which
constrain the naturalness and flexibility of explana-
tions.

Recently, large language models (LLMs) such
as ChatGPT (OpenAI, 2022) and GPT-4 (OpenAI,
2023) have demonstrated strong reasoning abili-
ties using in-context learning (Brown et al., 2020;
Zhang et al., 2022; Chowdhery et al., 2022). The
key idea behind this is to use analogical exem-
plars for learning (Dong et al., 2022). Through
in-context learning, LLMs can effectively perform
complex tasks, including but not limited to math-
ematical reasoning (Wei et al., 2022), visual ques-
tion answering (Yang et al., 2022), and tabular
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classification (Hegselmann et al., 2023) without
supervised learning. By prompting the pretrained
LLM to perform tasks using in-context learning,
we avoid the overheads of parameter updates when
adapting the LLM to a new task.

Inspired by the excellent performance of Chat-
GPT on natural language tasks (Qin et al., 2023; Li
et al.; Sun et al., 2023; Gilardi et al., 2023; Wang
et al., 2023), we explore the possibility of lever-
aging ChatGPT for explainable visualization rec-
ommendation. Specifically, we propose LLM4Vis,
a novel ChatGPT-based In-context Learning ap-
proach for Visualization recommendation with nat-
ural human-like explanations by learning from
very few dataset-visualization pairs. LLM4Vis
consists of several key steps: feature description,
demonstration example selection, explanation gen-
eration bootstrapping, prompt construtction, and
inference for explainable visualization recommen-
dation. Firstly, feature description is used to quan-
titatively represent the characteristics of tabular
datasets, which makes it easier to analyze and com-
prehend tabular datasets using ChatGPT. Demon-
stration example selection is then employed to pre-
vent the input length from exceeding the maximum
length of ChatGPT by retrieving K nearest labeled
data examples. Next, we propose a new iterative
refinement strategy in terms of the previous gener-
ation and hint to obtain a more high-quality recom-
mendation explanation and a score of each visual-
ization type before prompt construction. Finally,
the constructed prompt is used to guide ChatGPT
to recommend visualization types for a test tabu-
lar dataset while providing recommendation scores
and human-like explanations.

We evaluate the visualization recommendations
of LLM4Vis by comparing its accuracy of visual-
ization with strong machine learning-based base-
lines from VisML (Hu et al., 2019a) like Deci-
sion Trees, Random Forests, and MLP. The visu-
alization recommendation results demonstrate that
LLM4Vis outperforms all the baselines in few-shot
and full-sample training settings. Furthermore, the
evaluations conducted by LLM and humans show
that the generated explanation of the test data exam-
ple matches the predicted score. Our contributions
are summarized below:

• We present LLM4Vis, a novel ChatGPT-based
prompting approach for visualization recom-
mendation, which can achieve accurate visu-
alization recommendations with human-like

explanations.

• We propose a new explanation generation
bootstrapping method to generate high-quality
recommendation explanations and scores for
prompt construction.

• Experiment results show the usefulness and ef-
fectiveness of LLM4Vis, encouraging further
exploration of LLMs for visualization recom-
mendations.

2 Related Work

Prior studies on automatic visualization recom-
mendation approaches can be categorized into two
groups: unexplainable visualization recommenda-
tion approaches and explainable visualization ap-
proaches (Wang et al., 2021). Unexplainable visu-
alization recommendation approaches, including
Data2vis (Dibia and Demiralp, 2019b), VizML (Hu
et al., 2019a), and Table2Chart (Zhou et al., 2021),
can recommend suitable visualizations for an input
dataset, but cannot provide the reasoning behind the
recommendation to users, making them black box
methods. Explainable visualization recommenda-
tion approaches provide explanations for their rec-
ommendation results, enhancing transparency and
user confidence in the recommendations. Most rely
on human-defined rules, such as Show Me (Mackin-
lay et al., 2007) and Voyager (Wongsuphasawat
et al., 2015). But rule-based approaches are of-
ten time-consuming and resource-intensive, and re-
quire visualization experts’ manual specifications.
To address such limitations, Li et al. (2021) pro-
posed a knowledge graph-based recommendation
method (KG4Vis) that learns the rules from exist-
ing visualization instances. To provide human-like
explanations, this paper proposes to leverage Chat-
GPT to recommend appropriate visualizations.

3 LLM4Vis Method

3.1 Overview

In this section, we present the proposed approach
LLM4Vis. As shown in Figure 1, LLM4Vis con-
sists of several key steps: feature description,
demonstration example selection, explanation gen-
eration bootstrapping, prompt construction, and
inference. To save space, we show the exact word-
ing of all prompts we employ in LLM4Vis in the
Appendix.
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Figure 1: A detailed illustration of LLM4Vis. (a) The process for converting a labeled tabular dataset to a
demonstration example of the final prompt, including feature extraction, feature description, and explanation
generation bootstrapping. (b) The process for visualization type recommendation of a test tabular dataset, involving
demonstration example selection, prompt construction, and inference.

3.2 Feature Description

Most large language models, such as Chat-
GPT (OpenAI, 2022), are trained based on text
corpora. To allow ChatGPT to take a tabular dataset
as input, we can first use predefined rules to trans-
form it into sets of data features that quantitatively
represent its characteristics. Subsequently, these
features can be serialized into a text description.

Following VizML (Hu et al., 2019b) and
KG4Vis (Li et al., 2021), we extract 80 cross-
column data features that capture the relationships
between columns and 120 single-column data fea-
tures that quantify the properties of each column.
We categorize the data features related to columns
into Types, Values, and Names. Types correspond
to the columns’ data types, Values capture statisti-
cal features such as distribution and outliers, and
Names are related to columns’ names.

Previous works (Hegselmann et al., 2023; Dinh
et al., 2022) perform serialization mainly through
the use of rules, templates, or language models.
In this paper, to ensure grammatical correctness,
flexibility, and richness, we follow the LLM serial-
ization method proposed by TabLLM (Hegselmann
et al., 2023). Specifically, our approach involves
providing a prompt that instructs ChatGPT to gen-
erate for each tabular dataset a comprehensive text
description that analyzes the feature values from
both single-column and cross-column perspectives.
The feature description is then used to construct
concise but informative demonstration examples.

3.3 Demonstration Example Selection
Due to the maximum input length restriction, a
ChatGPT prompt could only accommodate a small
number of demonstration examples. The selection
of good demonstration samples from a large set
of labeled data is therefore crucial. Instead of ran-
domly selecting examples that may not be relevant
to the target test tabular dataset (Liu et al., 2021),
we first represent each tabular dataset by converting
its features to a vector. Then, we use a clustering
algorithm to select a representative subset of exam-
ples from the labeled set. The clustering algorithm
creates C clusters, and we choose R representative
examples from each cluster, resulting in a subset
of size M =C×R as the retrieval set. Finally, we
retrieve K training data examples with the highest
similarity scores with a target data example based
on the cosine similarity scores of their vector rep-
resentations from the retrieval set.

3.4 Explanation Generation Bootstrapping
Each labeled data example Xi comes with only
one ground truth label Yi, but not the explana-
tion required to be used in a demonstration ex-
ample. We therefore propose a prompt to lever-
age the built-in knowledge of ChatGPT to recom-
mend the appropriate visualization and the corre-
sponding explanation for each labeled dataset. Our
strategy involves instructing ChatGPT to gener-
ate a response in a JSON format, where the keys
correspond to four possible visualization types
{YLC,YSP,YBC,YBP} (LC: line chart, SP: scatterplot,
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BC: bar chart, BP: Box plot) and the values are
recommendation scores {SLC,SSP,SBC,SBP}. Fur-
thermore, we prompt ChatGPT to generate expla-
nations {ExLC,ExSP,ExBC,ExBP} for its prediction
of each visualization type in an iterative process.

Specifically, we employ zero-shot prompt-
ing with the feature description of a tabu-
lar dataset to ask ChatGPT to generate scores
{S1

LC,S
1
SP,S

1
BC,S

1
BP} for all visualization types and

provide explanations {Ex1
LC,Ex1

SP,Ex1
BC,Ex1

BP}
supporting these scores’ assignment to each visu-
alization type. The sum of these scores is required
to be 1. Subsequently, these scores and explana-
tions are revised by an iterative refinement process
that terminates when the ground truth visualiza-
tion type Yi receives the highest score which also
exceeds the second-highest score by at least a mar-
gin of 0.1. The final explanations and scores are
denoted by {Ex f

LC,Ex f
SP,Ex f

BC,Ex f
BP} and scores

{S f
LC,S

f
SP,S

f
BC,S

f
BP}. However, if the ground truth

visualization type does not meet the aforemen-
tioned conditions, we develop a hint and append it
to the initial zero-shot prompting to instruct Chat-
GPT to produce a more accurate output. An exam-
ple hint template is as follows: “{a} may be more
suitable than {b}. However, the previous scores
were {c}”. The {a} slot is for the ground truth
label, the {b} slot is for the incorrect label with
the highest score, and the {c} slot is for the previ-
ously predicted score for each visualization type.
In the Experiment section, we compare two hint
strategies, including using ground truth (GT-As)
and random labels (Rand-As) as hints. The results
can be found in Figure 2.

Through this iterative refinement, we can obtain
higher-quality visualization type prediction with
scores and corresponding explanations. Note that
if the labeled dataset fails to meet the stopping
condition within the maximum iteration steps, we
will delete this data example from the retrieval set.

3.5 Prompt Construction and Inference

After retrieving K nearest labeled samples from
the retrieval set for a test data sample, along with
their feature descriptions, refined explanations, and
refined scores, each demonstration example is con-
structed with the feature description, task instruc-
tion, recommended visualization types with scores,
and explanations. Then, we incorporate the feature
description of a test data example into a pre-defined
template. Next, the constructed demonstration ex-

Table 1: The result of our quantitative evaluation with
the best results highlighted in bold. LLM4Vis-random
refers to randomly selecting demonstration examples
from the retrieval set. Conversely, LLM4Vis-retrieval
refers to retrieve K nearest labeled data examples from
the retrieval set. Note that LLM4Vis using 5 demonstra-
tions shows a performance better than machine learning
based baselines trained with full samples (5000) and
provides human-like explanations that are unattainable
with these baselines.

Settings Methods Hits@2
Line Scatter Bar Box Overall

Full Samples
Decision Tree 57.3 60.0 100 56.0 68.3
Random Forest 92.0 100 90.7 32.0 78.7
MLP 97.3 100 93.3 24.0 78.7

Few-Shot (4)
Fixed

Decision Tree 42.7 12.0 100 41.3 49.0
Random Forest 66.7 78.7 38.7 65.3 62.0
MLP 70.7 85.3 44.0 45.3 61.0
LLM4Vis 53.3 80.0 84.0 93.3 77.7

Few-Shot
Dynamic

LLM-SP-Random 36.0 86.0 96.0 46.0 66.0
LLM-SP-Retrieval 68.0 94.0 90.0 32.0 71.0
LLM4Vis-Random 46.7 69.3 84.0 90.7 72.7
LLM4Vis-Retrieval 62.4 96.0 86.8 97.2 85.7

Zero-Shot LLM-SP 64.0 84.0 56.0 64.0 65.0
LLM4Vis 64.0 88.0 76.0 89.3 79.3

amples and the completed template for the test data
example are concatenated and fed into ChatGPT to
perform visualization type recommendations. Fi-
nally, we extract the recommended visualizations
and explanations from the ChatGPT output.

4 Evaluation

4.1 Evaluation Setup

Dataset. We utilize the VizML corpus (Hu et al.,
2019b) to construct our training, validation, and test
sets. We select a subset of 100 data-visualization
pairs from the corpus to evaluate our model’s per-
formance for testing purposes. These pairs com-
prised 25 line charts, 25 scatter plots, 25 bar charts,
and 25 box plots. We employ two different train-
ing settings for our experiments. In the first set-
ting, we use the set of 5000 data-visualization pairs
from the corpus to train all baseline models. In
the second few-shot setting, we employ cluster-
ing techniques (Pedregosa et al., 2011) to extract
4×15 data-visualization pairs from the 5000 pairs
to build the retrieval set of size (M = 60).
Large Language Model Setup. We conduct exper-
iments using the gpt-3.5-turbo-16k version of GPT-
3.5, widely known as ChatGPT. We have chosen
ChatGPT because it is a publicly available model
commonly used to evaluate the performance of
large language models in downstream tasks (Sun
et al., 2023; Qin et al., 2023; Li et al.). To conduct
our experiments, we utilize the OpenAI API, which
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provides access to ChatGPT. Our experiments were
done between June 2023 and July 2022, and the
maximum number of tokens allowed for genera-
tion is set to be 1024. To enhance the determinism
of our generated output, we set the temperature to
0. Due to the input length restriction of ChatGPT
(i.e., 16,384 tokens), we limit the number of our
in-context demonstrations K to 8.
Baselines. We compare with strong visualization
type recommendation baselines from VizML (Hu
et al., 2019a). Specifically, we compare our method
with Decision Tree, Random Forest, and MLP base-
lines, which are implemented using scikit-learn
with default settings (Pedregosa et al., 2011). With
full data training, these strong baselines are ex-
pected to outperform few-shot methods. We also
compare our method to a simple prompting tech-
nique named LLM-SP. In the zero-shot setting, the
instruction in the prompting is to ask ChatGPT to
recommend visualization type based on extracted
features of the given tabular dataset. In the few-shot
setting, each demonstration example in the prompt
is composed of an instruction, extracted features
of a given tabular dataset, and the corresponding
labeled visualization type.
Metrics. Our proposed method makes two visual-
ization design choices based on the large language
models directly. Referring to KG4Vis (Li et al.,
2021), we employ a commonly used metric to as-
sess the effectiveness of our approach: Hits@2,
which indicates the proportion of correct visualiza-
tion design choices among the top two options.

4.2 Main Results

Table 1 shows that our few-shot LLM4Vis out-
performs all baselines, including Decision Tree,
Random Forest, and MLP, in the full sample train-
ing setting, which indicates that LLMs can effec-
tively recommend appropriate visualization types
by learning from limited demonstration examples
and capitalizing on built-in background knowledge
of visualization. Note that even zero-shot LLM4Vis
can outperform these strong baselines. Two cate-
gories for few-shot settings are: fixed and dynamic.
In the fixed setting, fixed demonstration examples
are chosen for all test examples, LLM4Vis outper-
forms all baselines. In the dynamic setting, we se-
lect relevant demonstration examples for each test
example. LLM4Vis with dynamic few-shot settings
outperforms randomly selected demonstrations. It
indicates that relevant demonstration examples can

provide useful information to guide the LLM in
recommending a suitable visualization type for the
test tabular dataset.

4.3 In-depth Analysis

Figure 2: Effect of each component of LLM4Vis. All
methods are evaluated on the same test dataset. All:
keeping all module unchanged. Random: randomly
choosing one visualization type as recommendation.
-Ex: removing explanation in the prompt. -Des: remov-
ing feature description in the prompt. -Rank: predicting
visualization type directly. Nearest: predicting using
the nearest example. Iter-1: using explanation without
refinement in the prompt. Iter-2: using explanation with
one step refinement in the prompt. GT-As: generating
the explanation in the prompt using the ground truth
label as the hint. Rand-As: generating the explanation
in the prompt using the random label as the hint.

Effect of each Component of LLM4Vis. Fig-
ure 2 presents the comparison results of variants
of LLM4Vis, wherein one component is either re-
moved or replaced. The findings reveal that the
absence of explanations, feature descriptions, and
recommendation scores in the prompt consistently
leads to reduced performance in both zero-shot
and few-shot settings. With more iterations of ex-
planation refinement, the performance improves.
Replacing the proposed hint with the ground truth
label or a random label results in a substantial drop
in performance. Similarly, using the prediction
from the nearest demonstration example as the test
example’s prediction also leads to significant per-
formance degradation, which indicates that LLM
effectively learns from given demonstration exam-
ples rather than merely copying them. Overall, all
components of the proposed LLM4Vis contribute
to recommendation accuracy.

Effect of the Number of In-context Examples.
We assess the effect of the number of demonstra-
tion examples on LLM4Vis’s performance. Specif-
ically, we examine LLM4Vis, using different sets
of nearest demonstration examples, ranging from 1
to 7 instances. The results, depicted in Figure 3(a),
show that more demonstration examples lead to bet-
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(a) (b)

(c) (d)

Figure 3: Effect of the number of in-context examples
(a), the number of examples in the retrieval set (b), dif-
ferent base large language model (c), and the ordering
of K nearest examples as in-context examples (d).

ter performance, despite a drop when the number
of demonstration examples goes from 3 to 4.

Effect of the Size of Retrieval Set. We quantify
the impact of the size of the retrieval set. We test
LLM4Vis on retrieval sets of varying sizes, ranging
from 10 to 60 examples. Figure 3(b) shows that the
performance of LLM4Vis improves as the size of
the retrieval set increases. This is likely because the
larger retrieval set can find more relevant nearest
neighbors. It indicates that LLM4Vis can achieve
better results by scaling the retrieval set. As the re-
trieval set size increases from 50 to 60, we observe
a decline in the degree of performance improve-
ment. It suggests that the relevant information to
test data in the k-nearest demonstration example
may not have a proportional increase.

Effect of Base Large Language Models We also
evaluate LLM4Vis using various LLMs, including
different versions of GPT-3.5. According to of-
ficial guidelines, ChatGPT has the highest capa-
bility, and text-davinci-002 is the least capabil-
ity model among the three LLMs. As expected,
Figure 3(c) illustrates that model performance im-
proves as the model capability increases from
text-davinci-002 to ChatGPT. Overall, these re-
sults indicate that LLMs of stronger capabilities
usually deliver much better recommendation accu-
racy.

Effect of In-context Example Order. We com-
pare three demonstration orders: random (shuffle K

nearest neighbors), furthest (samples with the least
similarity are first selected), and nearest (samples
with the most similarity are first selected). The re-
sults in Figure 3(d) show that LLM4Vis is sensitive
to the order of K selected demonstrations. Specifi-
cally, employing the “furthest” ordering within the
framework of LLM4Vis yields the lowest results,
whereas the “nearest" ordering yields the strongest
performance. It indicates that relevant demonstra-
tions can stabilize in-context learning of LLMs.

Explanation Evaluation. In this section, we as-
sess the consistency between generated explana-
tions and predicted scores of visualization type
recommendations in a test tabular dataset. Two
evaluation metrics are employed: LLM-based eval-
uation and human evaluation.

The LLM-based evaluation measures the Pear-
son correlation between the predicted scores gener-
ated by LLM4Vis and scores predicted by ChatGPT
based on the explanations generated by LLM4Vis.
A higher Pearson correlation signifies stronger
consistency between the predicted scores and ex-
planations. We obtain a Pearson correlation of
0.78 for zero-shot LLM4Vis and 0.92 for few-
shot LLM4Vis. These findings indicate that the
few-shot LLM4Vis exhibits greater consistency be-
tween its predicted scores and generated explana-
tions than the zero-shot LLM4Vis.

Besides the LLM-based evaluation, we manually
inspect ten correct recommendations to validate
the consistency of generated explanations further
and predicted scores. Our examination shows that
nine out of the ten examples demonstrate consistent
alignment between their explanations and predicted
scores. The generated explanation and predicted
score of one particular instance are inconsistent.
This is likely because the predicted score of the
ground truth label is low and second highest.

5 Conclusion

In this paper, we propose LLM4Vis, a novel
ChatGPT-based in-context learning approach for
visualization recommendation, which enables the
generation of accurate visualization recommenda-
tions with human-like explanations by learning
from only a few dataset-visualization pairs. Our
approach consists of several key steps, including
feature extraction, feature description, explanation
generation, demonstration example selection, and
prompt generation, and inference. Our evalua-
tion of recommendation results and explanation
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demonstrate the effectiveness and explainability of
LLM4Vis, which encourages further exploration of
large language models for this task.

LLM-based visualization recommendations can
empower many startups and LLM-based applica-
tions to advance data analysis, enhance insight com-
munication, and help decision-making. In future
work, we plan to exploring the possibility of de-
ploying LLM4Vis to real-world data analysis and
visualization applications, and further demonstrate
its effectiveness and usability by data analysts and
common visualization users. Also, it is interesting
to investigate the use of other large language mod-
els with multimodal capabilities, such as GPT-4,
for visualization recommendation.
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A Appendix

A.1 Prompts and Examples

This section includes three parts: wording of
prompts used in the proposed LLM4Vis (Table 2),
examples of visualization type recommendation
(Table 3 to Table 6) , and an example of iterative
refinement of explanation (Table 7 to Table 10).

A.2 Related Work

Prior studies on automatic visualization recom-
mendation approaches can be categorized into two
groups: unexplainable visualization recommenda-
tion approaches and explainable visualization ap-
proaches (Wang et al., 2021).

Unexplainable visualization recommendation
approaches can recommend suitable visualizations
for an input dataset, but cannot provide the reason-
ing behind the recommendation to users, making
them black box methods. One such example of
these methods is Data2vis (Dibia and Demiralp,
2019b), which adopted a neural translation model
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(Bi-LSTM) to generate visualization specifications
in an end-to-end manner without human involve-
ment. However, the method cannot well model the
mapping between the characteristics of datasets and
the visualizations (e.g., visualization types) (Wu
et al., 2021). To solve this limitation, Hu et al. pro-
posed VizML (Hu et al., 2019a), which performs
feature engineering to quantify the characteristics
of the input dataset and applies a neural network
to recommendation visualization types suitable for
the dataset’s characteristics. In addition to these
methods, Table2Chart (Zhou et al., 2021) not only
recommends the appropriate visualizations for the
input dataset but also recommends visual encod-
ings for a visualization type specifically indicated
by users. Compared to these methods, Table2Chart
offers a more personalized recommendation ap-
proach, catering to users’ specific needs and prefer-
ences. Despite the effectiveness of these methods,
there remains a need for a visualization recommen-
dation approach that can recommend visualization
in both an accurate and explainable manner.

Explainable visualization recommendation
approaches provide explanations for their recom-
mendation results, enhancing transparency and user
confidence in the recommendations. Most explain-
able visualization recommendation approaches rely
on human-defined rules specifying the mapping
between dataset characteristics and visualization
types. For example, Show Me (Mackinlay et al.,
2007) automatically recommends visualization
types if the dataset characteristics align with its
pre-defined rules. Wongsuphasawat et al. (2015) in-
troduced Voyager, which generates potential visual-
izations by exhaustively exploring dataset columns
according to predefined rules and ranks them based
on dataset properties and visualization principles.
While these rule-based approaches can explain
their recommendations, rule development is time-
consuming, resource-intensive, and requires visual-
ization experts.

To address this limitation, Li et al. proposed a
knowledge graph-based recommendation method
(KG4Vis) that learns the rules from existing visu-
alization instances. However, the rules in KG4Vis
may incorporate complex terminologies that could
be challenging for users without domain knowledge
to understand. In response to this challenge, we pro-
pose a new visualization recommendation method
that leverages ChatGPT to provide human-like ex-
planations for its recommendation results. The

explanations generated by our method are more
easily understood by laypersons with just a few
instances.
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Table 2: Wording of prompts used in LLM4Vis.

Wording of Feature Description Prompt:
The features of a given tabular dataset are provided in the following delimited by triple backticks. Your task is to
generate a detailed text description, in 1000 characters, that focus on features that are important for visualization
type selection and comprehensively analyzes this tabuar dataset based on its feature values from both single-column
and cross-column perspectives. Note that the response must exclude words such as line chart, scatter plot, bar chart,
and box plot, since these words will mislead further visualization recommendation. The response format can be as
“Single-column perspective: [...]

Cross-column perspective: [...].” Ensure that the summary maintains strong generalization ability and includes all vital
information.
Features for a tabular dataset: ```{ }```

Wording of Visualization Recommendation Prompt:
Determine whether each visualization type in the following list of visualization types is a suitable visualization type in
the text description for a tabular dataset below, which is delimited with triple backticks.
Give your explanation and your answer at the end as json (Explanation is as below: .
The final answer in JSON format would be:), where each element consists of a visualization type and a score ranging
from 0 to 1 (1 means the most suitable). The scores should sum to be 1 (line + scatter + bar + box = 1.0).
List of visualization types: [line chart, scatter plot, bar chart, and box plot].
Text description for a tabular dataset:```{ }```

Wording of Hint Guided Visualization Recommendation Prompt:
Determine whether each visualization type in the following list of visualization types is a suitable visualization type in
the text description for a tabular dataset below, which is delimited with triple backticks.
Hint: { } may be more suitable than { }, however, previous score is { }.
With the given hint, editing your explanation and improve your answer at the end as json (Explanation is as below: .
The final answer in JSON format would be:), where each element consists of a visualization type and a score ranging
from 0 to 1 (1 means the most suitable). The scores should sum to be 1 (line + scatter + bar + box = 1.0).
List of visualization types: [line chart, scatter plot, bar chart, and box plot].
Text description for a tabular dataset: ```{ }```
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Table 3: An example of a line chart recommendation. The prompt template is highlighted in light gray. The input
feature description of the test tabular dataset is highlighted in lime. The output is highlighted in yellow.

Prompt:

Demonstration Examples:
...

Test Instance:
Determine whether each visualization type in the following list of visualization types is a suitable visualization type in
the text description for a tabular dataset below, which is delimited with triple backticks.
Give your explanation and your answer at the end as json (Explanation is as below: . The final answer in JSON format
would be:), where each element consists of a visualization type and a score ranging from 0 to 1 (1 means the most
suitable).
The scores should sum to be 1 (line + scatter + bar + box = 1.0).
List of visualization types: [line chart, scatter plot, bar chart, and box plot].
Text description for a tabular dataset:
``` Single-column perspective: The dataset contains information about two columns, labeled as ‘x’ and ‘y’. The ‘x’ col-
umn represents time values, while the ‘y’ column contains numerical decimal values. The ‘x’ column is of the time data
type, and the ‘y’ column is of the numerical data type. The ‘x’ column is sorted and monotonic, indicating a continuous
progression of time values. The ‘y’ column has outliers present, as indicated by the flags for outliers based on different
criteria. The ‘y’ column shows a range from -3.0 to 11.0, with a mean of 0.0 and a standard deviation of 16.17. The
distribution of the ‘y’ column appears to be slightly positively skewed, with a skewness value of 0.21. The ‘y’ column
has a gini coefficient of 0.36, indicating some inequality in the distribution. The ‘y’ column has a non-zero variance of
261.57, indicating variability in the data. The ‘y’ column has a high percentage of outliers based on different criteria,
ranging from 97.78% to 99.10%. The ‘y’ column does not follow a normal distribution, as indicated by the normality
statistic and p-value.
Cross-column perspective: The dataset consists of two columns, ‘x’ and ‘y’, with ‘x’ representing time values and ‘y’
representing numerical decimal values. There is no significant correlation or statistical relationship between the ‘x’
and ‘y’ columns, as indicated by the absence of significant correlation, chi-square, Kolmogorov-Smirnov, and linear
regression tests. The ‘x’ and ‘y’ columns do not share any elements, unique elements, or words. The ‘x’ and ‘y’ columns
do not have any categorical or time-based relationship. The ‘x’ column has a length of 1000, indicating a consistent
number of time values. The ‘y’ column has a length of 1000 as well. The ‘x’ column has a single-word field name, while
the ‘y’ column also has a single-word field name. The ‘x’ column does not have any uppercase characters or special
currency symbols in its field name. The ‘y’ column has outliers based on different criteria, while the ‘x’ column does not
have any outliers.```

Test Output:
Based on the given text description, we can evaluate the suitability of each visualization type for the tabular dataset.
Here is an explanation for each visualization type:
1. Line Chart: A line chart is suitable for visualizing the relationship between two variables over time. In this dataset,
the ‘x’ column represents time values, and the ‘y’ column contains numerical decimal values. Since the ‘x’ column
represents time values and is sorted and monotonic, a line chart would be a suitable visualization type to show the trend
or pattern of the ‘y’ values over time. Therefore, we can assign a score of 0.6 to the line chart.
2. Scatter Plot: A scatter plot is useful for visualizing the relationship between two continuous variables. However, in
this dataset, there is no significant statistical relationship between the ‘x’ and ‘y’ columns. Therefore, a scatter plot may
not be the most suitable visualization type. We can assign a score of 0.1 to the scatter plot.
3. Bar Chart: A bar chart is commonly used to compare categorical or discrete data. Since the dataset does not contain
any categorical variables, a bar chart may not be the most suitable visualization type. We can assign a score of 0.1 to
the bar chart.
4. Box Plot: A box plot is useful for visualizing the distribution of a continuous variable and identifying outliers. In this
dataset, the ‘y’ column has outliers present, and the text provides information about the range, mean, standard devia-
tion, skewness, and percentage of outliers in the ‘y’ column. These statistics indicate the presence of a distribution and
outliers, making a box plot a suitable visualization type to show the distribution and identify outliers. Therefore, we can
assign a score of 0.2 to the box plot.
Based on the above analysis, the scores for each visualization type can be assigned as follows:
- Line chart: 0.6
- Scatter plot: 0.1
- Bar chart: 0.1
- Box plot: 0.2

The scores sum up to 1.0.
The final answer in JSON format would be:
json { “line chart”: 0.6, “scatter plot”: 0.1, “bar chart”: 0.1, “box plot”: 0.2 }

Ground Truth: Line Chart.
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Table 4: An example of a scatter plot recommendation. The prompt template is highlighted in light gray. The input
feature description of the test tabular dataset is highlighted in lime. The output is highlighted in yellow.

Prompt:

Demonstration Examples:
...

Test Instance:
Determine whether each visualization type in the following list of visualization types is a suitable visualization type in
the text description for a tabular dataset below, which is delimited with triple backticks.
Give your explanation and your answer at the end as json (Explanation is as below: . The final answer in JSON format
would be:), where each element consists of a visualization type and a score ranging from 0 to 1 (1 means the most
suitable).
The scores should sum to be 1 (line + scatter + bar + box = 1.0).
List of visualization types: [line chart, scatter plot, bar chart, and box plot].
Text description for a tabular dataset:
``` Single-column perspective:
Based on the provided features, the dataset contains two columns, referred to as x and y. Both columns have decimal
data types (data_type_is_decimal_x and data_type_is_decimal_y). The x column has a length of 800 (length_x), and the
y column also has a length of 800 (length_y). The x column is sorted (is_sorted_x) and is monotonic (is_monotonic_x),
while the y column is also sorted (is_sorted_y) and monotonic (is_monotonic_y).
The x column has a mean value of 0.0 (mean_x), a median of 0.0 (median_x), a variance of 0.0 (var_x), and a standard
deviation of 0.0 (std_x). It has a minimum value of 0.0 (min_x), a maximum value of 0.0 (max_x), and a range of 0.0
(range_x). The distribution of the x column is symmetric, with a skewness of 0.0 (skewness_x) and a kurtosis of -3.0
(kurtosis_x). The x column follows a normal distribution, as indicated by the normality statistic of 2210.514 (normal-
ity_statistic_x) and a p-value of 0.0 (normality_p_x).
...
Cross-column perspective:
From a cross-column perspective, both the x and y columns have the same data type (decimal) and general type (quan-
titative). They do not contain any missing values (percentage_none_x and percentage_none_y are both 0.0), and they
have the same length (800). The x and y columns are sorted and monotonic, indicating a specific order or sequence in
the data.
The x and y columns have identical values (identical) and identical unique values (identical_unique). They share 5 el-
ements (num_shared_elements) and have a percentage of shared elements of 0.12% (percent_shared_elements). They
share 1 unique element (num_shared_unique_elements) and have a percentage of shared unique elements of 40% (per-
cent_shared_unique_elements). The x and y columns have no shared words (has_shared_words) and no overlapping
ranges (has_range_overlap).
...```

Test Output:
Based on the provided text description for the tabular dataset, we can evaluate the suitability of each visualization type.
Here is an explanation for each visualization type:
1. Line chart: A line chart is suitable for visualizing trends and changes over time or a continuous variable. In this
dataset, there is no explicit mention of time or a continuous variable. Therefore, a line chart may not be the most suit-
able visualization type.
2. Scatter plot: A scatter plot is useful for visualizing the relationship between two continuous variables. Since the
dataset contains two columns (x and y) with decimal values, a scatter plot can effectively show the relationship between
these variables. It can help identify any patterns, clusters, or correlations between the x and y values.
3. Bar chart: A bar chart is commonly used to compare categorical or discrete data. In this dataset, there is no mention
of categorical or discrete variables. Therefore, a bar chart may not be the most suitable visualization type.
4. Box plot: A box plot is useful for visualizing the distribution of a continuous variable, including measures such as
median, quartiles, and outliers. Since the dataset provides statistical properties for both the x and y columns (mean,
median, variance, standard deviation), a box plot can effectively represent the distribution of these variables and provide
insights into their spread and central tendency.
Based on the above analysis, we can assign scores to each visualization type:
- Line chart: 0.1
- Scatter plot: 0.6
- Bar chart: 0.1
- Box plot: 0.2
The scores sum up to 1.0.
Therefore, the final answer in JSON format would be: json { “line chart”: 0.1, “scatter plot”: 0.6, “bar chart”: 0.1, “box
plot”: 0.2 }

Ground Truth: Scatter Plot. 686



Table 5: An example of a bar chart recommendation. The prompt template is highlighted in light gray. The input
feature description of the test tabular dataset is highlighted in lime. The output is highlighted in yellow.

Prompt:

Demonstration Examples:
...

Test Instance:
Determine whether each visualization type in the following list of visualization types is a suitable visualization type in
the text description for a tabular dataset below, which is delimited with triple backticks.
Give your explanation and your answer at the end as json (Explanation is as below: . The final answer in JSON format
would be:), where each element consists of a visualization type and a score ranging from 0 to 1 (1 means the most
suitable).
The scores should sum to be 1 (line + scatter + bar + box = 1.0).
List of visualization types: [line chart, scatter plot, bar chart, and box plot].
Text description for a tabular dataset:
``` Single-column perspective: Based on the provided features, the dataset contains two columns. The first column
(x-axis) is a categorical variable, as indicated by the features ‘data_type_is_string_x’ and ‘general_type_is_c_x’. It has
six unique elements, with a length of 6. The values in this column are sorted and have no missing values or outliers.
The second column (y-axis) is a quantitative variable, as indicated by the features ‘data_type_is_decimal_y’ and ‘gen-
eral_type_is_q_y’. It has a range of 0.0 to 0.0, with a mean, median, and mode of 0.0. The values in this column are
sorted, have no missing values, and no outliers. The column has a negative kurtosis value of -3.0, indicating a platykurtic
distribution.
Cross-column perspective: There is no significant correlation or statistical relationship between the two columns,
as indicated by the features ‘correlation_significant_005’, ‘linregress_significant_005’, ‘ks_significant_005’, and
‘one_way_anova_significant_005’. The columns do not share any elements, unique elements, or words, as indicated by
the features ‘has_shared_elements’, ‘has_shared_unique_elements’, and ‘has_shared_words’. The chi-square test is not
significant, as indicated by the feature ‘chi2_significant_005’. The columns do not have any range overlap, as indicated
by the feature ‘has_range_overlap’. The edit distance between the column values is 1.0, and the normalized edit distance
is also 1.0, indicating a low similarity between the values. The nestedness feature is not available for analysis.```

Test Output:
To determine the suitability of each visualization type for the given tabular dataset, we need to analyze the character-
istics of the dataset and the visualization types. Based on the provided text description, we can make the following
assessments:
1. Line Chart: A line chart is suitable for visualizing trends and changes over time or a continuous variable. However,
in this dataset, there is no mention of time-related information or a continuous variable that would benefit from a line
chart. Additionally, the second column (y-axis) has a constant value of 0.0, indicating no variation. Therefore, a line
chart is not suitable for this dataset.
2. Scatter Plot: A scatter plot is useful for visualizing the relationship between two continuous variables. In this dataset,
the first column (x-axis) is a categorical variable, and the second column (y-axis) is a quantitative variable. There is no
significant correlation or statistical relationship mentioned between the two columns. Therefore, a scatter plot may not
be the most suitable visualization type for this dataset.
3. Bar Chart: A bar chart is commonly used to compare categorical or discrete data. In this dataset, the first column
(x-axis) is a categorical variable with six unique elements. A bar chart can effectively represent the distribution and
comparison of these categories. Therefore, a bar chart is suitable for this dataset.
4. Box Plot: A box plot is effective for visualizing the distribution of numerical data and identifying outliers. In this
dataset, the second column (y-axis) is a quantitative variable with a constant value of 0.0, indicating no variation. There-
fore, a box plot is not suitable for this dataset.
Based on the assessments above, we can assign scores to each visualization type:
- Line Chart: 0.0
- Scatter Plot: 0.0
- Bar Chart: 1.0
- Box Plot: 0.0
The scores sum up to 1.0.
The final answer in JSON format would be: json { “line chart”: 0.0, “scatter plot”: 0.0, “bar chart”: 1.0, “box plot”: 0.0 }

Ground Truth: Bar Chart.
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Table 6: An example of a box plot recommendation. The prompt template is highlighted in light gray. The input
feature description of the test tabular dataset is highlighted in lime. The output is highlighted in yellow.

Prompt:

Demonstration Examples:
...

Test Instance:
Determine whether each visualization type in the following list of visualization types is a suitable visualization type in
the text description for a tabular dataset below, which is delimited with triple backticks.
Give your explanation and your answer at the end as json (Explanation is as below: . The final answer in JSON format
would be:), where each element consists of a visualization type and a score ranging from 0 to 1 (1 means the most
suitable).
The scores should sum to be 1 (line + scatter + bar + box = 1.0).
List of visualization types: [line chart, scatter plot, bar chart, and box plot].
Text description for a tabular dataset:
``` Single-column perspective: Based on the provided features, the dataset contains two numerical columns, labeled
as ‘x’ and ‘y’. The ‘x’ column has a length of 11 and ranges from 233.5 to 328.3, with a mean of 278.6 and a standard
deviation of 27.3. The distribution of ‘x’ is slightly positively skewed (skewness = 0.088) and exhibits a platykurtic
shape (kurtosis = -0.849). The ‘y’ column has a length of 14 and ranges from 217.8 to 262.0, with a mean of 244.8
and a standard deviation of 12.5. The distribution of ‘y’ is slightly negatively skewed (skewness = -0.454) and also
exhibits a platykurtic shape (kurtosis = -0.722). Both columns have outliers beyond 1.5 times the interquartile range
(IQR) and 99th percentile. The ‘x’ column has a higher percentage of outliers (90.9% and 100% for 1.5 IQR and 1-99
percentile, respectively) compared to the ‘y’ column (92.9% and 100% for 1.5 IQR and 1-99 percentile, respectively).
The ‘x’ column has a higher range (94.8) compared to the ‘y’ column (44.2). The entropy of the ‘x’ column is 2.393,
indicating moderate diversity, while the entropy of the ‘y’ column is slightly higher at 2.638. Both columns show a low
Gini coefficient, indicating a relatively even distribution. The ‘x’ column has a higher normalized mean (0.849) and
median (0.857) compared to the ‘y’ column (0.934 and 0.947, respectively).
Cross-column perspective: The correlation between the ‘x’ and ‘y’ columns is 0.160, indicating a weak positive linear
relationship. The p-value for the correlation test is 0.639, suggesting that the correlation is not statistically significant.
The Kolmogorov-Smirnov (KS) test indicates a significant difference between the distributions of ‘x’ and ‘y’ (KS statis-
tic = 0.727, p-value = 0.003). The edit distance between the ‘x’ and ‘y’ column names is 1, indicating a slight difference.
The normalized edit distance is 0.25, suggesting a moderate dissimilarity. The ‘x’ and ‘y’ column names have the same
length (4 characters) and share some common characteristics, such as having the first character in uppercase and con-
taining digits. However, they do not share any words. The ‘x’ and ‘y’ columns do not have significant categorical or
time-related characteristics.
In summary, the dataset consists of two numerical columns with slightly different distributions and a weak positive
linear relationship. Both columns have outliers and exhibit platykurtic shapes. The ‘x’ column has a wider range and
higher percentage of outliers compared to the ‘y’ column. The ‘x’ column shows slightly higher diversity and normalized
mean/median values compared to the ‘y’ column. The correlation between the columns is not statistically significant, but
there is a significant difference in their distributions according to the KS test. The column names have some similarities
but differ in terms of edit distance and shared words.```

Test Output:
Based on the given text description for the tabular dataset, we can determine the suitability of each visualization type as
follows:
- Line chart: The dataset does not provide any time-based or sequential data, and there is no specific trend or relationship
mentioned that would require a line chart. Therefore, a line chart is not suitable in this case. Score: 0.
- Scatter plot: The dataset consists of two numerical columns with a weak positive linear relationship. Although the
correlation is not statistically significant, a scatter plot can still be used to visualize the relationship between the ‘x’ and
‘y’ columns. Score: 0.4.
- Bar chart: A bar chart is typically used to compare discrete categories or groups. Since the dataset consists of numeri-
cal columns without any categorical or group information, a bar chart is not suitable in this case. Score: 0.
- Box plot: The dataset mentions that both columns have outliers and exhibit slightly different distributions. A box plot
can effectively represent the distribution of values, including the median, quartiles, and any potential outliers. Therefore,
a box plot is suitable for visualizing the characteristics of each column. Score: 0.6.
The final answer in JSON format would be: json { “line chart”: 0, “scatter plot”: 0.4, “bar chart”: 0, “box plot”: 0.6 }

Ground Truth: Box Plot.
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Table 7: An example of iteration refinement of generated explanation for line chart recommendation.

Feature Description:
Single-column perspective:
Based on the provided features, the dataset contains two columns: one with time values and the other with numerical
values. The time column is identified as a time data type, while the numerical column is identified as a decimal data type.
The time column is not sorted, but it is monotonic, meaning the values are either increasing or decreasing without any
repetitions. The numerical column is sorted and also monotonic. Both columns have a length of 950, and there are no
missing values (none) in either column.
The time column has a minimum value of NaN, a maximum value of NaN, and a range of NaN. The numerical column
has a minimum value of 0.0, a maximum value of 0.0, and a range of 0.0. The numerical column has a mean of NaN, a
median of 0.0, and a standard deviation of 0.0. The skewness of the numerical column is 0.0, indicating a symmetric
distribution, and the kurtosis is -3.0, suggesting a platykurtic distribution.
Cross-column perspective:
There is no significant correlation (correlation_value) or statistical relationship (linregress_significant_005) be-
tween the time and numerical columns. The dataset does not exhibit any categorical-categorical, category-
numerical, or numerical-numerical relationships. The time column is not significantly different across cate-
gories (one_way_anova_significant_005). There is no significant overlap (has_range_overlap) or shared elements
(has_shared_elements) between the time and numerical columns.
In summary, the dataset consists of a time column and a numerical column. The time column represents time values,
while the numerical column represents decimal values. The time column is not sorted but is monotonic, while the
numerical column is both sorted and monotonic. There is no significant correlation or relationship between the two
columns. The numerical column has a symmetric distribution with a mean and median of 0.0 and a standard deviation of
0.0. The dataset does not exhibit any categorical or numerical relationships.

Iteration 1:
To determine the suitability of each visualization type for the given tabular dataset, we need to analyze the characteristics
of the dataset and the capabilities of each visualization type. Based on the provided text description, we can make the
following assessments:
1. Line chart: A line chart is suitable for visualizing trends and changes over time. However, in this dataset, the time
column is not sorted, and its values are described as either increasing or decreasing without repetitions. Since the time
column does not have a meaningful order, a line chart may not be the most suitable visualization type. Score: 0.2
2. Scatter plot: A scatter plot is useful for visualizing the relationship between two numerical variables. However, the
text description states that there is no significant correlation or relationship between the time and numerical columns.
Therefore, a scatter plot may not be the most suitable visualization type. Score: 0.1
3. Bar chart: A bar chart is commonly used to compare categorical data or discrete numerical data. However, the dataset
does not contain any categorical variables, and the numerical column is described as having a sorted and monotonic
distribution. Since a bar chart is not well-suited for visualizing continuous numerical data, it may not be the most suitable
visualization type. Score: 0.1
4. Box plot: A box plot is effective for visualizing the distribution of numerical data, including measures such as the
median, quartiles, and outliers. In this dataset, the numerical column is described in terms of its distribution characteristics,
such as having a symmetric distribution, a mean and median of 0.0, and a standard deviation of 0.0. A box plot can
effectively represent these distribution characteristics. Score: 0.6
Based on the assessments above, the scores for each visualization type are as follows: - Line chart: 0.2 - Scatter plot: 0.1
- Bar chart: 0.1 - Box plot: 0.6
The scores sum up to 1.0.
The final answer in JSON format would be:
{ “line chart”: 0.2, “scatter plot”: 0.1, “bar chart”: 0.1, “box plot”: 0.6 }

Iteration 2:
Based on the given text description for the tabular dataset, we can evaluate the suitability of each visualization type:
1. Line chart: A line chart is suitable for visualizing the relationship between time values and numerical values. Since the
dataset contains a time column and a numerical column, a line chart can effectively show any trends or patterns over time.
Therefore, a line chart is a suitable visualization type.
2. Scatter plot: A scatter plot is useful for visualizing the relationship between two numerical variables. However, in this
dataset, there is no significant correlation or relationship between the time and numerical columns. Therefore, a scatter
plot may not be the most suitable visualization type.
3. Bar chart: A bar chart is commonly used to compare categorical data or to show the distribution of a single categorical
variable. Since the dataset does not contain any categorical variables, a bar chart may not be suitable for this particular
dataset.
4. Box plot: A box plot is typically used to display the distribution of numerical data and to identify outliers. However,
the dataset description does not provide any information about the distribution of the numerical column or the presence
of outliers. Therefore, a box plot may not be the most suitable visualization type.
Based on the above analysis, the suitability scores for each visualization type are as follows:
- Line chart: 0.7 - Scatter plot: 0.1 - Bar chart: 0.1 - Box plot: 0.1
The scores sum up to 1.0.
The final answer in JSON format would be:
{ “line chart”: 0.7, “scatter plot”: 0.1, “bar chart”: 0.1, “box plot”: 0.1 }

Ground Truth:
Line Chart.
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Table 8: An example of iteration refinement of generated explanation for scatter plot recommendation.

Feature Description:
Single-column perspective: Based on the provided features, the dataset contains two columns, both of which are numerical
(general_type_is_q_x and general_type_is_q_y). The values in both columns are identical (identical=True) and have a
range overlap (has_range_overlap=True). The columns also have shared elements (has_shared_elements=True) and shared
unique elements (has_shared_unique_elements=True). The number of shared elements is 5 (num_shared_elements=5.0),
accounting for approximately 12% of the total elements (percent_shared_elements=0.12). However, there are no shared
words (has_shared_words=False) between the columns.
The statistical properties of the columns indicate that they have zero mean (mean_x=0.0, mean_y=0.0) and zero variance
(var_x=0.0, var_y=0.0). The data distribution is normal, as indicated by the normality tests (is_normal_5_x=True,
is_normal_1_x=True, is_normal_5_y=True, is_normal_1_y=True). The columns are sorted (is_sorted_x=True,
is_sorted_y=True) and exhibit monotonicity (is_monotonic_x=True, is_monotonic_y=True). However, the columns do
not follow a linear or logarithmic spacing pattern (is_lin_space_x=False, is_log_space_x=False, is_lin_space_y=False,
is_log_space_y=False).
The descriptive statistics of the columns show that the minimum, maximum, and range values are all zero (min_x=0.0,
min_y=0.0, max_x=0.0, max_y=0.0, range_x=0.0, range_y=0.0). The columns have a low coefficient of variation
(coeff_var_x=NaN, coeff_var_y=NaN) and exhibit zero skewness (skewness_x=0.0, skewness_y=0.0) and a kurtosis
value of -3 (kurtosis_x=-3.0, kurtosis_y=-3.0), indicating a platykurtic distribution.
Cross-column perspective: From a cross-column perspective, the dataset consists of two numerical columns that are
highly similar. They have identical values, indicating a strong relationship between the two variables. The correlation
between the columns is not significant (correlation_significant_005=False), and the correlation coefficient is not available
(correlation_value=NaN). The p-values for the correlation tests are 1.0 (correlation_p=1.0), suggesting no significant
linear relationship.
...

Iteration 1:
To determine the suitability of each visualization type for the given tabular dataset, we can analyze the characteristics of
the dataset and match them with the strengths of each visualization type. Based on the provided text description, we can
make the following assessments:
1. Line chart: A line chart is suitable for visualizing trends and changes over time or a continuous variable. However,
since there is no time-related information or a specific order mentioned in the dataset, a line chart may not be the most
suitable visualization type. Score: 0.2
2. Scatter plot: A scatter plot is useful for visualizing the relationship between two numerical variables. In this dataset,
the two columns are highly similar, and their values are identical. While a scatter plot can show the similarity between
the variables, it may not provide much additional insight. Score: 0.2
3. Bar chart: A bar chart is effective for comparing categorical or discrete data. Since the dataset consists of numerical
columns without any categorical information, a bar chart may not be the most suitable choice. Score: 0.2
4. Box plot: A box plot is commonly used to display the distribution of numerical data and identify outliers. Given that
the dataset contains numerical columns with zero mean, zero variance, and a platykurtic distribution, a box plot can
effectively represent these statistical properties. Score: 0.4
Based on the assessments above, the scores for each visualization type are as follows:
{ “line chart”: 0.2, “scatter plot”: 0.2, “bar chart”: 0.2, “box plot”: 0.4 }

Iteration 2:
Based on the given text description for a tabular dataset, we can evaluate the suitability of each visualization type:
1. Line chart: The dataset consists of two identical numerical columns with zero mean, zero variance, and a platykurtic
distribution. The columns are sorted and exhibit monotonicity. However, since there is no specific spacing pattern
mentioned, a line chart may not be the most suitable visualization type. Score: 0.2
2. Scatter plot: The dataset contains two numerical columns that are highly similar, with identical values indicating a
strong relationship between the variables. A scatter plot would be suitable to visualize the similarity and relationship
between the columns. Score: 0.4
3. Bar chart: The given dataset does not have categorical data or discrete values that would be suitable for a bar chart.
Therefore, a bar chart is not a suitable visualization type. Score: 0.0
4. Box plot: The dataset does not have significant differences in distribution between the columns, and the statistical
properties indicate zero variance. A box plot is typically used to visualize the distribution and variability of data, which
may not be informative in this case. Score: 0.2
The final answer in JSON format would be:
“line chart”: 0.2, “scatter plot”: 0.4, “bar chart”: 0.0, “box plot”: 0.2

Ground Truth:
Scatter Plot.
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Table 9: An example of iteration refinement of generated explanation for bar chart recommendation.

Feature Description:
Single-column perspective:
Based on the provided features, the dataset contains two columns: one with a categorical/general type and the other with
a quantitative/general type. The categorical column is of string data type, while the quantitative column is of decimal
data type.
For the categorical column, it has three unique elements with a length ranging from 4 to 6 characters. The values in this
column are not sorted or monotonic. There are no missing values (None) in this column, and all the unique elements
have the same percentage of occurrence (33.33
In the quantitative column, the values range from 0.49 to 1.29, with a mean of 0.9233 and a standard deviation of 0.33.
The distribution of values is slightly negatively skewed (-0.295) and exhibits a kurtosis of -1.5, indicating a relatively
flat distribution. The values in this column are not normally distributed. There are outliers present, as indicated by the
presence of values beyond 1.5 times the interquartile range (IQR) in both directions. The range of values in this column
is 0.8, and the normalized range is 0.8664.
Cross-column perspective:
From a cross-column perspective, there is a relationship between the categorical and quantitative columns. The categorical
column has no missing values and does not share any elements or words with the quantitative column. The quantitative
column has no missing values either.
The quantitative column exhibits a moderate positive correlation with the categorical column, as indicated by the
correlation value of NaN. However, the statistical significance of this correlation is not determined, as the correlation
p-value is also NaN.
In summary, the dataset consists of a categorical column with three unique elements and a quantitative column with
decimal values. The categorical column shows moderate diversity, while the quantitative column exhibits a slightly
negatively skewed distribution with outliers. There is a relationship between the categorical and quantitative columns,
but the correlation and its significance are not determined.

Iteration 1:
To determine the suitability of each visualization type for the given tabular dataset, we need to analyze the characteristics
of the dataset and match them with the strengths of each visualization type. Based on the provided text description, here
is an evaluation of each visualization type:
1. Line Chart: A line chart is suitable for visualizing trends and changes over time or a continuous variable. However, the
given dataset does not contain any temporal or sequential information, so a line chart may not be the most appropriate
choice. Therefore, the score for the line chart would be 0.
2. Scatter Plot: A scatter plot is useful for visualizing the relationship between two continuous variables. In the given
dataset, there is a relationship between the categorical and quantitative columns, but the correlation and its significance
are not determined. Since the correlation value and p-value are not available, it is difficult to assess the strength of the
relationship. Therefore, a scatter plot may not be the most suitable choice. The score for the scatter plot would be 0.
3. Bar Chart: A bar chart is effective for comparing categorical data or discrete values. In the given dataset, the categorical
column has three unique elements, and their occurrence percentages are the same. A bar chart can be used to visualize
the distribution of these categories. Additionally, the quantitative column can be divided into discrete intervals or bins to
create a grouped bar chart. Therefore, a bar chart is a suitable choice. The score for the bar chart would be 1.
4. Box Plot: A box plot is commonly used to display the distribution of numerical data and identify outliers. In the given
dataset, the quantitative column has a range of values, outliers, and exhibits a slightly negatively skewed distribution. A
box plot can effectively represent these characteristics, including the median, quartiles, and outliers. Therefore, a box
plot is a suitable choice. The score for the box plot would be 1.
Based on the analysis above, the scores for each visualization type are as follows: - Line Chart: 0 - Scatter Plot: 0 - Bar
Chart: 1 - Box Plot: 1
The final answer in JSON format would be: { “line chart”: 0, “scatter plot”: 0, “bar chart”: 0.5, “box plot”: 0.5 }

Iteration 2:
Based on the given text description, we can evaluate the suitability of each visualization type for the tabular dataset.
1. Line chart: Not suitable. The line chart is typically used to show trends over time or ordered categories. Since there is
no mention of time or ordered categories in the text description, a line chart is not appropriate.
2. Scatter plot: Not suitable. Scatter plots are useful for visualizing the relationship between two quantitative variables.
In this dataset, we have one categorical column and one quantitative column, so a scatter plot is not suitable.
3. Bar chart: Suitable. A bar chart is a good choice for visualizing categorical data. The categorical column in the dataset
has three unique elements, and a bar chart can effectively represent the distribution and comparison of these categories.
4. Box plot: Suitable. A box plot is commonly used to display the distribution of quantitative data and identify outliers.
The text description mentions the presence of outliers in the quantitative column, making a box plot a suitable choice to
visualize this information.
The updated scores for each visualization type are as follows: - Line chart: 0 - Scatter plot: 0 - Bar chart: 0.6 - Box plot:
0.4
The final answer in JSON format would be: { “line chart”: 0, “scatter plot”: 0, “bar chart”: 0.6, “box plot”: 0.4 }

Ground Truth:
Bar Chart.
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Table 10: An example of iteration refinement of generated explanation for box plot recommendation.

Feature Description:
Single-column perspective: Based on the provided features, the dataset contains two columns, both of which are
numerical. The first column (x) has a length of 2825 and ranges from 0 to 1. It has a mean of 0.079, a median of 0.0, and
a standard deviation of 0.27. The distribution of this column is positively skewed with a skewness value of 3.12 and
exhibits a high kurtosis of 7.74, indicating heavy tails and a peaked distribution. The column has outliers present, as
indicated by the high percentage of outliers (7.9
The second column (y) also has a length of 2825 and ranges from 0 to 1. It has a mean of 0.026, a median of 0.0, and a
standard deviation of 0.16. Similar to the first column, it exhibits positive skewness (3.66) and high kurtosis (19.34),
indicating a non-normal distribution with heavy tails and a peaked shape. This column also contains outliers, with a
percentage of outliers (2.6
Cross-column perspective: When considering the relationship between the two columns, there is a low correlation
between them, with a correlation value of 0.002. The p-value for this correlation is not significant (0.888), suggesting
that the correlation is not statistically significant. The scatter plot between the two columns would likely show a scattered
distribution without a clear linear relationship.
Both columns have similar statistical properties, such as range, mean, and median, but differ in terms of standard
deviation, skewness, and kurtosis. The first column (x) has a higher standard deviation, skewness, and kurtosis compared
to the second column (y), indicating greater variability and deviation from a normal distribution.
In summary, the dataset consists of two numerical columns with different statistical properties. The first column (x) has a
wider range, higher variability, and a more pronounced skewness and kurtosis compared to the second column (y). The
correlation between the two columns is weak and not statistically significant.

Iteration 1:
To determine the suitability of each visualization type for the given tabular dataset, let’s analyze the characteristics of the
dataset and how each visualization type can effectively represent the data:
1. Line chart: A line chart is suitable for visualizing trends and patterns over time or a continuous variable. In this
dataset, there is no explicit mention of time or a continuous variable. Therefore, a line chart may not be the most suitable
visualization type. Score: 0.2
2. Scatter plot: A scatter plot is useful for visualizing the relationship between two numerical variables. Since the dataset
contains two numerical columns with a low correlation, a scatter plot can effectively show the scattered distribution and
lack of a clear linear relationship. Score: 0.4
3. Bar chart: A bar chart is commonly used to compare categorical data or discrete numerical data. In this dataset, there
is no mention of categorical data, and both columns are numerical. Therefore, a bar chart may not be the most suitable
visualization type. Score: 0.1
4. Box plot: A box plot is ideal for displaying the distribution of numerical data, including measures of central tendency,
variability, and outliers. Given the statistical properties described in the dataset, such as skewness, kurtosis, and the
presence of outliers, a box plot can effectively represent these characteristics. Score: 0.3
Based on the analysis above, the scores for each visualization type are as follows:
{ “line chart”: 0.2, “scatter plot”: 0.4, “bar chart”: 0.1, “box plot”: 0.3 }

Iteration 2:
Based on the given text description for the tabular dataset, we can evaluate the suitability of each visualization type:
1. Line chart: The line chart is not suitable for this dataset because it is designed to show the trend or change over time,
and there is no temporal aspect mentioned in the dataset description.
2. Scatter plot: The scatter plot is suitable for this dataset as it can help visualize the relationship between the two
numerical columns.
3. Bar chart: The bar chart is not suitable for this dataset because it is typically used to compare categorical data or
discrete values, whereas the dataset consists of numerical data.
4. Box plot: The box plot is suitable for this dataset as it can effectively display the distribution, skewness, and presence
of outliers in the numerical columns.
Based on the above analysis, the updated scores for each visualization type are as follows: - Line chart: 0.2 - Scatter plot:
0.1 - Bar chart: 0.1 - Box plot: 0.6
The final answer in JSON format would be: { “line chart”: 0.2, “scatter plot”: 0.1, “bar chart”: 0.1, “box plot”: 0.6 }

Ground Truth:
Box Plot.
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