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Abstract. Binarized Neural Networks (BNNs) are receiving increasing
attention due to their lightweight architecture and ability to run on low-
power devices. The state-of-the-art for training classification BNNs re-
stricted to few-shot learning is based on a Mixed Integer Programming
(MIP) approach. This paper proposes the BeMi ensemble, a structured
architecture of BNNs based on training a single BNN for each possi-
ble pair of classes and applying a majority voting scheme to predict
the final output. The training of a single BNN discriminating between
two classes is achieved by a MIP model that optimizes a lexicographic
multi-objective function according to robustness and simplicity princi-
ples. This approach results in training networks whose output is not
affected by small perturbations on the input and whose number of active
weights is as small as possible, while good accuracy is preserved. We com-
putationally validate our model using the MNIST and Fashion-MNIST
datasets using up to 40 training images per class. Our structured ensem-
ble outperforms both BNNs trained by stochastic gradient descent and
state-of-the-art MIP-based approaches. While the previous approaches
achieve an average accuracy of 51.1% on the MNIST dataset, the BeMi
ensemble achieves an average accuracy of 61.7% when trained with 10
images per class and 76.4% when trained with 40 images per class.

Keywords: Binarized neural networks · Mixed-integer linear program-
ming · Structured ensemble of neural networks

1 Introduction

State-of-the-art Neural Networks (NNs) contain a huge number of neurons orga-
nized in several layers, and they require an immense amount of data for training
[13]. The training process is computationally demanding and is typically per-
formed by stochastic gradient descent algorithms running on large GPU-based
clusters. Whenever the trained (deep) neural network contains many neurons,
also the network deployment is computationally demanding. However, in real-life
industrial applications, GPU-based clusters are often unavailable or too expen-
sive, and training data is scarce and contains only a few data points per class.
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Binary Neural Networks (BNNs) were introduced in [8] as a response to
the challenge of running NNs on low-power devices. BNNs contain only binary
weights and binary activation functions, and hence they can be implemented us-
ing only bit-wise operations, which are very power-efficient. However, the train-
ing of BNNs raises interesting challenges for gradient-based approaches due to
their combinatorial structure. In [22], the authors show that the training of a
BNN performed by a hybrid constraint programming (CP) and mixed integer
programming (MIP) approach outperforms, in terms of accuracy, the stochastic
gradient approach proposed in [8] by a large margin, if restricted to a few-shot-
learning context [23]. Indeed, the main challenge in training a NN by an exact
MIP-based approach is the limited amount of training data that can be used
since, otherwise, the size of the optimization model explodes. However, in [21],
the hybrid CP and MIP method was further extended to integer-valued neural
networks: exploiting the flexibility of MIP solvers, the authors were able to (i)
minimize the number of neurons during training and (ii) increase the number of
data points used during training by introducing a MIP batch training method.

We remark that training a NN with a MIP-based approach is more chal-
lenging than solving a verification problem, as in [6,1], even if the structure of
the nonlinear constraints modeling the activation functions is similar. In NNs
verification [12], the weights are given as input, while in MIP-based training, the
weights are the decision variables that must be computed. Furthermore, recent
works aim at producing compact and lightweight NNs that maintain acceptable
accuracy, e.g., in terms of parameter pruning [19,26], loss function improvement
[20], gradient approximation [17], and network topology structure [14].

Contributions. In this paper, we propose the BeMi3 ensemble, a structured
ensemble of BNNs, where each single BNN is trained by solving a lexicographic
multi-objective MIP model. Given a classification task over k classes, the main

idea is to train k(k−1)
2 BNNs, where every single network learns to discriminate

only between a given pair of classes. When a new data point (e.g., a new image)

must be classified, it is first fed into the k(k−1)
2 trained BNNs, and later, using

a Condorcet-inspired majority voting scheme [25], the most frequent class is
predicted as output. For training every single BNN, our approach extends the
methods introduced in [22] and [21] by proposing an improved lexicographic
multi-objective function that minimizes the classification errors, maximizes the
margins of every single neuron, and minimizes the number of non-zero weights.
Notice that maximizing the margins allows the preactivation to remain far from
the switching point of the activation function, and it yields robust NNs. Our
computational results using the MNIST and the Fashion-MNIST dataset show
that the BeMi ensemble permits to use for training up to 40 data points per class,
and permits reaching an accuracy of 78.8% for MNIST and 72.9% for Fashion-
MNIST. In addition, thanks to the multi-objective function that minimizes the
number of neurons, up to 75% of weights are set to zero for MNIST, and up to
50% for Fashion-MNIST.

3 Acronym from the last names of the two young authors who had this intuition.
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Outline. The outline of this paper is as follows. Section 2 introduces the notation
and defines the problem of training a single BNN with the existing MIP-based
methods. Section 3 presents the BeMi ensemble, the Condorcet majority voting
scheme, and the improved MIP model to train a single BNN. Section 4 presents
the computational results of the MNIST and Fashion-MNIST. Finally, Section
5 concludes the paper with a perspective on future works.

2 Binary Neural Networks

In this section, we formally define a single BNN using the same notation as in [22],
while, in the next section, we show how to define a structured ensemble of BNNs.
The architecture of a BNN is defined by a set of layers N = {N0, N1, . . . , NL},
where Nl = {1, . . . , nl}, and nl is the number of neurons in the l-th layer.
Let the training set be X := {(x1, y1), . . . , (xt, yt)}, such that xi ∈ Rn0 and
yi ∈ {−1,+1}nL for every i ∈ T = {1, 2, . . . , t}. The first layer N0 corresponds
to the size of the input data points xk.

The link between neuron i in layer Nl−1 and neuron j in layer Nl is modeled
by weight wilj ∈ {−1, 0,+1}. Note that whenever a weight is set to zero, the
corresponding link is removed from the network. Hence, during training, we
are also optimizing the architecture of the BNN. The activation function is the
binary function

ρ(x) := 2 · 1(x ≥ 0)− 1, (1)

that is, a sign function reshaped such that it takes ±1 values. The indicator
function 1(p) outputs +1 if proposition p is verified, and 0 otherwise.

To model the activation function (1) of the j-the neuron of layer Nl for data
point xk, we introduce a binary variable uklj ∈ {0, 1} for the indicator function

1(p). To rescale the value of uklj in {−1,+1} and model the activation function

value, we introduce the auxiliary variable zklj = (2uklj − 1). For the first input

layer, we set zk0j = xkj ; for the last layer, we account in the loss function whether

zkLh is different from ykh. The definition of the activation function becomes

zklj = ρ

 ∑
i∈Nl−1

zk(l−1)iwilj

 = 2 · 1

 ∑
i∈Nl−1

vk(l−1)iwilj ≥ 0

− 1 = 2uklj − 1.

Notice that the activation function at layer Nl gives a nonlinear combination of
the output of the neurons in the previous layer Nl−1 and the weights wilj between
the two layers. Section 3.3 shows how to formulate this activation function in
terms of mixed integer linear constraints.

The choice of a family of parameters W := {wilj}l∈{1,...,L},i∈Nl−1,j∈Nl
deter-

mines the classification function

fW : Rn0 → {±1}nL .

The training of a neural network is the process of computing the family W such
that fW classifies correctly both the given training data, that is, fW (xi) = yi

for i = 1, . . . , t, and new unlabelled testing data.
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The training of a binary neural network should target two objectives: (i)
the resulting function fW should generalize from the input data and be robust
to noise in the input data; (ii) the resulting network should be simple, that is,
with the smallest number of non-zero weights that permit to achieve the best
accuracy. Deep neural networks are believed to be inherently robust because
mini-batch stochastic gradient-based methods implicitly guide toward robust
solutions [10,11,16]. However, as shown in [22], this is false for BNNs in a few-
shot learning regime. On the contrary, MIP-based training with an appropriate
objective function can generalize very well [22,21], but it does not apply to large
training datasets, because the size of the MIP training model is proportional to
the size of the training dataset. To generalize from a few data samples, the train-
ing algorithm should maximize the margins of the neurons. Intuitively, neurons
with larger margins require larger changes to their inputs and weights before
changing their activation values. This choice is also motivated by recent works
showing that margins are good predictors for the generalization of deep convolu-
tional NNs [9]. Regarding the second simplicity objective, a significant parameter
is the number of connections [15]. The training algorithm should look for a BNN
fitting the training data while minimizing the number of non-zero weights. This
approach can be interpreted as a simultaneous compression during training. Al-
though this objective is challenged in [5], it remains the basis of most forms of
regularization used in modern deep learning [18].

MIP-based BNN training. In [22], two different MIP models are introduced: the
Max-Margin, which aims to train robust BNNs, and the Min-Weight model,
which aims to train simple BNNs. These two models are combined with a CP
model into two hybrid methods HW and HA in order to obtain a feasible solution
within a fixed time limit because otherwise, the MIP models fail shortly when
the number of training data increases. We remark that two objectives, robustness
and simplicity, are never optimized simultaneously. In [21], three MIP models
are proposed that generalize the BNN approach to consider integer values for
weights and biases. The first model, called Max-Correct, is based on the idea
of maximizing the number of corrected predicted images; the second model,
called Min-Hinge, is inspired by the squared hinge loss; the last model, called
Sat-Margin, combines aspects of both the first two models. These three models
always produce a feasible solution but use the margins only on the neurons of
the last level, obtaining, hence, less robust BNNs.

Gradient-based BNN training. In [8], a gradient descent-based method is pro-
posed, consisting of a local search that changes the weights to minimize a square
hinge loss function. Note that a BNN trained with this approach only learns −1
and +1 weights. An extension of this method to admit zero-value weights, called
(GDt), is proposed in [22], to facilitate the comparison with their approach.

3 The BeMi ensemble

In this section, we present our structured ensemble of neural networks.
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3.1 The BeMi structure

Suppose we have a classification problem with a set of labels (i.e., classes) being
I. If we define P(S)m as the set of all the subsets of the set S that have cardinality
m, our structured ensemble is constructed in the following way.

· We set a parameter 1 < p ≤ n = |I|.
· We train a BNN denoted by NJ for every J ∈ P(I)p.
· When testing a data point, we feed it to our list of trained BNNs, namely

(NJ )J∈P(I)p , and we obtain a list of predicted labels (eJ )J∈P(I)p . We de-
note the set J \ eJ by êJ .
· We then apply a majority voting system.

Note that we set p > 1, otherwise our structured ensemble would have been
meaningless. Whenever p = n, our ensemble is made of one single BNN. When
p = 2, we are using a Condorcet-like method, an election method already ex-
ploited in ML (e.g., see [2]).

The idea behind this structured ensemble is that, given an input xk labelled
l (= yk), the input is fed into

(
n
p

)
networks where

(
n−1
p−1
)

of them are trained
to recognize an input with label l. If all of the networks correctly classify the
input xk, then at most

(
n−1
p−1
)
−
(
n−2
p−2
)

other networks can classify the input with a

different label l̂, and
(
n−1
p−1
)
−
(
n−2
p−2
)
<
(
n−1
p−1
)

since
(
n−2
p−2
)
≥ 1. With this approach,

if we plan to use r ∈ N inputs for each label, we are feeding our BNNs a total
of p × r inputs instead of feeding n × r inputs to a single large BNN. When
p = 2 � n, it is much easier to train our structured ensemble of BNNs rather
than training one large BNN. The downside of this approach is the large number
of networks that have to be trained, even if the training can run in parallel.

3.2 Majority voting system

After the training, we feed one input xk to our list of BNNs, and we need to
elaborate on the set of outputs.

Definition 1 (Dominant label). For every b ∈ I, we define

Cb = {J ∈ P(I)p | eJ = b},

and we say that a label b is a dominant label if |Cb| ≥ |Cl| for every l ∈ I.
We then define the set of dominant labels

D := {b ∈ I | b is a dominant label}.

Using this definition, we can have three possible outcomes.

(a) There exists a label b ∈ I such that |Cb| > |Cl| for every l ∈ I \ {b} (there
exists exactly one dominant label, that is |D| = |{b}| = 1) =⇒ our input is
labelled as b.
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input

N{0,1}

N{0,2}

.

.

.

N{0,9}

N{1,2}

.

.

.

N{8,9}

4

3

2

1

0

5

6

7

8

9

e{0,1}

e{0,2}

.

.

.

e{0,9}

e{1,2}

.

.

.

e{8,9}

Fig. 1. Condorcet-inspired majority voting system.

(b) There exist b1, b2, . . . , bp ∈ I, bi 6= bj for all i 6= j such that |Cb1 | = |Cb2 | =
· · · = |Cbp | > |Cl| for every l ∈ I \ {b1, b2, . . . , bp} (there exist exactly p
dominant labels, that is |D| = |{b1, b2, . . . , bp}| = p, so D ∈ P(I)p ) =⇒
our input is labelled as e{b1,b2,...,bp} = eD.

(c) There exist p̂ dominant labels, p̂ 6= 1, p, i.e. |D| 6= 1, p =⇒ our input is
labelled as z /∈ I.

While case (a) is straightforward, we have another possibility to label our input
when we do not have a clear winner, that is, when we have trained a BNN on
the set of labels that are the most frequent (i.e., case (b)).

Definition 2 (Label statuses). In our labeling system, when testing an input
seven different cases, herein called label statuses, can show up.

(s-0) There is exactly one dominant label, the correct one.
(s-1) There exist exactly p dominant labels b1, b2, . . . , bp and e{b1,b2,...,bp} is the

correct one.
(s-2) There exist exactly p dominant labels b1, b2, . . . , bp and the correct one belongs

to the set ê{b1,b2,...,bp}.
(s-3) There exist exactly p̂ 6= 1, p dominant labels, and one of them is the correct

one.
(s-4) There exist exactly p̂ 6= 1, p dominant labels, but none are correct.
(s-5) There exist exactly p dominant labels b1, b2, . . . , bp but none of them is the

correct one;
(s-6) There exists exactly one dominant label, but it is not the correct one.

Note that every input test will fall into one and only one label status.
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Example 1. Let us take I = {0, 1, . . . , 9} and p = 2. Note that, in this case, we
have to train

(
10
2

)
= 45 networks and that |Cb| ≤ 9 for all b ∈ I. Hence, an input

could be labelled as follows:

C0 = {{0, 1}, {0, 2}, {0, 3}, {0, 5}, {0, 7}, {0, 8}}, (2a)

C1 = {{1, 5}, {1, 6}}, (2b)

C2 = {{1, 2}, {2, 5}, {2, 8}}, (2c)

C3 = {{1, 3}, {2, 3}, {3, 4}, {3, 5}}, (2d)

C4 = {{0, 4}, {1, 4}, {2, 4}, {4, 5}, {4, 6}, {4, 7}, {4, 9}}, (2e)

C5 = {{5, 6}, {5, 7}}, (2f)

C6 = {{0, 6}, {2, 6}, {3, 6}, {6, 7}}, (2g)

C7 = {{1, 7}, {2, 7}, {3, 7}}, (2h)

C8 = {{1, 8}, {3, 8}, {4, 8}, {5, 8}, {6, 8}, {7, 8}}, (2i)

C9 = {{0, 9}, {1, 9}, {2, 9}, {3, 9}, {5, 9}, {6, 9}, {7, 9}, {8, 9}}. (2j)

Since D = {9}, our input is labelled as 9, as shown in Figure 1. If 9 is the right
label, we are in label status (s-0), if it is the wrong one, we are in label status
(s-6). If instead {8, 9} ∈ C8, we were in the following situation

(2a)–(2h),

C8 = {{1, 8}, {3, 8}, {4, 8}, {5, 8}, {6, 8}, {7, 8}, {8, 9}}, (2k)

C9 = {{0, 9}, {1, 9}, {2, 9}, {3, 9}, {5, 9}, {6, 9}, {7, 9}}, (2l)

and then |D| = |{4, 8, 9}| = 3, so that our input were labelled as −1. If the
correct label is 4, 8 or 9, we are in label status (s-3), else we are in label status
(s-4). Lastly, if instead {3, 9} ∈ C3 like this

(2a)–(2c), (2e)–(2i),

C3 = {{1, 3}, {2, 3}, {3, 4}, {3, 5}, {3, 9}}, (2m)

C9 = {{0, 9}, {1, 9}, {2, 9}, {5, 9}, {6, 9}, {7, 9}, {8, 9}}, (2n)

then |D| = |{4, 9}| = 2 = p and since {4, 9} ∈ C4 our input is labelled as 4. If 4
is the correct label, we are in label status (s-1), if 9 is the correct label, we are
in label status (s-2), else we are in label status (s-5).

3.3 A multi-objective MIP model for training BNNs

In this subsection, we present how each of single small BNN is trained with a
multi-objective MIP model. For ease of notation, we denote with L := {1, . . . , L}
the set of layers and with L2 := {2, . . . , L}, LL−1 := {1, . . . , L − 1} two of its
subsets. We also denote with b := maxk∈T,j∈N0

{|xkj |} a bound on the values of
the training data.
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Training a BNN with a multi-objective MIP model. A few MIP models are pro-
posed in the literature to train BNNs efficiently. In this work, to train a single
BNN, we use a lexicographic multi-objective function that results in the sequen-
tial solution of three different MIP models: the Sat-Margin (S-M) described in
[21], the Max-Margin (M-M), and the Min-Weight (M-W), both described in [22].
The first model S-M maximizes the number of confidently correctly predicted
data. The other two models, M-M and M-W, aim to train a BNN following two
principles: robustness and simplicity. Our model is based on a lexicographic
multi-objective function: first, we train a BNN with the model S-M, which is fast
to solve and always gives a feasible solution. Second, we use this solution as a
warm start for the M-M model, training the BNN only with the images that S-M
correctly classified. Third, we fix the margins found with M-M, and minimize the
number of active weights with M-W, finding the lightest BNN with the robustness
found by M-M.

Problem variables. The critical part of our model is the formulation of the non-
linear activation function (1). We use an integer variable wilj ∈ {−1, 0,+1} to
represent the weight of the connection between neuron i ∈ Nl−1 and neuron
j ∈ Nl. Variable uklj models the result of the indicator function 1(p) that ap-

pears in the activation function ρ(·) for the training instance xk. The neuron
activation is actually defined as 2uklj−1. We introduce auxiliary variables ckilj to

represent the products ckilj = (2uklj − 1)wilj . Note that, while in the first layer,
these variables share the same domain of the inputs, from the second layer on,
they take values in {−1, 0, 1}. Finally, the auxiliary variables ŷk represent a pre-
dicted label for the input xk, and variable qkj are used to take into account the
data points correctly classified.

Sat-Margin (S-M) model. We first train our BNN using the following S-M model.

max
∑
k∈T

∑
j∈NL

qkj (3a)

s.t. qkj = 1 =⇒ ŷkj · ykj ≥
1

2
∀j ∈ NL, k ∈ T, (3b)

qkj = 0 =⇒ ŷkj · ykj ≤
1

2
− ε ∀j ∈ NL, k ∈ T, (3c)

ŷkj =
2

NL−1 + 1

∑
i∈NL−1

ckiLj ∀j ∈ NL, k ∈ T, (3d)

uklj = 1 =⇒
∑

i∈Nl−1

ckilj ≥ 0 ∀l ∈ LL−1, j ∈ Nl, k ∈ T, (3e)

uklj = 0 =⇒
∑

i∈Nl−1

ckilj ≤ −ε ∀l ∈ LL−1, j ∈ Nl, k ∈ T, (3f)

cki1j = xki · wi1j ∀i ∈ N0, j ∈ N1, k ∈ T, (3g)

ckilj = (2uklj − 1)wilj ∀l ∈ L2, i ∈ Nl−1, j ∈ Nl, k ∈ T, (3h)
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qkj ∈ {0, 1} ∀j ∈ NL, k ∈ T, (3i)

wilj ∈ {−1, 0, 1} ∀l ∈ L, i ∈ Nl−1, j ∈ Nl, (3j)

uklj ∈ {0, 1} ∀l ∈ LL−1, j ∈ Nl, k ∈ T, (3k)

cki1j ∈ [−b, b] ∀i ∈ N0, j ∈ N1, k ∈ T, (3l)

ckilj ∈ {−1, 0, 1} ∀l ∈ L2, i ∈ Nl−1, j ∈ Nl, k ∈ T. (3m)

The objective function (3a) maximizes the number of data points that are cor-
rectly classified. The implication constraints (3b) and (3c) and constraints (3d)
are used to link the output ŷkj with the corresponding variable qkj appearing
in the objective function. The implication constraints (3e) and (3f) model the
result of the indicator function for the k-th input data. The constraints (3g)
and the bilinear constraints (3h) propagate the results of the activation func-
tions within the neural network. We linearize all these constraints with standard
big-M techniques.

The solution of model (3a)–(3m) gives us the solution vectors cS-M, uS-M, wS-M,
ŷS-M, qS-M. We then define the set

T̂ = {k ∈ T | qkj S-M = 1, ∀j ∈ NL}, (4)

of confidently correctly predicted images. We use these images as input for the
next Max-Margin M-M, and we use the vector of variables cS-M,uS-M,wS-M to warm
start the solution of M-M.

Max-Margin (M-M) model. The second level of our lexicographic multi-objective
model maximizes the overall margins of every single neuron activation, with
the ultimate goal of training a robust BNN. Starting from the model S-M, we
introduce the margin variables mlj , and we introduce the following Max-Margin
model.

max
∑
l∈L

∑
j∈Nl

mlj (5a)

s.t. (3g)–(3m) ∀k ∈ T̂ ,∑
i∈NL−1

ykj c
k
iLj ≥ mLj ∀j ∈ NL, k ∈ T̂ , (5b)

uklj = 1 =⇒
∑

i∈Nl−1

ckilj ≥ mlj ∀l ∈ LL−1, j ∈ Nl, k ∈ T̂ , (5c)

uklj = 0 =⇒
∑

i∈Nl−1

ckilj ≤ −mlj ∀l ∈ LL−1, j ∈ Nl, k ∈ T̂ , (5d)

mlj ≥ ε ∀l ∈ L, j ∈ Nl. (5e)

Again, we can linearize constraints (5c) and (5d) with standard big-M con-
straints. This model gives us the solution vectors cM-M,uM-M,wM-M,mM-M. We then
evaluate vM-M as

viljM-M = |wiljM-M| ∀l ∈ L, i ∈ Nl−1, j ∈ Nl. (6)
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Min-Weight (M-W) model. The third level of our multi-objective function min-
imizes the overall number of non-zero weights, that is, the connection of the
trained BNN. We introduce the new auxiliary binary variable vilj to model the
absolute value of the weight wilj . Starting from the solution of model M-M, we
fix m̂ = mM-M, and we pass the solution cM-M,uM-M,wM-M,vM-M as a warm start to
the following M-W model:

min
∑
l∈L

∑
i∈Nl−1

∑
j∈Nl

vilj (7a)

s.t. (3g)–(3m) ∀k ∈ T̂ ,∑
i∈NL−1

ykj c
k
iLj ≥ m̂Lj ∀j ∈ NL, k ∈ T̂ , (7b)

uklj = 1 =⇒
∑

i∈Nl−1

ckilj ≥ m̂lj ∀l ∈ LL−1, j ∈ Nl, k ∈ T̂ , (7c)

uklj = 0 =⇒
∑

i∈Nl−1

ckilj ≤ −ε− m̂lj ∀l ∈ LL−1, j ∈ Nl, k ∈ T̂ , (7d)

− vilj ≤ wilj ≤ vilj ∀l ∈ L, i ∈ Nl−1, j ∈ Nl, (7e)

vilj ∈ {0, 1} ∀l ∈ L, i ∈ Nl−1, j ∈ Nl. (7f)

Note that whenever vilj is equal to zero, the corresponding weight wilj is set to
zero due to constraint (7e), and, hence, the corresponding link can be removed
from the network.

Lexicographic multi-objective. By solving the three models S-M, M-M, and M-W,
sequentially, we first maximize the number of input data that is correctly classi-
fied, then we maximize the margin of every activation function, and finally, we
minimize the number of non-zero weights. The solution of the decision variables
wilj of the last model M-W defines our classification function fW : Rn0 → {±1}nL .

In the next section, we compare the results of our model with the other
approaches from the literature.

4 Computational results

We run three types of experiments to address the following questions

- Experiment 1: How does our approach compare with the previous state-of-
the-art MIP models for training BNNs in the context of few-shot learning?

- Experiment 2: How does the BeMi ensemble scale with the size of the
input images, considering two different types of BNNs?

- Experiment 3: How does the proposed approach perform on another dataset,
comparing the running time, the average gap to the optimal training MIP
model, and the percentage of links removed?

The three classes of experiments are detailed in the next subsections.
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Fig. 2. Comparison of published approaches vs BeMi, in terms of accuracy over the
MNIST dataset using few-shot learning with 2, 6, and 10 images per digit.

Datasets. The experiments are performed on the standard MNIST [4] and
Fashion-MNIST [24] datasets. In particular, we import the datasets from Keras
[3]. We test our results on 500 images for each class. For each experiment, we
report the average over three different samples of images.

Implementation details. We use Gurobi version 9.5.1 [7] to solve our MIP models.
The parameters of Gurobi are left to the default values. All the MIP experiments
were run on an HPC cluster running CentOS but using a single node per exper-
iment. Each node has an Intel CPU with 8 physical cores working at 2.1 GHz
and 16 GB of RAM. In all of our experiments, we fix the value ε = 0.1. The
source code will be available on GitHub in case of acceptance of this paper.

4.1 Experiment 1

The first set of experiments aims to compare the BeMi ensemble with the fol-
lowing state-of-the-art methods: the hybrid CP and MIP model based on Max-
Margin optimization (HA) [22]; the gradient-based method GDt introduced in [8]
and adapted in [22] to deal with link removal; and the Min-hinge (M-H) model
proposed in [21].

For the comparison, we fix the setting of [22], which takes from the MNIST
up to 10 images for each class, for a total of 100 training data points, and which
uses a time limit of 7 200 seconds to solve their MIP training models. In our
experiments, we train the BeMi ensemble with 2, 6, and 10 samples for each
digit. Since our ensemble has 45 BNNs, we leave for the training of each single
BNN a maximum of 160 seconds (since 160×45 = 7 200). In particular, we give a
75 seconds time limit to the solution of S-M, 75 seconds to M-M, and 10 seconds to
M-W. In all of our experiments, whenever the optimum is reached within the time
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limit, the remaining time is added to the time limit of the subsequent model.
We remark that our networks could be trained in parallel, which would highly
reduce the wall-clock runtime. For the sake the completeness, we note that we
are using 45× (784× 4 + 4× 4 + 4× 1) = 142 020 parameters (all the weights of
all the 45 BNNs) instead of the 784×16 + 16×16 + 16×10 = 12 960 parameters
used in [22] for a single large BNN. Note that, in this case, the dimension of the
parameter space is 312 960(∼= 106183), while, in our case, it is 45×33156(∼= 101507).

Figure 2 compares the results of our BeMi ensemble with four other methods:
the hybrid CP-MIP approach HA [22]; the pure MIP model in [22], which can
handle a single image per class; the gradient-based method GDt, which is the
version of [8] modified by [22]; the minimum hinge model M-H presented in [21],
which report results only for 10 digits per class. We report the best results
reported in the original papers for these four methods. The BeMi ensemble
obtains an average accuracy of 61%, outperforms all other approaches when 6
or 10 digits per class are used, and it is comparable with the hybrid CP-MIP
method when only 2 digits per class are used. When 10 digits per class are
available, the second best option is the min hinge model M-H proposed in [21],
with an average accuracy of 51.1%.

4.2 Experiment 2

This second set of experiments studies how our approach scales with the number
of data points (i.e., images) per class, and how it is affected by the architecture
of the small BNNs within the BeMi ensemble. For the number of data points
per class we use 10, 20, 30, 40 training images per digit. We use the layers Na =
[784, 4, 4, 1] and Nb = [784, 10, 3, 1] for the two architectures, Herein, we refer
to Experiments 2a and 2b as the two subsets of experiments related to the
architectures Na and Nb. In both cases, we train each of our 45 BNNs with a
time limit of 290s for model S-M, 290s for M-M, and 20s for M-W, for a total of
600s (i.e., 10 minutes for each BNN).

Figure 3 shows the results for Experiments 2a and 2b: the dotted and dashed
lines refer to the two average accuracies of the two architectures, while the colored
areas include all the accuracy values obtained as the training instances vary.
While the two architectures behave similarly, the best average accuracy exceeds
75% and it is obtained with the first architecture Na.

Table 1 reports the detailed results for the BeMi ensemble using 5000 testing
data points, where we distinguish among images classified as correct, wrong, or
unclassified. These three conditions refer to different label statuses specified in
Definition 2. The correct labels are the sum of the statuses s-0 and s-1; the wrong
labels of statuses s-2, s-5, and s-6; the unclassified labels (n.l.) of s-3 and s-4.

Figure 4 shows the confusion matrix obtained with the BeMi ensemble
trained with BBNs with the architecture Nb = [784, 10, 3, 1], using 40 train-
ing images per class from the MNIST dataset. Clearly, the main diagonal shows
how most of the testing images were classified correctly. However, a few aspects
remain to be investigated, for instance, the frequent misclassification between
pairs such as (4, 9) or (3, 5).
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Fig. 3. Comparing the BeMi ensemble accuracy using two architectures, Na =
[784, 4, 1] and Nb = [784, 10, 3, 1], and increasing the number of MNIST images per
class.

Table 1. Percentages of MNIST images classified as correct, wrong, or unclassified
(n.l.), and of label statuses from s-0 to s-6, for the architecture Na = [784, 4, 4, 1].

Images Classification Label status
per class correct wrong n.l. s-0 s-1 s-2 s-3 s-4 s-5 s-6

10 61.80 36.22 1.98 58.30 3.50 1.84 1.30 0.68 4.74 29.64
20 69.96 27.60 2.44 66.68 3.28 2.12 2.18 0.26 3.04 22.44
30 73.18 24.56 2.26 70.14 3.04 1.88 1.88 0.38 2.68 20.00
40 78.82 19.30 1.88 75.56 3.26 1.90 1.72 0.16 1.70 15.70

4.3 Experiment 3

In the third experiment, we replicate Experiments 2a and 2b with the two archi-
tectures Na and Nb, using the Fashion-MNIST dataset, which is notably more
challenging than the easy MNIST. Figure 5 shows the results of Experiments 3a
and 3b. As in Figure 2, the dotted and dashed lines represent the average percent-
ages of correctly classified images, while the colored areas include all accuracy
values obtained as the instances vary. The first architecture is comparable with
the second, with up to 30 training images per digit, while it is significantly bet-
ter with 40 images. For the Fashion-MNIST, the best average accuracy exceeds
70%.

Table 2 reports detailed aggregate results for all Experiments 2 and 3. The
first two columns give the dataset and the architecture, and the third column
specifies the number of images per digit used during training. The 4-th column
reports the runtime for solving model S-M. Note that the time limit is 290 sec-
onds; hence, we solve exactly the first model, consistently achieving a training
accuracy of 100%. The remaining four columns give: Gap (%) refers to the mean
and maximum percentage gap at the last MIP model (M-W) of our lexicographic
multi-objective model, as reported by the Gurobi MIPgap attribute; Links (%)
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Fig. 4. Extended confusion matrix obtained after training the BeMi ensemble by single
BNNs with architecture Nb = [784, 10, 3, 1], using 40 MNIST digits per class. The last
right column with x-label equal to -1 refers to unclassified images.
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Fig. 5. Average accuracy for the BeMi ensemble tested two architectures, namely
Na = [784, 4, 4, 1] and Nb = [784, 10, 3, 1], using Fashion-MNIST.

is the percentage of non-zero weights after the solution of the second model M-M,
and after the solution of the last model M-W. The results show that the runtime
increase with the size of the input set (fourth and fifth columns), as well as the
average percentage gap. However, for the percentage of removed links, there is
a significant difference between the two datasets: for MNIST, our third model
M-W removes around 70% of the links, while for the Fashion-MNIST, it removes
around 50% of the links. Note that in both cases, these significant reductions
show how our model is also optimizing the BNN architecture.
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Table 2. Aggregate results for Experiments 2 and 3: the 4-th column reports the run-
time to solve the first model S-M; Gap (%) refers to the mean and maximum percentage
gap at the last MIP model M-W; Links (%) is the percentage of non-zero weights after
the solution of models M-M and M-W.

Dataset Layers
Images Model S-M Gap (%) Links (%)

per class time (s) mean max (M-M) (M-W)

MNIST

784,4,4,1

10 2.99 17.37 28.25 49.25 27.14
20 5.90 19.74 24.06 52.95 30.84
30 10.65 20.07 26.42 56.90 30.88
40 15.92 18.50 23.89 58.70 29.42

784,10,3,1

10 6.88 6.28 9.67 49.46 23.96
20 17.02 7.05 8.42 53.25 26.65
30 25.84 7.38 15.88 57.21 25.02
40 44.20 9.90 74.16 59.08 24.22

F-MNIST

784,4,4,1

10 7.66 17.21 25.92 86.38 56.54
20 14.60 22.35 28.00 93.18 57.54
30 26.10 19.78 29.53 92.56 58.78
40 39.90 22.71 75.03 93.13 64.61

784,10,3,1

10 13.83 6.14 8.98 86.65 53.72
20 26.80 7.84 9.59 93.57 51.03
30 38.48 7.18 16.09 92.90 52.50
40 64.52 12.10 55.19 93.57 55.67

5 Conclusions

In this work, we have introduced the BeMi ensemble, a structured architecture
of BNNs for classification tasks. Each network specializes in distinguishing be-
tween pairs of classes and combines different approaches already existing in the
literature to preserve feasibility while being robust and lightweight. These fea-
tures are critical to enabling neural networks to run on low-power devices. The
output of the BeMi ensemble is chosen by a majority voting system inspired by
the Condorcet method. Notice that the BeMi ensemble is a general architecture
that could be employed using other types of neural networks. For instance, we
can use the same architecture but replace each single BNN with a more general
Integer-valued NN as in [21].

A current limitation of our approach is the strong dependence on the ran-
domly sampled images used for training. In future work, we plan to improve the
training data selection by using a k-medoids approach. For instance, let j be
the number of digits per class to train a BNN. We could divide all images of
the same class into j disjoint non-empty subsets and consider their centroids as
training data. This approach should mitigate the dependency on the sampled
training data points.
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