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ABSTRACT
Facebook has recently launched the hateful meme detection chal-
lenge, which garnered much attention in academic and industry
research communities. Researchers have proposed multimodal deep
learning classification methods to perform hateful meme detection.
While the proposed methods have yielded promising results, these
classification methods are mostly supervised and heavily rely on
labeled data that are not always available in the real-world setting.
Therefore, this paper explores and aims to perform hateful meme
detection in a zero-shot setting. Working towards this goal, we
propose Target-Aware Multimodal Enhancement (TAME), which
is a novel deep generative framework that can improve existing
hateful meme classification models’ performance in detecting un-
seen types of hateful memes. We conduct extensive experiments
on the Facebook hateful meme dataset, and the results show that
TAME can significantly improve the state-of-the-art hateful meme
classification methods’ performance in seen and unseen settings.

CCS CONCEPTS
•Computingmethodologies→Natural language processing;
Computer vision representations.
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hateful memes, multimodal, social media mining
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Disclaimer: This paper contains violence and discriminatory content
that may be disturbing to some readers. Specifically, the analyses
contain actual examples of hateful memes and hate speech targeting
particular groups. These examples are very offensive and distasteful.
However, we have made the hard decision to display these actual
hateful examples to provide context on the toxicity of malicious content
that we are dealing with. Besides making technical contributions in
this paper, we hope the distasteful examples used could also raise
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awareness of the vulnerable groups targeted in hate speeches in the
real-world.

1 INTRODUCTION
Motivation. Online hateful content, which attacks or uses dis-
criminatory languages targeting individuals or groups based on
protected characteristics such as religion, race, and gender, is of
growing social concern. The increase in hateful online content has
shown discord among communities and resulted in violent hate
crimes. To tackle this issue, social media platforms and researchers
have proposed automated methods to detect and curb hateful online
content. For instance, Facebook recently launched a hateful meme
detection challenge to combat the spread of hateful memes [17]. The
challenge motivated the development of new multimodal hateful
meme classification methods [20, 23, 32, 38]. These hateful memes
often target certain communities and or individuals based on race,
religion, gender, or physical attributes, by portraying them in a
derogatory manner [14, 17, 30].

Detecting hateful memes is a challenging multimodal problem
that requires a holistic understanding of the image, text, and context
of both modalities. While humans can intrinsically understand the
combined meaning of texts and images in memes, machines have
difficulty performing such a complex task. Consider an example
of a hateful meme illustrated in Figure 1; when we examine the
text and image as independent features, the content seems normal
and benign. However, when we interpret the meme as a whole,
the underlying message is very offensive and hateful. Another key
element that helped us understand hateful memes is the context
illustrated in the memes. The target entities (e.g., race, religion,
etc.) in the hateful message often provide important contextual
information. For the example in Figure 1, the target entity of the
hateful contentwould beAfrican or AfricanAmerican in the context
of slavery.

Several studies had proposed fusion techniques to combine the
memes’ text and visual features for hateful meme classification [17,
30]. Others have explored fine-tuning large-scale pre-trained multi-
modal methods to perform the task [17, 23, 32, 38]. Nevertheless,
existing methods heavily rely on labelled data that are not always
available in the real-world setting. In particular, a model trained
on existing hateful memes with seen target types (e.g., African
American) will not generalize well to detecting new hateful memes
with unseen target types (e.g., transgender).

Research Objectives. We fill this research gap by proposing
a new machine learning task: zero-shot hateful meme detection.
This evaluates how models performed when applied to detecting
hateful memes with unseen target types. Towards this goal, we
also propose a novel deep generative framework, Target-Aware
Multimodal Enhancement (TAME), to generate target-aware latent
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Figure 1: Example of hateful meme.

representations for memes with seen and unseen target types. We
show that various base models can be plugged into this framework
with improved hateful meme classification performance for both
normal and zero-shot settings. Specifically, TAME1 combines the
strengths of Variational Autoencoder (VAE) and Generative Adver-
sarial Network (GAN) to learn discriminative latent representations
that generalize well to both seen and unseen target types. VAE is
designed to be a regularized Auto-Encoder, where the latent space
is constrained to the prior distribution by optimizing the lower
bound of the data likelihood. GAN takes the samples as a proxy to
minimize the distribution divergence between the generated and
real data through a two-player min-max game. Inspired by [3], we
propose a joint VAE-GAN generative architecture where instead
of matching VAE’s encoded distribution of training examples to
the prior distribution, we map the prior random vector into the
encoded latent space by adversarial training based on GAN. The
underlying intuition of TAME is to train a VAE-GAN generative
framework using hateful memes of seen types and generate a target-
aware representation for hateful memes with unseen target types.
Through the generative framework, TAME ultimately maps the
visual-linguistic and semantic features of memes into a common la-
tent space, whereby semantic features are derived from seen target
types during model training.

Contributions.We summarize our contribution as follows:

(1) We propose a zero-shot hateful meme detection task to eval-
uate the performance of existing hateful meme classifica-
tion methods in detecting hateful memes with unseen target
types. To the best of our knowledge, this is the first paper to
propose hateful meme detection in zero-shot settings.

(2) We propose a deep generative framework, TAME, which is
a complementary module that could be incorporated into
existing hateful meme classification methods to enhance
their performance in normal and zero-shot settings.

(3) We conducted extensive experiments on the Facebook hate-
ful meme dataset and demonstrated TAME’s effectiveness
in improving the state-of-the-art hateful meme classifica-
tion methods’ performance in normal and zero-shot learning
settings.

1Code are available at https://gitlab.com/bottle_shop/safe/TAME

2 RELATEDWORK
2.1 Hate Speech Detection.
Automated hate speech detection in social media is a widely studied
research area that have received quite a lot of attention in recent
years. Several text-based hate speech detection datasets [8, 27, 34]
have been released. Previous works exploit both machine learning
based methods [6, 7, 26, 33, 36] and deep learning based techniques
to detect hate speech in social media [1, 2, 5, 10, 11, 16, 22, 25,
37]. The existing automated hate speech detection method has
yielded good performance. However, most of the existing studies
have focused on text-based hateful content, neglecting the rich
multimedia user-generated content.

2.2 Multimodal Hateful Meme Detection.
The flourish of multimodal hateful meme detection studies could
be attributed to the availability of several hateful memes datasets
published in recent year [14, 17, 30]. For instance, Facebook had pro-
posed the Hateful Memes Challenge, which encouraged researchers
to submit solutions to perform hateful memes classification [17].
A dataset consisting of 10K memes was published as part of the
challenge. The memes are specially constructed such that unimodal
methods cannot yield good performance in this classification task.
Therefore, existing studies have adopted multimodal approaches to
perform hateful memes classification.

The existing multimodal hateful memes detection approaches
can be broadly categorized into two groups: (a) models that adopt
early fusion techniques to concatenate text and visual features for
classification [17, 30], and (b) models that directly fine-tune large
scale pre-trained multimodal models [17, 20, 23, 32]. Recent studies
have also attempted to use data augmentation [40] and ensemble
methods [29, 32] to enhance the hateful memes classification per-
formance and explaining the classification results ??. Nevertheless,
the existing hateful meme classification methods heavily rely on
labeled data that are not always available in the real-world setting.
This paper aims to fill this research gap by evaluating existing
hateful meme classification methods’ performance in detecting
hateful memes that target unseen protected characteristics (i.e.,
zero-shot setting). A novel deep generative framework, TAME, is
also proposed to enhance the state-of-the-art methods’ hateful
meme detection performance in normal and zero-shot settings.

2.3 Multimodal Zero-Shot Learning.
Multimodal Zero-shot Learning [4, 35, 39] is an emerging research
area. Multimodal Zero-shot Learning aims to learn high-quality
multimodal representation for classification or recognition and
transfer knowledge from seen categories to unseen ones. A com-
mon multimodal zero-shot learning approach typically utilizes an
auxiliary semantic space, where each sample has a particular seman-
tic representation [4, 35, 39]. This paper extends the applications
of multimodal zero-shot learning to a new task on zero-shot multi-
modal hateful meme classification.
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2.4 Deep Generative Model.
Deep generative models have shown great potential for data gen-
eration [15, 18] . Popular Deep generative models include Varia-
tional Autoencoder (VAE) [18] and Generative Adversarial Network
(GAN) [15]. VAE directly models the relationship between real and
reconstructed data through element-wise reconstruction but has
limited ability to complex data structures [3]. GAN is capable of cap-
turing global information, but the training process is not stable [19].
To address these limitations, recent works have explored combining
these two generative models [3, 19]. Inspired by these generative
methods, our proposed TAME framework adopts a joint VAE-GAN
generative architecture to learn target-aware representations that
are generalizable to hateful memes with unseen target types.

3 PROPOSED MODEL
3.1 Problem Statement
We propose a zero-shot learning setting for hateful meme clas-
sification. Specifically, the setting assumes a specific target type
(i.e., protected characteristic) is unseen during targeting. Let Ds =
(xs ,ys , ss )|xs ∈ Xs ,ys ∈ Ys , ss ∈ Ss be a collection of seen set, where
xs ∈ RD denotes the D-dimensional seen visual-linguistic features
in the multi-model feature space X , Ys = {0, 1} represents the hate-
ful label set (hateful and non-hateful) of all seen memes in the
hateful label space Y . Each seen hateful meme also has the hateful
target types (i.e., religion, nationality, etc.) labeled. The semantic
features of the seen hateful target types are denoted as ss ∈ Rds ,
where ds is the dimension in the semantic space S .

In the normal setting, hateful memes of all target types are seen
in the training stage. However, in the zero-shot learning setting,
only hateful memes of seen target types are leveraged in the training
stage. For the testing stage, we explore two settings, namely, the
conventional zero-shot learning and generalized zero-shot learning
settings. In the conventional zero-shot learning test setting, the
test set only contains hateful memes from unseen target types.
Conversely, in the generalized zero-shot learning test setting, the
test set includes hateful memes with both seen and unseen target
types. We discuss the details of the training and test sets in Section 4.

3.2 Target-Aware Multimodal Enhancement
Figure 2 illustrates our proposed Target-Aware Multimodal En-
hancement (TAME). The idea is to leverage on training memes with
seen target types to synthesize highly general features that can
subsequently be derived for test memes with unseen target types
(hence without accompanying semantic information).

We first extract the visual-linguistic features xs of the meme
using a visual-linguistic model. Our framework accommodates any
visual-linguistic model. In the training set, the hateful memes are
also labeled with the hateful targets (e.g., religion). On these tar-
get labels, we use a pre-trained Word2Vec[13] model to extract
the semantic features ss , which we then input into a Variational
AutoEncoder (VAE) to output the latent variable ẑ = E(ss ) ∈ Rd .
Concurrently, we sample z ∼ N(0, 1) ∈ Rd , which is an arbitrary rep-
resentation (i.e., noise) drawn from a Gaussian distribution. Both ẑ
and z are concatenated with the visual-linguistic features xs and in-
put into the generator of a Generative Adverserial Network (GAN).

The generator outputs two types of target-aware representations;
s ′s = G(z,xs ), which is based on Gaussian noise and visual-linguistic
features, and ŝs = G(ẑ,xs ), which is based on the VAE output latent
variable and visual-linguistic features. The generated target-aware
representations and semantic features are input into an adversarial
discriminator so as to guide the generation of s ′s and ŝs to resemble
the ground truth semantic features. Additionally, we use a pre-
trained hate-target classifier as supervisory signal to ensure that s ′s
is capturing features relating to the observed hate target. Finally,
the target-aware representation s ′s is used to train a MLP hateful
meme classifier.

Intuitively, through weight sharing and joint learning of ŝs gen-
eration based on the VAE output, the generator is better able to
endow s ′s with semantic information. This is core to the TAME
framework because during testing, hateful memes with unseen
targets do not have semantic features su for generating ŝu . Instead
useful semantic information is propagated via s ′s , which we then
combine with s ′u for hateful meme classification. Subsequently, we
describe the key components of TAME framework in detail.

JointVAE-GANGenerativeArchitecture.At the core of TAME
framework is a VAE-GAN architecture, comprising an encoder, a
generator, and an adversarial discriminator. The encoder captures
the inherent attributes of semantic features and maps the semantic
features into a latent space. The generator acts as the decoder of the
VAE, decoding its latent variables and visual-linguistic features into
the semantic feature space for reconstruction. The VAE structure
minimizes the objective LVAE = LKL + Lcyc , comprising the the
Kullback-Leibler divergence loss LKL and the cycle consistency
loss Lcyc . LKL is expressed as:

LKL = KL(p(ẑ |s;θE )| |N(0, 1)) (1)

where ẑ ∼ p(ẑ |s;θE ) is the latent representation generated by the
encoder with parameters θE . Optimizing Eq. 1, minimizes the di-
vergence between the distribution of the latent vector ẑ and the
unit Gaussian distribution N(0, 1). Thus the generator has to uti-
lize latent vectors that are more generalizable and less specific to
seen target types. Concurrently Lcyc ensures the decoded repre-
sentation ŝ is close to the ground truth semantic features s , written
as:

Lcyc = − ∥p(ŝ |ẑ,x ;θG )∥1 (2)

where ∥·∥1 is L1 loss and θG are the generator parameters.
By optimizing LVAE , the encoder captures the inherent at-

tributes of the ground truth semantic features, which helps the
generator decode a target-aware representation that has similar
distribution to the ground truth semantic features. Nevertheless,
the VAE may not adequately capture high-level global informa-
tion. For capturing both detailed and global information of input
data, we further employ a GAN for the joint feature learning. The
generator and the adversarial discriminator learn the features dis-
tribution using an adversarial learning architecture. Specifically,
the generator synthesizes target-aware representation that has sim-
ilar distribution to the ground truth semantic features using the
visual-linguistic features and noise vector from Gaussian distri-
bution as input. Finally, the adversarial discriminator D tries to
distinguish the real semantic features (ground truth) and generated
target-aware representations. We express the optimizing objective
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Figure 2: Target-Aware Multimodal Enhancement (TAME) Framework

of generator as follow:

Ladv = −Lmse [loдD(G(x , z))] − Lmse [loдD(G(x , ẑ))] (3)

where Lmse [·] is Mean-Squared loss. Note that unlike ẑ, z is an
arbitrary representation directly drawn from a Gaussian distri-
bution, which is used as the input for the GAN along with the
visual-linguistic features.

Finally, the adversarial discriminator outputs 1 when the input
is a real semantic representation and outputs 0 when the input is a
synthetic representation decoded by the generator. The following
loss is minimized:

(4)Ldis = −Lmse [loдD(s)] − Lmse [1 − loдD(G(x , z))]

− Lmse [1 − loдD(G(x , ẑ))]

Essentially, the generator in TAME decodes two types of target-
aware representations. It generates the target-aware representation
ŝs based on the latent variable ẑ from VAE and visual-linguistic
features xs , and it generates the target-aware representation s ′s
based on the arbitrary representation z and visual-linguistic features
xs . Adopting a single generator to decode the two target-aware
representations allows weight sharing across the two generation
tasks. This enables the generator to capture rich information to
synthesize realistic and discriminative features, which ultimately
alleviates the domain shift problem and contributes to the zero-shot
learning task.

Multi-TaskAuxiliary Signal.To improve the learning of target-
aware representation, we add an auxiliary supervised signal to
ensure that s ′s captures features related to the hateful target seman-
tics. Specifically, we adopt a multi-task learning approach to utilize
the generated target-aware representation s ′s to train two separate
classifiers for hateful meme and hateful target classification tasks.
The first classifierW SEM aims to preserve the network’s capability
of recognizing hateful targets in memes. The objective function of
W SEM is:

LclsSEM = −Lce [loдP (s |ŝ,θSEM )] − Lce [loдP (s |s ′,θSEM )] (5)

where Lce [·] is the Cross Entropy loss and θSEM is the parameters
ofW SEM . The second classifierW H aims to predict the hateful
label of a given meme. We define the learning objective ofW H as
follows:

LclsH = −Lce [loдP (y |s ′,θH )] (6)
where θH is the parameters ofW H .

Joint Optimization. The final objective function is as follows:

Lдen = LKL +λcycLcyc +Ladv +λclsHLclsH +λclsSEMLclsSEM
(7)

where λcyc , λclsH and λclsSEM are hyper-parameters to control the
relative contributions of different components.

3.3 Zero-Shot Hateful Meme Classification
After training the TAME framework, the generator can synthesize
target-aware representations based on given visual-linguistic fea-
tures. Given an arbitrary representation z drawn from a Gaussian
distribution and the visual-linguistic feature of an hateful meme
xu with unseen target type, the target-aware representation of the
hateful meme, s ′u , will be generated by the generator as follow:

s ′u = G(xu , z) (8)
Through this approach, the TAME generates the target-aware

representation even though we do not have any semantic informa-
tion of the unseen hateful target types. The generated s ′u contain
class-level semantic information compared with unseen instance-
level visual-linguistic features. Finally, in the testing stage, s ′u will
be input to hateful classifierW H for hateful meme classification.

4 EXPERIMENT
4.1 Experimental Settings
Dataset. We train and evaluate TAME on the popular Facebook
hateful meme detection challenge dataset [17]. The original dataset
contains about 10K memes with binary labels (i.e., non-hateful and
hateful). Recently, Facebook also released a fine-grain version2 of
the dataset with the target types of the hateful meme annotated (i.e.,
2https://github.com/facebookresearch/fine_grained_hateful_memes
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Table 1: Datatset splits for various settings.
Split Train Test (GZSL) Test (ZSL)

All seen (Normal) non-hateful: 5,495
hateful: 2616

non-hateful: 254
hateful: 216

-

Race unseen non-hateful: 5,495
hateful: 1,815

non-hateful: 254
hateful: 254

Disability unseen non-hateful: 5,495
hateful: 2,432

non-hateful: 254
hateful: 200

Nationality unseen non-hateful: 5,495
hateful: 2,425

non-hateful: 254
hateful: 210

Religion unseen non-hateful: 5,495
hateful: 1,728

non-hateful: 254
hateful: 254

Sex unseen non-hateful: 5,495
hateful: 2,064

non-hateful: 254
hateful: 254

race, disability, nationality, sex, religion). Existing studies mostly
adopted the normal dataset split proposed in [17], where all target
types of hateful memes are seen in the training set. We extend the
normal dataset split setting to the conventional and generalized
zero-shot learning settings. Table 1 shows the train-test splits for
the different experimental settings. Specifically, when testing for
an unseen hateful target type, hateful memes with the same target
type are removed in the training set. For example, when testing for
Race being the unseen target type, hateful memes targeting races
are removed in the training set.

For the generalized zero-shot setting, we created one test set
which contains both the non-hateful and the hateful memes with
all target types (including the unseen target type). For the conven-
tional zero-shot setting, we created multiple test sets. Each test
set contains non-hateful memes and hateful memes with the spe-
cific unseen target type. Noted that we deliberately balance the
test sets for the conventional zero-shot test setting. Evaluation on
imbalanced test sets is more challenging and intended for future
work.

Baselines. As TAME is a model-agnostic framework, we imple-
mented our proposed framework on three commonly used visual-
linguistic models, namely, VisualBERT [21], VilBERT [24], and
LXmert [31]. We also benchmark the implementations against these
base models without TAME enhancement.

Implementation Details We implemented all experiments us-
ing PyTorch[28]. We extract the RoI visual features for meme im-
ages using the pre-trained Faster R-CNN object detector[12]. The
OCR textual information of memes is tokenized using BERT[9]
default tokenizer. The semantic features of seen classes are extract
via Word2Vec[13] model with dimension size Rds = 300. We have
also attempted to leverage pre-trained language models such as
BERT to extract the semantic features. However, we found that
Word2Vec was able to yield better performance. During training,
the dimension of visual-linguistic features extracted by pre-trained
VisualBERT and LXmert is RD = 768, while for pre-trained VilBERT,
the dimension of visual-linguistic features is RD = 1024. We adopt
AdamW and SGD as optimizers of generative model and discrimi-
nator, respectively. We randomly chose five seeds and computed
the average of all experimental results. The hyperparameter λcyc ,
λclsH and λclsSEM are 10.0, 5.0 and 5.0, respectively.

EvaluationMetrics.We adopt the evaluation metrics proposed
in the Facebook hateful meme challenge [17]. Specifically, for all
experiment settings, we report the models’ Area Under the Receiver
Operating Characteristic curve (AUROC) and accuracy scores (Acc).

Table 2: AUROC&Acc for normal and generalized zero-shot
learning setting.

Setting Metric VisualBERT VilBERT LXmert
Base +TAME Base +TAME Base +TAME

All seen (normal) AUROC 67.43 69.89 70.99 73.58 65.10 67.08
Acc 62.77 64.11 65.32 67.02 62.49 64.40

Race unseen AUROC 62.99 64.33 69.18 70.20 61.85 62.45
Acc 59.68 61.60 64.89 66.60 61.70 62.13

Disability unseen AUROC 66.65 67.35 69.54 70.83 63.34 65.65
Acc 59.47 62.34 64.04 66.81 60.21 62.55

Nationality unseen AUROC 66.80 68.10 69.47 72.49 65.97 66.55
Acc 61.60 62.85 64.04 66.81 62.18 62.98

Religion unseen AUROC 60.14 63.89 63.79 68.00 60.81 63.60
Acc 58.73 59.47 61.91 63.19 58.94 59.36

Sex unseen AUROC 63.75 65.02 69.71 71.60 63.04 63.85
Acc 60.00 61.32 63.83 65.74 60.43 61.06

Table 3: AUROC & Acc for conventional zero-shot learning
settings.

Setting Metric VisualBERT VilBERT LXmert
Base +TAME Base +TAME Base +TAME

Race unseen AUROC 51.68 54.80 42.16 42.18 46.06 49.70
Acc 50.39 51.57 48.23 49.80 48.43 50.20

Disability unseen AUROC 48.73 49.99 47.38 53.52 50.45 53.64
Acc 53.52 54.64 56.83 58.13 54.85 55.08

Nationality unseen AUROC 56.06 57.84 58.22 59.62 53.93 60.72
Acc 57.76 58.33 56.90 59.05 54.74 59.48

Religion unseen AUROC 56.98 58.69 58.03 58.34 56.30 58.30
Acc 50.79 54.53 54.72 56.13 51.77 52.57

Sex unseen AUROC 47.38 48.78 38.14 44.79 50.53 53.38
Acc 45.87 47.24 45.87 48.62 51.57 52.95

4.2 Experiment Results
Comparison with baselines. Table 2 shows the AUROC and Acc
results for the normal setting and the generalized zero-shot learn-
ing setting. The highest figures are highlighted in bold. Overall,
we observe that the visual-linguistic models enhanced with TAME
outperform the baseline models in both normal and generalized
zero-shot learning settings. More specifically, TAME improved the
baseline models by about 2% in all experiment settings. The im-
proved performance demonstrated TAME’s strength in detecting
hateful memeswith seen and unseen target types. The improvement
is consistent across all baseline models and demonstrated TAME’s
adaptability to different models. This also suggests that TAME has
the ability to synthesise useful general features for hateful meme
classification.

Table 3 shows the experiment results for the conventional zero-
shot learning settings. Note that this is a much more challenging
setting than the generalized zero-shot setting since all test memes
are of unseen target types. Attesting to the difficulty of the task, all
models suffer great drops in performance, with some results being
close to random guess. Nonetheless, our focus is on whether TAME
is able to improve the performance of the model it is applied on.

We observe that TAME significantly improves visual-linguistic
baselines’ performance in both evaluation metrics. TAME improved
the baseline models by about 3% in both AUROC and Acc when de-
tecting hateful memes with various unseen target types. As we are
interested in the models’ performance in detecting hateful memes,
we further examine their performance by computing the Recall
for recovering hateful memes in the conventional zero-shot test
sets. The results are shown in Figure 3. Interestingly, we observe
that the visual-linguistic models enhanced with TAME are able
to detect hateful memes with unseen target types better. For in-
stance, TAME is able to enhance the Recall of VilBERT by about 12%
when detecting unseen nationality-related hateful memes. TAME’s
promising zero-shot learning results can be attributed to the learned
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Figure 3: Recall for hateful meme with unseen target types

Table 4: Ablation study in normal setting and generalized
zero-shot learning setting,wo indicates that the specific loss
or modules are excluded during training.
Description Normal GZSL

AUROC Acc AUROC Acc
Base model (wo TAME) 70.99 65.32 69.47 64.04
TAME (wo LclsSEM ) 64.15 62.13 65.63 63.62
TAME (wo Lcyc ) 72.07 65.81 71.36 66.02
TAME (wo LclsH ) 57.50 60.43 64.31 61.48
TAME (wo Ladv ) 70.73 65.23 70.37 64.89
TAME (wo VAE) 70.42 65.38 70.19 66.66
TAME (ALL) 73.58 67.02 72.49 66.81

target-aware representation, which may have captured more salient
features of hateful memes that could be generalized to detect hateful
memes of unseen target types.

Ablation Study As there are a number of components in our
TAME framework, we conduct an ablation study to examine the
contribution of each component to the hateful meme classification
task. Table 4 show the results of the ablation study on normal and
generalized zero-shot learning settings. VilBERT is used as the
base model and we select nationality as the unseen hateful target
type. We observe that TAME with all components included yield
the best performance in both settings. Interestingly, we noted that
without LclsSEM , the model’s performance decreases drastically
as the model is unable to recognize the hateful targets. The VAE
and Ladv also play important roles in the TAME framework’s good
performance by generating target-aware representations.

Visualization of the Learned Representations A key char-
acteristic of the TAME is that the model is able to generate target-
aware representations. We postulate that the learned target-aware
representation should represent the memes better and ultimately
improve hateful meme classification. To empirically examine the
quality of the learned target-aware representations, we visualize
the learned representations and compare them with the features
extracted from the visual-linguistic model. Figure 4 (a) and (b)
show the t-SNE visualization of visual-linguistic features and target-
aware representations learned by VilBERT and VilBERT+TAME
models in normal setting, respectively. The points in grey represent
the non-hateful memes, while the other colored points represent
the hateful memes with different target types. We observe that the
hateful memes are clustered better according to their hateful target

types with the target-aware representations. The hateful and non-
hateful memes are also more well separated in the target-aware
representations than the visual-linguistic features.

We further examine the difference between visual-linguistic fea-
tures and target-aware representations in the zero-shot learning
setting where we select nationality as the unseen hateful target.
Figure 4 (c) and (d) show the t-SNE visualization of visual-linguistic
features and target-aware representations learned by VilBERT and
VilBERT+TAME models in zero-shot learning setting, respectively.
Similarly, we observe that the hateful and non-hateful memes are
more well separated in the target-aware representations than the
visual-linguistic features. Interestingly, the target-aware representa-
tions of the hateful memes that target nationalities are also clustered
closer together in the target-aware representations even though
such memes are not observed in training.

Case Studies We empirically examine some of the zero-shot
hateful meme classification results. Table 5 shows some examples
of hateful memes with various unseen target types that are detected
by VilBERT+TAME but missed out by the VilBERT model. A poten-
tial reason for VilBERT+TAME good performance may be attributed
to TAME’s ability to learn general or transferable knowledge in the
target-aware representations. Specifically, we notice that the first
meme targeting religion contains an image of guns, which may
also appear in hateful memes with other target types. Similarly,
the second word contains hateful works such as “f*ck”, which may
be used in other hateful memes targeting seen types. These com-
mon hateful attributes might be better learned in the target-aware
representations, thus improving its performance. Conversely,

Table 6 shows the example memes that are wrongly classified by
both VilBERT+TAME and VilBERT. These memes seem to require
specific context on the target types themselves, making it challeng-
ing for TAME to correctly classify them in the zero-shot setting. For
instance, the first meme in Table 6 is expressing prejudice against
the Catholic faith, specifically on their tithing practises. Detecting
hateful memes will require additional context that goes beyond
identifying targets in memes.

Finally, we also provide examples that are wrongly classified by
VilBERT+TAME but correctly classified by the VilBERT model in
Table 7. Similarly, these memes seem to require specific context
on the target types, and the limited semantic information caused
in TAME to make incorrect classifications. For instance, the first
meme on the left in Table 7 is targeting “Muslims” by using a slur
that suggests an unnatural sexual relationship with goats. However,
VilBERT+TAME did not have the contextual knowledge to make the
right prediction. The base model might have made correct random
guesses in these examples; we observed that it made incorrect
predictions in similar unseen target types memes in Table 6.

5 DISCUSSION AND TAKEAWAYS
Our extensive experiments show that TAME is able to enhance the
hateful meme classification performance of visual language models
in both conventional and generalized zero-shot settings. Although
the improvement on the models enhanced with TAME seem small,
we noted that the hateful meme detection is performed under very
challenging settings. The analysis on recall for hateful memes with
unseen target types also show that models enhanced with TAME
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(a) (b) (c) (d)

Figure 4: t-SNE visualization of visual-linguistic features and target-aware representations learned by VilBERTand Vil-
BERT+TAME models in normal setting (a & b) and zero-shot learning setting (c & d).

Table 5: Correctly classified hateful memes with different unseen target types
Religion Unseen Nationality Unseen Sex Unseen Race Unseen Disability Unseen

Groundtruth Hateful Hateful Hateful Hateful Hateful
VilBERT Non-Hateful Non-Hateful Non-Hateful Non-Hateful Non-Hateful
VilBERT
+TAME

Hateful Hateful Hateful Hateful Hateful

Table 6: Incorrectly classified hateful memes with different unseen target types
Religion Unseen Nationality Unseen Sex Unseen Race Unseen Disability Unseen

Groundtruth Hateful Hateful Hateful Hateful Hateful
VilBERT Non-Hateful Non-Hateful Non-Hateful Non-Hateful Non-Hateful
VilBERT
+TAME

Non-Hateful Non-Hateful Non-Hateful Non-Hateful Non-Hateful

Table 7: Incorrectly classified hateful memes with different unseen target types, while base model classified correctly
Religion Unseen Nationality Unseen Sex Unseen Race Unseen Disability Unseen

Groundtruth Hateful Non-Hateful Hateful Hateful Hateful
VilBERT Hateful Non-Hateful Hateful Hateful Hateful
VilBERT
+TAME

Non-Hateful Hateful Non-Hateful Non-Hateful Non-Hateful

have significant improvement over the base models, demonstrating
TAME’s ability to enhance the hateful meme detection by increasing
true positives (i.e., correctly flagging hateful memes). The t-SNE
visualization (Figure 4) demonstrated TAME’s ability to learn better

meme latent representation where the memes sharing similar target
types are observed to cluster closer in the embedding space.

Nevertheless, through our case studies, we identify the limita-
tions of TAME; contextual information is still lagging for flagging
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certain hateful memes that require context and reasoning beyond
target identification. Furthermore, the zero-shot learning setting
may also lead to overfitting to seen hateful categories. The overfit-
ting issue may be significantly reduced in with few-shot learning.
This leaves room for future research to investigate and innovate
better solutions to tackle hateful meme classification in zero-shot
settings and explore hateful meme detection in other settings.

6 CONCLUSION
This paper proposed a zero-shot hateful meme detection task to
evaluate existing hateful meme classificationmethods’ performance
in detecting hateful memes with unseen target types. To the best
of our knowledge, this is the first paper to propose hateful meme
detection in zero-shot settings. To address the newly proposed task,
we also proposed a deep generative framework, TAME, which en-
hances existing hateful meme classification methods’ performance
in normal and zero-shot settings. Extensive experiments were con-
ducted using the Facebook hateful meme dataset, and the results
demonstrated TAME’s effectiveness in improving the state-of-the-
art hateful meme classification methods’ performance in normal
and zero-shot learning settings.

For future work, we aim to consider more fine-grain unseen
targets in zero-shot hateful meme classification tasks. For instance,
we can differentiate the different targets (e.g., “Chinese”, “Indian”)
in each target types (e.g., “Nationality”). We will also explore more
advanced methods to perform conventional and generalized zero-
shot hateful meme detection.
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