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Abstract

In recent years, as various realistic face forgery tech-
niques known as DeepFake improves by leaps and bounds,
more and more DeepFake detection techniques have been
proposed. These methods typically rely on detecting statis-
tical differences between natural (i.e., real) and DeepFake-
generated images in both spatial and frequency domains. In
this work, we propose to explicitly minimize the statistical
differences to evade state-of-the-art DeepFake detectors. To
this end, we propose a statistical consistency attack (StatAt-
tack) against DeepFake detectors, which contains two main
parts. First, we select several statistical-sensitive natural
degradations (i.e., exposure, blur, and noise) and add them to
the fake images in an adversarial way. Second, we find that
the statistical differences between natural and DeepFake im-
ages are positively associated with the distribution shifting
between the two kinds of images, and we propose to use a
distribution-aware loss to guide the optimization of different
degradations. As a result, the feature distributions of gen-
erated adversarial examples is close to the natural images.
Furthermore, we extend the StatAttack to a more power-
ful version, MStatAttack, where we extend the single-layer
degradation to multi-layer degradations sequentially and
use the loss to tune the combination weights jointly. Compre-
hensive experimental results on four spatial-based detectors
and two frequency-based detectors with four datasets demon-
strate the effectiveness of our proposed attack method in both
white-box and black-box settings.

1. Introduction
Recent advances in facial generation and manipulation

using deep generative approaches (i.e., DeepFake [30]) have
attracted considerable media and public attentions. Fake
images can be easily created using a variety of free and
open-source tools. However, the misuse of DeepFake raises

*Corresponding author: tsingqguo@ieee.org

Figure 1. Principle of our method. The light blue region and the
light red region represent the embedding space of natural/real im-
ages and fake images, respectively. The dark blue region represents
the embedding spaces of real images shared by different detectors.
The first row shows that a typical attack can map the fake samples
(i.e., the orange points) to the ‘real’ samples that can fool detector
A but fail to mislead detector B. The second row shows that our
method is to map the fake samples to the common regions of differ-
ent detectors, which can fool both detectors.

security and privacy concerns, particularly in areas such as
politics and pornography [6, 46]. The majority of back-end
technologies for DeepFake rely on generative adversarial net-
works (GANs). As GANs continue to advance, state-of-the-
art (SOTA) DeepFake has achieved a level of sophistication
that is virtually indistinguishable to human eyes.

Although these realistic fake images can spoof human
eyes, SOTA DeepFake detectors can still effectively detect
subtle ‘fake features’ by leveraging the powerful feature ex-
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traction capabilities of deep neural networks (DNNs). How-
ever, recent studies [2, 11] have shown that these detectors
are vulnerable to adversarial attacks that can bypass detectors
by injecting perturbations into fake images. Additionally,
adversarial examples pose a practical threat to DeepFake de-
tection if they can be transferred between different detectors.
Adversarial attacks are often used to verify the robustness
of DeepFake detectors [25]. Therefore, in order to further
research and develop robust DeepFake detectors, it is crucial
to develop effective and transferable adversarial attacks.

Several previous studies have explored the transferabil-
ity of adversarial examples [50, 51], which refers to the
ability of adversarial examples designed for a specific vic-
tim model to attack other models trained for the same task.
However, achieving transferable attacks against DeepFake
detectors is particularly challenging due to variations in net-
work architectures and training examples caused by different
data augmentation and pre-processing methods. These dif-
ferences often result in poor transferability of adversarial
examples crafted from typical attack methods when faced
with different DeepFake detectors.

Current detection methods typically rely on detecting sta-
tistical differences in spatial and frequency domains between
natural and DeepFake-generated images, (as explained in
Section 3), and various detectors share some common sta-
tistical properties of natural images [8, 36, 53]. These prior
knowledge and discoveries inspire us to design an attack
method with strong transferability that can minimize statis-
tical differences explicitly. Toward the transferable attack,
we propose a novel attack method, StatAttack. Specifically,
we select three types of statistical-sensitive natural degra-
dations, including exposure, blur, and noise, and add them
to fake images in an adversarial manner. In addition, our
analysis indicates that the statistical differences between
the real and fake image sets are positively associated with
their distribution shifting. Hence, we propose to mitigate
these differences by minimizing the distance between the fea-
ture distributions of fake images and that of natural images.
To achieve this, we introduce a novel distribution-aware
loss function that effectively minimizes the statistical dif-
ferences. Figure 1 illustrates the principle of our proposed
attack method. Moreover, We expand our attack method
to a more powerful version, MStatAttack. This improved
approach performs multi-layer degradations and can dynam-
ically adjust the weights of each degradation in different
layers during each attack step. With the MStatAttack, we
can develop more effective attack strategies and generate
adversarial examples that appear more natural.

Our contributions can be summarized as the following:
• We propose a novel natural degradation-based attack

method, StatAttack. StatAttack can fill the feature dis-
tributions difference between real and fake images by
minimizing a distribution-aware loss.

• To enhance the StatAttack, we further propose a multi-
layer counterpart, MStatAttack, which can select a more
effective combination of perturbations and generate
more natural-looking adversarial examples.

• We conduct comprehensive experiments on four spatial-
based and two frequency-based DeepFake detectors
using four datasets. The experimental results demon-
strate the effectiveness of our attack in both white-box
and black-box settings.

2. Related Work
DeepFake generation. Generative adversarial networks

(GANs) and their variants have achieved impressive results
in image generation and manipulation, leading to the devel-
opment of DeepFake technology. DeepFake utilizes GANs
to generate various types of fake images or videos. The
current DeepFake techniques can be roughly categorized
into three categories: entire face synthesis [31, 32, 40], face
identity swap [12, 39], and face manipulation [14, 21, 34].

Entire face synthesis aims to generate realistic human
faces that do not really exist, such as ProGAN [31] and
StyleGAN [32] developed by NVIDIA. The face identity
swap replaces a person’s face with the face of the target
person. FaceApp and FaceSwap are two Popular DeepFake
generation tools that employ GANs to achieve identity swap-
ping. In face manipulation, StarGAN [5], STGAN [34],
A3GAN [52], and AttGAN [21] are employed to edit and
manipulate the attributes and expressions of human faces,
such as changing the hair color, adding beards, wearing
glasses or creating smiling faces.

Malicious applications that utilize these generation meth-
ods may pose a significant threat to public information se-
curity. In order to fully evaluate the effectiveness of our
attack, we conduct a comprehensive evaluation based on the
generation methods described above. The generated face
dataset includes entire face synthesis images, face identity
swap images, and face manipulation images, allowing for a
comprehensive analysis of the attack’s performance.

DeepFake detection. To prevent the misuse of DeepFake
technologies, several DNN-based DeepFake detection meth-
ods have been proposed. DeepFake detection is essentially a
binary classification problem that involves distinguishing be-
tween fake images and natural images. Among the existing
detection methods, some works are focused on extracting
the spatial domain information [24, 27, 41, 48] of images
for DeepFake detection, while others explore the difference
in frequency domain information [1, 10, 42] between fake
images and natural images. These detection methods are
entirely data-driven and aim to enable the model to learn the
statistical differences between fake and natural images. With
the powerful feature extraction capability of DNNs, these
detection methods achieve superior detection results under
their respective experimental settings. To fully evaluate the
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Figure 2. Brightness statistic differences. (a) shows the average
brightness histogram of a natural face dataset, while (b) shows
the average brightness histogram of a ProGAN-generated fake
face dataset that lacks saturated and under-exposed region. (c) is
the same datasets as (b) with partial exposure adjustment. After
adjusting the local brightness, saturated and under-exposed pixel
values in fake images histogram appear.

Figure 3. Frequency Statistical differences (power spectrum). (a)
shows that GAN-generated images suffer from the dramatic incre-
ment of the high-frequency components compared with natural
images. (b) reveals that the Gaussian blurring process can reduce
these frequency differences.

effectiveness of our attack method, we perform attack ex-
periments on both spatial and frequency-based detectors to
evaluate the effectiveness of our attacks.

Adversarial attack. Adversarial attack aims to generate
adversarial perturbations and add them to inputs. The gen-
erated adversarial examples can fool the target model into
predicting an incorrect label. Some works investigate the
effect of additive perturbations on classifier robustness in a
white-box setting [3, 15, 35], while others focus on studying
the transferability of the adversarial example on the same
task in a black-box setting [4, 18, 26, 44]. More recently,
some other works have tried to employ natural degradation
as attack perturbations, such as motion blur, vignetting, rain
streaks, exposure, and watermark [13, 19, 29, 47].

For adversarial attacks against DeepFake detection, sev-
eral existing works have studied the robustness of DeepFake
detectors with additive perturbation-based attacks in differ-
ent experimental settings [11, 25, 28, 33, 38]. Meanwhile,
some works point out that adversarial examples with strong
transferability can pose a practical threat to DeepFake detec-
tion [2, 38]. To achieve transferable attacks, we investigate
the potential of natural degradation-based attacks to evade
various DeepFake detectors.

Figure 4. Frequency Statistical differences (spectrogram). (a) is a
real face image, (b) is a stargan-tampered image (Black hair turns
yellow), and (c) is a fake image with random noise added. Their
histograms are shown on the right of each image (Zoom in to see
details). Compared to the natural image, regular frequency artifacts
appear in the spectrogram of the stargan-tampered image (indicated
by a red arrow). After adding noise, the high-frequency artifacts in
the fake image disappear.

3. Statistical Differences
Several detection methods reveal statistical differences

between natural and fake images in both the frequency and
spatial domains. As seen in Figure 2, McCloskey et al. [36]
demonstrate that the network architecture and training pro-
cess of GANs can cause differences in the brightness statis-
tics between GAN-generated images and natural images. For
example, some GANs are only capable of generating images
with limited intensity values and fail to produce saturated
and under-exposed regions. In addition, as illustrated in Fig-
ure 3, Durall et al. [8] explore the statistical differences in
frequency information between natural and GAN-generated
images, revealing significant differences in high-frequency
components. Similarly, as we can see from Figure 4 (a),
Zhang et al. [53] find some statistical clues by directly ob-
serving the spectrograms of GANs-generated images. Their
experimental results show that the GANs would inevitably
leave regular high-frequency artifacts in the manipulated
images. To mitigate these differences, we aim to add corre-
sponding adversarial degradations.

4. Statistical Consistency Attack (StatAttack)
In this section, we first introduce three natural degrada-

tions that reduce the statistical differences between natural
and fake images, which are referred to as statistical-sensitive
degradations. We then demonstrate how to adversarially add
these natural degradations to the fake images. Finally, we
present our objective function and explain how it reduces
statistical differences effectively.

4.1. Statistical-Sensitive Degradation

Selection of degradations. We discuss three common
natural degradations that can effectively reduce the statistical
differences in Section 3: ❶ Changing exposure. Adjusting
the brightness values of pixels in local areas can change the
brightness distribution of fake images. As shown in Figure
2 (c), oversaturating and underexposing the pixels in local
areas of fake images can make their brightness distributions
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Figure 5. Pipeline of our attack. First, we add initialized adversarial degradations (adversarial exposure, adversarial blur, and adversarial
noise) to the fake images. Then, We collect the feature distributions of both natural and fake images and calculate their MMD values. Finally,
we optimize the perturbation parameters by minimizing the loss function and applying the optimized degradations to fake images.

similar to those of natural images. ❷ Adding blur. Filtering
out the high-frequency components in fake images with a
Gaussian low-pass filter can reduce the statistical differences
in the frequency domain. As illustrated in Figure 3, after per-
forming Gaussian filtering on fake images, the distribution
of high-frequency components becomes consistent with that
of natural images. ❸ Adding noise. Figure 4 (c) shows the
spectrum of fake images after adding random noise, and we
see that the regular artifacts in fake images are eliminated. It
is worth noting that adding local exposure to the image can
change the information not only in the spatial domain but
also in the frequency domain. Furthermore, Gaussian filter-
ing can also reduce some regular high-frequency artifacts in
the fake image. In the following, we introduce how to add
the three degradations in an adversarial way.

Naturalness adversarial exposure. We aim to inject
local exposure into the fake images, making their bright-
ness statistics more similar to natural images. Besides, since
natural-world exposure changes smoothly, the exposure in-
jected into the fake image should also have similar properties
( i.e., adjacent pixels in an image have similar exposure val-
ues). In order to achieve both of these objectives, we adopt
the adversarial exposure generation model proposed by Gao
et al. [13]. This model comprises two main components: a
polynomial model for generating exposure and a smoothing
formula for maintaining the naturalness of the exposure. Let
Ẽ represent the polynomial model for generating exposure,
and Xfake represent a fake image. We can inject adversarial
exposure into the fake image by

Pe(X
fake) = log−1(X̃fake + Ẽ), (1)

where the operation ‘̃·’ represents the logarithmic operation.
The polynomial model comprises two sets of parameters,
denoted by a and φ, which are optimized to generate the
adversarial exposure. To maintain the naturalness of the

exposure, we constrain the values of a and φ by adding the
smoothing equation to the loss function

S (a, φ) = −λa ∥a∥22 − λφ ∥▽φ∥22 , (2)

where the hyper-parameters λa and λφ are used to regulate
the balance between adversarial attack and smoothness.

Adversarial Gaussian blur. For a normal Gaussian blur,
Gaussian kernels used at different locations in an image
have the same value. To add Gaussian blur degradation in
an adversarial way, we propose to design Gaussian kernels
as learnable adversarial kernels. This approach allows the
adversarial perturbations to be applied adaptively at different
locations of the image [19]. Specifically, we denote σxi,yi

as the initial standard deviation of the Gaussian kernel at
each pixel position, where i denotes the i-th pixel and xi, yi
presents the corresponding image coordinates. We aim to
learn a standard deviation map σ, where the σxi,yi

represents
the standard deviation at each pixel position. Note that, the
larger σ should result in more blurry images. With σxi,yi

,
we calculate the adversarial Gaussian kernel for the ith pixel
(i.e., Hi) as follows:

Hi(u, v) =
1

2π (σxi,yi
)
2 exp

(
− u2 + v2

2π (σxi,yi
)
2

)
, (3)

where u and v represent the relative coordinate of the point
within the Gaussian kernel to the central pixel (xi, yi).With
the adversarial Gaussian kernel, we blur the fake image by

Pb(X
fake) =

∑
i∈N (i)

g(Xfake
i , k) ∗Hi. (4)

In this equation, N (i) refers to all pixels in Xfake,
g(Xfake

i , k) represents the region centered at the ith pixel
and enclosed within a Gaussian kernel of radius k, and the
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Figure 6. Correlations between statistical differences and the distri-
bution shifting of the natural and fake image sets. (1) - (4) display
the power spectrum and the MMD values between feature distri-
butions of two sets. The blue curves represent the high-frequency
components of GAN-generated images while the red curves depict
natural ones. We process the fake images using Gaussian blur with
various Gaussian kernels σ and observe that as the high-frequency
statistical differences decrease, the MMD values also decrease.

term ‘∗’ denotes the filtering operation. We can feed the gen-
erated image Pb(X

fake) an adversarial-related loss function
and minimize it to get {σxi,yi} and Hi via Eq. (4). Sub-
sequently, we apply pixel-level Gaussian blur on the fake
images through the computed Gaussian kernel.

Adversarial noise. To generate adversarial noise, we
adopt a simple and effective method. The adversarial noise
is denoted as follows:

Pn(X
fake) = Xfake +Na, (5)

where Na refers to an adversarial noise map with the same
size as Xfake. During each attack step, we generate the
adversarial noise by minimizing our adversarial loss function
and subsequently adding it to each fake image. To ensure
that the adversarial noise does not significantly impact the
quality of the image, we enforce sparsity on Na using a
constraint term. This constraint term is incorporated into the
final objective function.

In StatAttack, we apply these three perturbations sequen-
tially to fake images. Based on Eq. (1), (4), and (5), we can
summarize the aforementioned perturbations as follows:

Pθ(X
fake) = Pn(Pb(Pe(X

fake))), (6)

where the Pθ(X
fake) contains four sets of parameters to be

optimized, i.e., {a, φ, σ,Na}.

4.2. Distribution-aware Statistical Consistency

Given a set of real images and a set of fake images, we
study correlations between statistical differences and dis-
tribution shifting of the two sets and find that statistical
differences are positively associated with the distribution
shifting between the two sets. Figure 6 illustrates a sim-
ple experiment that we investigate this relationship. In this
experiment, we first collect a set of natural images and a
set of StarGan-generated fake images, and use a Gaussian
filter to handle fake images with varying σ. Then, we use
maximum mean discrepancy (MMD) [17] to measure the

Figure 7. Architecture of MStatAttack. The weights and parameters
of each attack pattern are optimized jointly when minimizing the
objective function.

distance between the feature distributions of the filtered fake
images and natural images. It is worth noting that increasing
the σ can reduce the high-frequency spectrum in the fake im-
ages. We find that the MMD value decreases as the statistical
difference reduces. Moreover, previous studies [9, 49] have
pointed out that the MMD between two feature distributions
at the i-th layer is end-to-end differentiable, enabling the use
of MMD as a loss function.

Objective function. An attack is considered successful
for a binary classifier if the generated adversarial example is
classified as the opposite class. Our objective is to generate
adversarial examples that closely resemble natural images
in terms of feature distributions. Let χfake =

{
Xfake

j

}
and

χreal =
{
Xreal

j

}
represent a set of fake and natural images.

We define our objective function as follows:

argmin
a,φ,σ,Na

JMMD

(
Pθ

(
χfake) , χreal)+ S(a, φ),

subject to ∥Na∥p ≤ ϵ
(7)

where JMMD(·) represents the MMD value between the two
feature distributions in a certain detector layer. We calculate
the parameters of adversarial exposure, blur, and noise by
optimizing Eq. (7).

Algorithm. As shown in Figure 5. First, we initialize
the parameters {a, φ, σ,Na} for the three perturbations and
add them to the fake images. Next, we collect the feature
distributions of both the natural and fake images on the
global pooling layer in each DNN-based detector model and
calculate their MMD values. To optimize the perturbation
parameters, we use sign gradient descent to minimize Eq. (7).
Finally, we apply the optimized values of {a, φ, σ,Na} to
the raw fake images, resulting in the generation of adversarial
fake images.

5. Multi-layer StatAttack (MStatAttack)
Repeatedly adding adversarial perturbations to an image

may increase the success rate of attacks. Hence, we fur-
ther extend the StatAttack to a more powerful version, i.e.,
MStatAttack, where we extend the single-layer degradation
to multi-layer degradations sequentially and use the loss to
tune the combination weights jointly.
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Specifically, as depicted in Figure 7, MStatAttack em-
ploys multiple layers to process the input. At the kth layer,
MStatAttack takes the output of the (k − 1)th layer, which
is denoted as Xfake

pk−1
, and applies three types of adversarial

degradation (i.e., exposure, blur, and noise) in parallel. Then,
we maintain four weights (i.e., w′

ek
, w′

bk
, w′

nk
, w′

Xk
) to mix

Xfake
pk−1

and its three perturbed versions, obtaining the output
of the kth layer. To make sure the sum of the four weights
equal one, we feed them to a softmax layer and get (i.e.,
wek , wbk , wnk

, wXk
). The perturbation of each layer can

be written as

Xfake
pk

= wekPe(X
fake
pk−1

) + wbkPb(X
fake
pk−1

)

+ wnk
Pk(X

fake
pn−1

) + wXk
Xfake

pk−1
, n ≥ 1

(8)

where the Xfake
pk

represents the adversarial examples gener-
ated at kth layer. During optimization, the raw weights and
all degradation parameters are jointly optimized based on
the loss function. The softmax layer ensures that the updated
weights add up to one, preventing intensity overflow during
the image mixing process.

In addition to automatically selecting the appropriate at-
tack strategy ( i.e., perturbation combinations ), MStatAttack
can enhances the generated adversarial examples by incorpo-
rating more components from the raw fake images, resulting
in visually closer raw fake images.

Table 1. Statistics of the collected dataset. The first column is the
fake faces, the second column is the type of fake faces, the third
column is the collection method, and the fourth column is the real
data source for generating the fake faces.

Fake Data Fake Type Collection Real Source

FF++ face identity swap FaceForensics++ FaceForensics++
StyleGANv2 entire face syhthesis self-synthesis FFHQ
StarGAN face manipulation self-synthesis CelebA
ProGAN entire face syhthesis self-synthesis CelebA-HQ

6. Experiments
6.1. Experimental Setups

Dataset. We conduct experiments on four datasets to
evaluate our method. For entire face synthesis, we use Style-
GANv2 [32] and ProGAN [31] to generate high-quality fake
face images. For face attribute manipulation, we employ
StarGAN [5] to modify the attributes of natural face images,
where the modified attributes are hair color, gender, and age.
For face identity swap, we use the DeepFake dataset pro-
vided in the FaceForensics++ [43] benchmark, which was
produced using the publicly available tool. Table 1 presents
the statistics of our collected fake dataset. For real face
images, we use real face images from CelebA, FFHQ, and
FaceForensics++ dataset.

Table 2. The accuracy of each detector on different datasets.

Model&
DataSet

Model&
DataSet ResNet EffNet DenNet MobNet DCTA DFTD

FF++ 94.2% 93.8% 91.5% 94.4% 93.1% 91.6%
StyleGANv2 98.7% 97.5% 99.2% 97.2% 98.5% 97.4%

StarGAN 97.6% 98.9% 98.4% 96.4% 100% 98.8%
ProGAN 99.1% 99.3% 98.0% 98.9% 99.2% 99.0%

Victim detectors. For the spatial-based detectors, we use
four spatial-based classification models, i.e., ResNet50 [20],
EfficentNet-b4 [45], DenseNet [23], and MobileNet [22].
For the frequency-based detectors, we adopt two popular
detectors, DCTA [10] and DFTD [53]. To ensure fair eval-
uations, we reproduce the PyTorch version of DCTA and
rewrite the frequency domain transform operations involved
in both methods as a network structure layer. Table 2 shows
the accuracy of these detectors on each dataset.

Metrics. We employ the attack success rate (ASR) and
image quality metric (i.e., BRISQUE [37]) to evaluate the
effectiveness of our attack methods. BRISQUE is a non-
referenced image quality assessment metric, where a higher
BRISQUE score indicates lower image quality.

Baseline attacks. We compare with two commonly
used baselines attack, i.e., PGD [35] and FGSM [16], and
two SOTA transferable-based attack, i.e., MIFGSM [7] and
VMIFGSM [50]. For the parameters of baseline attacks, we
set the max perturbation magnitude ϵ = 8/255 with the pixel
range [0,1], and the iteration number is 40.

Implementation details. We set the input size of images
to be 256 x 256 that is the common output resolution of
the existing synthetic model. For StatAttack, we set the
parameters λa = 0.1, λφ = 0.1 and the iteration number is
40. For MStatAttack, we use 3 layers, and set the batch size
to 30 for this experiment.

6.2. Attack on Spatial-based Detectors

We conducte experiments to evaluate the effectiveness of
our proposed attack on four space-based Deepfake detectors
in both white-box and black-box settings.

In the white-box setting, our attack achieves competitive
results with baselines, as shown in Table 3. Moreover, in
comparison to StatAttack, MStatAttack is able to select a
more efficient combination of perturbations, resulting in an
improved attack success rate. For instance, when attacking
ResNet on the StarGAN dataset, MStatAttack increases the
attack success rate from 99.3% to 100%. Additionally, we
visualize the feature distributions of natural and attacked
fake images using various attacks, as depicted in Figure 8. It
can be seen that our proposed method can align the feature
distributions of fake and real images, making it more difficult
for DeepFake detectors to classify them accurately.

In the black-box setting, we use adversarial examples
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Table 3. The attack success rate and image quality assessment on spatial-based Deepfake detectors. In each group, the first column denotes
the attack success rates in the white-box setting, while the second, third and fourth columns are the transfer attack success rates on other
Deepfake detectors. We mark the first, second, and third highest attack success rates in red, yellow, and blue. The last column shows the
BRISQUE score.

Crafted from ResNet EfficinetNet DenseNet MobileNet

Attack model
& Metrics ResNet EffNet DenNet MobNet BRISQUE EffNet ResNet DenNet MobNet BRISQUE DenseNet ResNet EffNet MobNet BRISQUE MobNet ResNet EffNet DenNet BRISQUE

PGD 78.3% 54.7% 53.1% 60.0% 49.4 96.1% 16.5% 13.3% 43.3% 48.2 95.7% 43.3% 38.1% 59.4% 46.5 94% 10.0% 25.9% 6.0% 50.1
FGSM 88.8% 31.4% 30.5% 44.3% 52.3 84.6% 51.5% 44.7% 41.5% 51.3 91.6% 59.8% 44.8% 48.5% 49.6 93.5% 36.8% 42.5% 33.6% 52.7

MIFGSM 98.2% 47.2% 45.5% 63.2% 46.3 97.2% 45.2% 47.6% 51.3% 44.2 100% 68.5% 57.4% 52.3% 43.8 100% 39.4% 40.2% 25.3% 48.7
VMIFGSM 98.0% 53.0% 55.0% 65.3% 46.5 97.3% 43.9% 49.5% 56.3% 45.4 99.7% 72.0% 58.0% 73.4% 44.2 97.5% 40.9% 44.3% 33.9% 46.4

StatAttack 96.5% 65.9% 81.3% 71.2% 49.5 97.6% 53.2% 51.4% 66% 47.2 97.3% 75.1% 60.1% 60.6% 47.5 98.1% 51.9% 58.1% 40.7% 49.6

FF
++

MStatAttack 97.3% 62.1% 83.1% 73.2% 46.7 98.8% 57.0% 58.8% 68.3% 46.3 98.8% 80.2% 70.2% 65.2% 44.6 99.3% 60.8% 60.1% 40.3% 45.5

PGD 98.2% 23.8% 27.7% 36.6% 17.3 96.2% 10.1% 12.9% 17.2% 18.4 96.5% 17.0% 13.1% 27.6% 19.7 100% 8.8% 12.2% 10.5% 18.6
FGSM 78.3% 11.4% 18.7% 34.4% 21.3 89.0% 8.0% 5.9% 9.5% 26.5 75.4% 15.6% 8.1% 36.1% 28.8 85.6% 10.4% 6.5% 8.2% 26.4

MIFGSM 99.5% 24.3% 29.1% 38.9% 15.3 98.5% 10.3% 18.2% 17.5% 16.3 98.2% 18.5% 10.2% 35.2% 17.5 100% 18.2% 13.2% 24.4% 17.1
VMIFGSM 100% 21.4% 28.7% 36.1% 16.4 96.8% 9.7% 19.8% 18.3% 17.2 98.4% 20.3% 15.7% 41.5% 19.3 100% 17.3% 11.1% 13.1% 18.8

StatAttack 98.3% 43.2% 57.1% 64.5% 17.5 96.6% 33.6% 73.6% 78.2% 18.3 97.1% 46.6% 31.7% 77.4% 18.5 98.0% 26.5% 25.5% 60% 17.5St
yl

eG
A

N
v2

MStatAttack 100% 46.2% 62.1% 68.2% 16.8 97.9% 41.2% 75.8% 76.6% 17.5 98.6% 47.2% 34.5% 78.0% 16.4 98.9% 37.6% 30.5% 58% 17.1

PGD 96% 13.9% 20.5% 20.5% 32.9 88.0% 30.1% 22.2% 18.4% 30.2 92.8% 68.4% 32.9% 24.8% 33.1 100% 8.8% 10.2% 6.5% 30.9
FGSM 89.8% 32.7% 56.4% 36.0% 40.6 75.5% 33.8% 44.5% 44.9% 38.8 82.1% 65.8% 26.2% 32.2% 36.9 86.3% 52.1% 18.3% 16.5% 37.1

MIFGSM 100% 35.4% 55.2% 25.1% 30.2 99.3% 40.0% 57.1% 50.2% 31.5 97.5% 70.0% 65.5% 33.5% 30.4 100% 52.1% 39.5% 55.8% 30.3
VMIFGSM 100% 39.8% 75.4% 36.8% 31.5 99.7% 59.9% 58.3% 55.2% 32.8 97.8% 72.2% 57.7% 56.7% 33.7 100% 53.2% 24.1% 36.5% 30.5

StatAttack 99.3% 41.0% 88.4% 39.1% 32.5 95.7% 68.8% 61.6% 62.0% 30.4 97.9% 78.1% 64.3% 63.3% 31.2 100% 82.5% 42.1% 75.1% 30.4St
ar

G
A

N

MStatAttack 100% 48.0% 89.6% 42.1% 30.6 97.6% 75.6% 62.3% 68.3% 31.6 98.6% 88.3% 63.1% 71.3% 29.9 99.3% 87.2% 43.5% 77.9% 28.8

PGD 93.8% 13.2% 20.1% 10.1% 18.8 92% 23.5% 21.2% 34.5% 15.1 96.5% 7.2% 16.5% 25.8% 15.6 97.3% 32.8% 21.4% 33.1% 16.1
FGSM 76.1% 20.5% 20.1% 30.4% 21.2 78.6% 30.2% 35.7% 35.4% 20.4 81.3% 18.7% 30.1% 34.2% 19.6 92.8% 34.5% 30.2% 38.8% 21.4

MIFGSM 96.5% 20.2% 13.8% 31.6% 18.5 99.5% 22.5% 28.6% 30.1% 18.9 97.8% 11.1% 23.2% 41.5% 20.1 97.5% 37.9% 22.9% 23.4% 19.5
VMIFGSM 97.2% 27.5% 23.3% 32.4% 17.4 98.4% 37.2% 37.7% 37.9% 16.5 96.2% 20.1% 32.2% 36.6% 18.4 95.1% 47.5% 32.1% 43.5% 17.1

StatAttack 96.8% 72.8% 78.4% 50.6% 18.8 97.3% 71.0% 68.5% 53.7% 19.1 98.8% 85% 67.2% 78.2% 17.2 95.7% 69.1% 62.6% 61.4% 19.6Pr
oG

A
N

MStatAttack 98.8% 68.8% 75.6% 51.2% 17.1 98.6% 86.3% 76.0% 60.2% 17.0 99.1% 79.6% 65.5% 76.5% 17.3 98.5% 76.6% 70.5% 66.7% 18.8

Figure 8. Feature distributions on ResNet after various attacks. Red
and blue points represent feature distributions of attacked fake and
real images, respectively. It is evident that the baseline attacks fail
to align the feature distributions of fake and real images, whereas
the proposed method can.

generated by a specific detector to attack other detectors,
enabling us to evaluate the transferability of our attack meth-
ods. Table 3 presents the results of our attacks that achieve
higher transfer attack success rates than those of other meth-
ods with nearly top-2 results in all cases. For instance, when
using adversarial examples crafted from ResNet on the Deep-
Fake dataset, we achieve transfer attack success rates of
65.9%, 81.3%, and 71.2% on EfficientNet, DenseNet, and
MobileNet, respectively.

6.3. Attack on Frequency-based Detectors

To further demonstrate the attack capability of our
method, we evaluate its effectiveness on two frequency-
based detectors, namely DCTA [10] and DFTD [53]. As
shown in the first column of Table 4, the attack success rates
of our proposed attack are significantly higher than those of
baseline attacks in both white-box and black-box settings.
Moreover, our method can alter the frequency components of
the fake images, resulting in generated adversarial examples
closer to natural images in terms of frequency information.

Table 4. The attack success rate and image quality assessment
on frequency-based Deepfake detectors. In each group, the first
column denotes the attack success rates in the white-box setting,
and the second columns are the attack success rates in the black-box
setting. The ResNet column represents the transfer success rate of
the adversarial examples generated by the ResNet. We mark the
first, second, and third highest attack success rates in red, yellow,
and blue. The last column shows the BRISQUE score.

Crafted from DCTA DFTD ResNet

Model&ASR DCTA DFTD BRIS DFTD DCTA BRIS DCTA DFTD BRIS

PGD 65.2% 2.0% 61.2 81.2% 3.5% 59.6 0.1% 1.1% 58.2
FGSM 54.1% 7.3% 60.1 75.4% 4.1% 63.4 1.2% 2.1% 62.3

MIFGSM 72.3% 7.5% 55.2 83.7% 8.1% 57.1 0.8% 1.0% 57.7
VMIFGSM 73.4% 8.6% 54.0 85.6% 6.3% 55.3 0.0% 0.0% 56.3

StatAttack 85.0% 35.5% 58.8 91.1% 38.8% 57.6 18.5% 23.7% 59.0

FF
++

MStatAttack 87.5% 37.2% 57.1 93.2% 37.0% 57.3 17.3% 22.6% 53.8

PGD 71.2% 0.0% 27.6 88.8% 3.5% 28.5 1.5% 1.3% 23.5
FGSM 60.1% 1.2% 32.0 54.4% 7.2% 32.4 3.3% 4.5% 26.4

MIFGSM 88.3% 0.0% 26.2 75.3% 5.1% 26.3 0.7% 1.2% 24.8
VMIFGSM 89.5% 1.1% 31.1 80.4% 7.5% 27.1 1.6% 2.1% 27.3

StatAttack 92.1% 26.2% 28.2 89.8% 28.2% 27.0 17.3% 21.6% 27.4St
yl

eG
A

N
v2

MStatAttack 93.4% 31.3% 26.4 91.2% 31.6% 26.7 12.1% 22.7% 23.0

PGD 71.2% 2.2% 40.4 91.0% 3.2% 43.1 2.3% 3.6% 42.8
FGSM 65.3% 3.2% 41.4 75.4% 5.1% 51.2 4.2% 5.3% 51.1

MIFGSM 87.3% 8.0% 40.5 93.2% 8.2% 54.6 1.6% 2.1% 50.3
VMIFGSM 86.5% 9.1% 43.9 95.1% 9.3% 52.1 1.8% 2.0% 42.2

StatAttack 95.1% 26.9% 42.4 91.7% 31.1% 55.8 19.5% 25.6% 41.5St
ar

G
A

N

MStatAttack 96.4% 28.2% 41.2 88.7% 33.8% 45.1 15.7% 19.3% 39.0

PGD 52.1% 2.0% 27.7 93.3% 2.1% 29.8 4.5% 7.9% 28.9
FGSM 43.6% 3.5% 32.4 81.4% 1.2% 33.6 7.1% 8.3% 21.2

MIFGSM 71.5% 2.1% 27.2 97.3% 8.6% 28.6 6.5% 7.6% 29.3
VMIFGSM 72.3% 1.7% 27.4 98.5% 5.7% 28.8 7.1% 7.9% 27.1

StatAttack 88.5% 18.0% 30.9 97.5% 21.0% 29.3 11.2% 18.5% 26.8Pr
oG

A
N

MStatAttack 90.2% 20.3% 31.2 97.7% 18.1% 29.0 12.2% 16.6% 24.1

Therefore, the adversarial examples crafted from the spatial-
based detector can also transfer to the frequency-based de-
tectors, leading to the transferability in a broader sense. To
demonstrate this, we used adversarial examples crafted from
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Figure 9. Visualization of the crafted adversarial examples. The
visualizations include the raw fake images and the adversarial exam-
ples generated with VMIFGSM (b), StatAttack (c), and MStatAt-
tack (d) on four datasets.

Table 5. Transfer success rate with different attack patterns. The
adversarial examples are crafted from the ResNet.

Detector&
Attack patterns EfficientNet DenseNet MobileNet DCTA DFTD

only noise 22.5% 38.6% 32.4% 3.2% 4.8%
only exposure 26.8% 35.3% 36.6% 11.4% 14.2%
only blur 10.3% 11.7% 16.5% 8.5% 10.3%
w/o noise 37.5% 31.0% 43.4% 17.1% 20.5%
w/o exposure 39.5% 33.7% 40.5% 10.5% 13.3%
w/o blur 57.1% 70.3% 65.4% 10.7% 12.9%

a spatial-based detector to attack frequency-based detectors.
As shown in the last three columns of Table 4, the trans-
fer attack success rate of our proposed attack significantly
outperforms that of the baseline attacks.

6.4. Images Quality Comparison

We also assess the image quality of the generated ad-
versarial examples. The BRISQUE scores, shown in the
last column of Tables 3 and 4, demonstrate that our attack
method can maintain image quality while achieving high
attack success rates. As illustrated in Figure 9, our method
(i.e., StatAttack) can generates natural-looking adversarial
examples, and that MStatAttack can further enhance the
realism of the adversarial examples compared to StatAttack.

6.5. Ablation Study

To assess the impact of each attack pattern on transferabil-
ity, we perform transfer attack experiments using adversarial
examples crafted from a spatial-based Deepfake detector (
i.e., ResNet ) in different attack patterns. Our results, as
presented in Table 5, reveal that adversarial noise and adver-
sarial exposure have the greatest impact on the spatial-based
detectors. On the other hand, for frequency domain-based
detectors, adversarial exposure and adversarial blur are the
primary factors influencing the attack performance.

7. Conclusion
In this work, we propose a novel degradation-based at-

tack method called StatAttack, which can be used to by-
pass various DeepFake detectors. StatAttack is capable of
generating adversarial examples that closely resemble nat-
ural images in terms of feature distributions. In addition,
we further extend StatAttack to a more powerful version,
MStatAttack, which can select a more effective combination
for attack and generate more natural-looking adversarial ex-
amples. We extensively evaluate our attack method on four
spatial-based detectors and two frequency-based detectors
using four datasets. The experimental results demonstrate
the effectiveness of our attack method in both white-box and
black-box settings.

Limitations. One limitation of our study is that we only
considered three types of degradations. To enhance the ro-
bustness of our method, future work will focus on exploring
additional natural degradations that could be more effective
in simulating real-world scenarios. We also plan to leverage
meta-learning to enhance the efficiency of our attack.

Social impacts. Our proposed attack method is capable
of generating natural-looking adversarial examples that can
transfer across different DeepFake detectors, posing a signif-
icant practical threat to the current DNN-based DeepFake
detectors. This stealthy and transferable attack method can
be employed to evaluate the robustness of Deepfake detec-
tors in real-world applications or improve their robustness
through adversarial training.
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