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Automated Question Title Reformulation by Mining
Modification Logs From Stack Overflow

Ke Liu®™, Xiang Chen

Abstract—In Stack Overflow, developers may not clarify and
summarize the critical problems in the question titles due to a
lack of domain knowledge or poor writing skills. Previous studies
mainly focused on automatically generating the question titles by
analyzing the posts’ problem descriptions and code snippets. In
this study, we aim to improve title quality from the perspective of
question title reformulation and propose a novel approach QETRA
motivated by the findings of our formative study. Specifically, by
mining modification logs from Stack Overflow, we first extract
title reformulation pairs containing the original title and the
reformulated title. Then we resort to multi-task learning by
formalizing title reformulation for each programming language as
separate but related tasks. Later we adopt a pre-trained model T5
to automatically learn the title reformulation patterns. Automated
evaluation and human study both show the competitiveness
of QETRA after compared with six state-of-the-art baselines.
Moreover, our ablation study results also confirm that our studied
question title reformulation task is more practical than the direct
question title generation task for generating high-quality titles.
Finally, we develop a browser plugin based on QETRA to facilitate
the developers to perform title reformulation. Our study provides
a new perspective for studying the quality of post titles and can
further generate high-quality titles.

Index Terms—Stack Overflow mining, question post quality
assurance, question title reformulation, modification logs, deep
learning.

I. INTRODUCTION

TACK Overflow is widely used for developers to seek solu-
S tions for programming-related problems. While the number
of question posts in Stack Overflow has been growing rapidly,
researchers [1], [2] found that the quality of a significant num-
ber of questions is not satisfactory. These low-quality question
posts cannot attract timely attention from other developers in
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Stack Overflow. Moreover, they can hinder the generation and
sharing of programming knowledge [3], [4]. One of the essen-
tial reasons for the low quality of question posts is that devel-
opers cannot clarify and summarize the critical problems in the
question titles [5], [6], [7] due to the lack of domain knowledge
or good writing skills. This can also have a negative impact
on some tasks related to Stack Overflow (such as post retrieval
[8], [9], chatbot development [10], API method recommenda-
tion [11], [12]). Therefore, the automatic question title genera-
tion has become a valuable research problem in mining Stack
Overflow.

In previous studies, researchers mainly focused on generating
the question titles by analyzing the posts’ contents (such as
problem descriptions and code snippets). For example, Gao
et al. [4] were the first to automatically generate titles by an-
alyzing the code snippets in the post body. They proposed a
data-driven sequence-to-sequence approach Code2Que, which
used an attention mechanism to better select content from the
code snippet, a copy mechanism to solve the out-of-vocabulary
problem, and a coverage mechanism to eliminate the word rep-
etition problem. Then, we [13] further leveraged both the code
snippets and the problem descriptions. We modeled this task
as a multi-task learning problem and proposed a Transformer-
based approach SOTitle.

One of the main reasons for the popularity of Stack Overflow
is its ability to maintain high-quality posts on its platform. The
community has implemented a set of mechanisms to ensure
that the content posted on the platform is accurate, useful,
and relevant. For example, after a question post is posted,
the owner of the question post and other users can edit the
content of the question post!. Previous studies [14], [15] have
also shown that editing question posts can help to improve the
quality of question posts. Therefore, we can improve the title
quality by learning title reformulation patterns by gathering
the title modification information of developers in modification
logs provided by Stack Overflow. Then given an unsatisfactory
original question title, we can use the learned title reformulation
knowledge to recommend reformulated titles with higher qual-
ity for the post editors. Notice previous studies [4], [13] mainly
generate the title from scratch, while our investigated question
title reformulation aims to polish the original crafted title by
mining modification log. Therefore, our study can provide a
new perspective to improve post title quality.

In our study, we first perform a formative study to investi-
gate how developers reformulate the question titles by mining

Thttps://stackoverflow.com/help/editing
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Original Title: Version Control. Getting started...

]

First Formulated Title: Getting started with Version Control

4

Second Formulated Title: Getting started with Version Control System

| need to implement version control, even for just the developing | do at home. |
have read about how great subversion is for the past couple of years and was
about to dedicate myself to learning this on the side until | heard about Git being
the up and coming version control system.

Given the situation, should | hold off and see which one comes out on top? What
are their relative advantages?

One issue | noticed with Git is, there are not many full featured GUIs, which is
important to many users on my team.

Also, wouldn't mind suggestions on how to get started with one or the other.

(tutorials, etc.)

Fig. 1.
Overflow.

The process of modifying the title of a question post in Stack

modification logs. Based on the modification logs between July
2008 and March 2022, we extract 152,259 title reformulation
pairs from 122,528 title reformulation threads. Fig. 1 shows a
title reformulation thread. In this thread, the original title has
been reformulated two times (The modified part is highlighted
with shadows) and the post body is shown in the bottom half
of this figure. After analyzing these title reformulation pairs,
we find that question title reformulation has certain common
patterns (detailed analysis is in Section III-C). For example, the
developers may correct spelling errors, such as revising “Un-
destanding” to “Understanding.” The developers may simplify
and refine the title into the most common expression ways, such
as revising “C# how do I write in the code this char—\"’
to “C# how do I write the escape char—*\’ to code.” The
developers may add constraints (e.g., programming languages
or platforms) in the title, such as revising “how to convert
a json to a php object?” to “how to convert a json to a
php object in symfony2?.” The developers may delete specific
information in error messages or code snippets, such as re-
vising “MongoDb throws java.lang.Illegal ArgumentException:
Invalid BSON field name” to “MongoDb upsert exception
invalid BSON field.”

Since the question title reformulation task is tedious for
developers, we propose a novel approach QETRA (QuEstion
Title ReformulAtion) based on deep learning to automatically
reformulate the original question title. Specifically, by mining
modification logs from Stack Overflow, we first extract title
reformulation pairs containing the original title and the refor-
mulated title from the identified title reformulation threads.
Then, based on the findings in our informative study (such
as a large number of software-specific concepts exist in ques-
tion posts for different programming languages, but the other
contents in the post titles for different programming languages
have a certain similarity), we formalize the question title re-
formulation for different programming languages as separate
but related tasks and resort to multi-task learning [16], which
can allow related tasks to improve each other’s performance

by using shared and complementary information. Finally, we
adopt a pre-trained model T5 [17] to automatically learn the
title reformulation patterns from the extracted title reformula-
tion pairs. For the application phase, given the original title
and the content of the question post body, the trained model
can recommend candidate reformulated titles. We evaluate the
quality of the reformulated titles of our approach with large-
scale archival manual reformulation results in terms of both
automatic evaluation and human study evaluation, respectively.
Automatic evaluation results show that QETRA can generate
higher-quality reformulated titles than six state-of-the-art base-
lines. Taking Python programming language as an example,
in terms of metrics EM@1 and GLEU, our approach achieves
228.69% and 51.59% improvement compared with the baseline
CodeBERT [18] and achieves 150.63% and 13.11% improve-
ment compared with the baseline LanguageTool. The human
study results also show that the quality of the reformulated
titles by QETRA is higher than the baselines CodeBERT and
LanguageTool. Finally, we find considering the original title
and the post body information can achieve better performance
than only considering the post body information in our ablation
studies. Our empirical results show that reformulating on the
basis of the original titles can better guarantee the quality of
the titles.

The contributions of our study can be summarized as follows.

o We are the first to study the problem of automated ques-
tion title reformulation by mining modification logs from
Stack Overflow. Our study can provide a new direction for
improving question title quality.

o We construct a high-quality large-scale dataset by mining
modification logs of high-quality problem posts for six
popular programming languages in Stack Overflow. This
dataset includes 152,259 title reformulation pairs from
122,528 title reformulation threads.

o We perform a formative study to investigate how devel-
opers reformulate the question titles. Inspired by the find-
ings of our formative study, we propose a novel approach
QETRA based on deep learning to automatically reformu-
late the original question title, which is designed based on
the pre-trained model TS5 and multi-task learning.

o« We evaluate the quality of the reformulated titles of
QETRA by comparing state-of-the-art baselines based on
automatic evaluation and human study evaluation. More-
over, to facilitate the formulation of the original title for
developers, we develop a browser plugin based on QETRA.

« To facilitate other researchers to follow and advance our
study, we have released the scripts, the dataset, and our
developed plugin on our project homepage.”

The remaining part of this paper is organized as follows:
Section II describes our process of collecting title reformulation
pairs from modification logs. Section III illustrates the findings
of our formative study. Section IV shows the details of our pro-
posed approach QETRA. Section V introduces the experimental
setup of our study. Section VI presents the empirical results for
each research question. Section VII discusses the generalization

Zhttps://github.com/KeLiu97/QETRA
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TABLE I
ALL THE RECORDS FOR THE TITLE REFORMULATION (SHOWN IN FIG. 1) IN THE DATA DUMP POSTHISTORY

Id Postld  PostHistoryTypeld CreationDate Userld Text
16757 2658 1 2008-08-05T18:29:14.283 406 Version Control. Getting started...
19367804 2658 4 2011-12-22T22:13:08.093 845306  Getting started with Version Control
264747877 2658 4 2022-02-23T12:27:23.230 5452687  Getting started with Version Control System

TABLE 11

LENGTH STATISTICS OF THE ORIGINAL TITLE,

REFORMULATED TITLE, AND POST BODY FOR DIFFERENT PROGRAMMING LANGUAGES

Original Title Length Reformulated Title Length Question Body Length

Language | Average Mode Median <16 Average Mode Median <16 Average Mode Median <512
Java 8.48 7 8 95.64% 9.11 8 9 95.10% 135.75 49 92 97.34%
Python 8.63 7 8 95.87% 9.13 8 9 95.75% 131.27 50 92 97.89%
C# 8.70 7 8 95.00% 9.03 8 9 94.57% 137.40 41 98 97.50%
JavaScript 8.50 7 8 96.14% 9.07 8 9 95.75% 125.54 45 89 97.98%
PHP 8.31 7 8 96.54% 8.90 8 9 95.87% 127.05 52 87 97.89%
HTML 8.71 7 8 95.39% 9.26 8 9 95.18% 122.65 37 88 98.25%

and limitations of QETRA. Section VIII shows the novelty of
our study by comparing related studies. Section IX concludes
our study and shows potential future directions.

II. DATA COLLECTION

We gathered modification logs from two large-scale data
dumps from Stack Overflow®. Stack Overflow releases data
dumps of all its publicly available content roughly every three
months via archive.org* and the database schema documenta-
tion for these public data dumps can be found in the webpage®.
The first data dump is Posts, which includes all question
posts from July 2008 to March 2022. The second data dump
is Post History, which includes the title reformulation history
of all question posts from July 2008 to March 2022. In the
data dump PostHistory, the modification of the post will be
distributed to different records depending on the modified parts.
For example, we show all the records for the title reformulation
thread (shown in Fig. 1) in Table I. In this table, each historical
record contains multiple attributes. Here we only show the
meaning of some relevant attributes. Specifically, The attribute
“Postld” represents the related post ID. The attribute “Post-
HistoryTypeld” represents the modification type according to
the modification part (e.g., 1 denotes “Initial Title,” 4 denotes
“Edit Title”). The attribute “CreationDate” represents the time
when the modification occurred. The attribute “Userld” repre-
sents the user ID associated with the modification. The attribute
“Text” represents the corresponding text. In this example, we
can find the developer performed two successive title reformu-
lations in the second row and the third row.

Due to many posts in Stack Overflow, we resort to popular
tag statistical information provided by Stack Overflow®. After
removing tags related to the system and framework (such as
Android, and jquery), we finally select the top-six popular

3https://archive.org/download/stackexchange, accessed in March 2022.
“https://archive.org/details/stackexchange
Shttps://meta.stackexchange.com/questions/2677/database-schema-
documentation-for-the-public-data-dump-and-sede
Shttps://stackoverflow.com/tags, accessed in March 2022.

programming languages. Specifically, we first use (java),
(c#), (python), (javascript), (php), and (html) tags to se-
lect corresponding posts from the data dump Post. Then, to
guarantee the quality of our selected posts, we considered two
heuristic selection rules based on the suggestions provided by
previous studies [19], [20], [21], [22].

o Rule 1: The score of the selected question post is not

smaller than 5.

o Rule 2: The selected question post should have the ac-

cepted answer.

We extracted related modification records for these selected
posts according to “Postld” from the data dump PostHistory.
Then we arranged related modification records chronologically
for each post in a thread. In particular, supposing a thread ¢,
ta, -+ -, t, (Here t; denotes the original title, ¢5 to t,, denotes
the reformulated titles ordered in a chronological way), we can
generate n-1 title reformulation pairs: <t1, t,>, <ts,t,>, -,
<tp—1, tn>, since we assume the quality of the title ¢,, is high-
est. Moreover, we only consider the post body’s latest content
in this thread. After the above operations, we finally identified
122,528 title reformulation threads. From these threads, we
extracted 152,259 title reformulation pairs. We show the length
statistics of the original titles, the reformulated titles, and the
contents of the post bodies in Table II. These statistics include
average, mode, median, and the percentage of pairs less than the
specified length. In this table, we can find that the contents of the
Java and C# post bodies are longer than the other programming
languages. On average, Java and C# post bodies contain 135.75
and 137.40 tokens respectively, while the post bodies of the
other four programming languages contain around 125 tokens.
Moreover, we find the original titles and the reformulated titles
of all the programming languages almost contain the same
number of tokens.

III. TITLE REFORMULATION PATTERN ANALYSIS

In this section, we conduct a formative study to understand
the title reformulation patterns.


https://archive.org/download/stackexchange
https://archive.org/details/stackexchange
https://meta.stackexchange.com/questions/2677/database-schema-documentation-for-the-public-data-dump-and-sede
https://meta.stackexchange.com/questions/2677/database-schema-documentation-for-the-public-data-dump-and-sede
https://stackoverflow.com/tags
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TABLE III
THE ToP-10 MOST FREQUENT 7-GRAMS IN THE TITLES OF THE JAVA POSTS AND THE PYTHON POSTS

| 1-gram | 2-gram | 3-gram | 4-gram
Rank | Java | Python | Java | Python | Java | Python | Java | Python
1 java python how to | how to how do i how do i is it possible to object has no attribute
2 using using in java | in python how can i how can i what is the difference is it possible to
3 spring pandas can i ina what is the what is the is the difference between is there a way
4 class list how do | how do how to get how to get is there a way there a way to
5 android | django in a can i is there a is there a there a way to what is the difference
6 method file what is doi how to use how to use how to get the is the difference between
7 file get do i how can is it possible a list of how to create a how to get the
8 use string | how can of a the difference between | has no attribute what is the best how to create a
9 string | function is the way to it possible to object has no how do i get importerror no module named
10 get dataframe | to use a list how to create no module named how to check if how to check if

A. Who Edited Posts?

Stack Overflow allows users to edit three kinds of post
information: post tags, the post title, and the post body. As
of March 2022, there have been a total of 40,966,170 edited
records of question posts. Among them, 3,373,872 (8.24%)
are post title edits, 32,915,821 (80.35%) are post body ed-
its, and 4,676,477 (11.41%) are post tag edits. Among all
3,373,872 post title edits, 1,097,760 (32.54%) are self-edits
by the post owners, and 2,276,112 (67.46%) are edited by
other experts. This statistical information shows that our pro-
posed question title reformulation approach can be beneficial
for both the post owners and other experts for title quality
improvement.

B. What Are the Characteristics of Question Titles?

Question title content analysis. We analyzed question post
titles to investigate the content of questions on Stack Overflow
for our considered six programming languages. To achieve this
goal, we first gathered all the words in the titles and per-
formed standard text processing operations (such as punctuation
removal, lowercase conversion, and stop word removal). After
that, we identified the most common n-grams in these titles.
Table III lists the top 10 most common l-grams, 2-grams,
3-grams, and 4-grams in the titles of the Java posts and the
Python posts (results of other programming languages can be
found on our project homepage). In this table, we can find
that programming languages (such as “Python” and “Java”),
frameworks (such as “Spring” and “Django”), platforms (such
as “Android”), data types (such as “String”), data structures
(such as “Class” and “List”), and keywords (such as “Method”
and “Function”) are the terms that appear most frequently in
the title. Moreover, we also find that question words (such as
“how to”) appear most in the titles, which appear in almost
every 3-gram and 4-gram. Except for the question words, the
most frequent terms are constraint words (such as “in python”
and “in java.”), which can limit the question in a specific
programming language.

Based on the title content analysis, we can find that a large
number of terms related to the architecture (such as “Spring,”
“Django,” and “Android”) are specific to programming lan-
guage. However, except for these software-specific concepts,
the high-frequency terms in the titles for different programming
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Fig. 2. The distribution of title length for different programming languages
by using box plot.

languages also have a certain overlap. Therefore, it is reasonable
to treat the question title reformulation for these six program-
ming languages as separate but related tasks.

Question title length analysis. In the previous study,
Baltadzhieva et al. [23] found that if the length of the question
post titles is too long, these titles will have a negative effect
on the quality of the question posts. While if the length of
the question post titles is too short, these titles will not con-
tain enough useful information. To investigate the title length
range of our gathered posts, we compute the title length by
using white space as a separator (i.e., word count). Notice we
treat words satisfying CamelCase or underscore_case as a word
since these words are identifiers in the code snippets and are
often used as variable names, class names, or method names in
the title.

We show the title length distribution via box plot in Fig. 2.
In this figure, we can find the mean of the title length for
different programming languages is around 8, which shows
that developers do intentionally limit the length of titles to
make the questions easier to answer. Moreover, there is a high
consistency degree in the title length across six programming
languages. However, we also find some outliers have larger
lengths, with values between 18 and 36. These outlier posts
may not satisfy the guidelines of writing perfect question



TABLE IV
CATEGORIES OF TITLE REFORMULATION PATTERNS AND THEIR SUB-CATEGORIES, CORRESPONDING EXAMPLES, AND THE PROPORTION

Category Sub-category Example Proportion
Software or platform Original Title: how to convert a json to a php object?
Reformulated Title: how to convert a json to a php object in symfony2? 3.48%
Add . . Original Title: Can I pass arguments to the GWT compiler?
Detailed requirement Reformulated Title: Can I pass arguments (deferred binding properties) to the GWT 12.56%
compiler?
Category Proportion 16.04%
. Original Title: Java: How to get the scrolling method OS X Lion?
Spelling and syntax check Reformulated Title: Java: How to get the scrolling method in OS X Lion? 32.21%
) Simplify and refine Original Title: C# how do I write in the code this char — ‘\’ 23,38
Modify ULy Reformulated Title: C# how do I write the escape char — ‘\’ to code 0%
. . Original Title: Don’t work JSplitPane between JButton and Jtable
Large-scale modification Reformulated Title: Can’t change size of block in BorderLayout 10.45%
Category Proportion 66.04%
. Original Title: What are the current options for making a simple static website
Detailed or unnecessary words multilingual? 12.81%
Reformulated Title: What are the options for making a simple static website multilin-
Delete gual?
Specific information in error message [(i)elil(;gl::;ile“ﬂe: MongoDb throws java.lang.lllegalArgumentException: Invalid BSON 0.25%
Reformulated Title: MongoDb upsert exception invalid BSON field
. Original Title: JavaScript Loops: for ... in vs for
Symbols or web links Reformulated Title: JavaScript Loops: for in vs for 3.48%
Category Proportion 16.54%
Others 1.37%
titles’” and can affect the timely reply of these posts detailed requirements for the question. In the Modify category,

[21]. Finally, We analyzed the posts with too short titles.
After analyzing some randomly selected posts, we find
most of these titles contain error logs or questionable
APl names (such as “java.lang.UnsatisfiedLinkError,”
“Boolean.hashCode()”).

C. Why Are Question Titles Reformulated?

The developers may reformulate the question title for many
reasons (such as misspelled words). In this subsection, we
conduct a small-scale human study to investigate the title for-
mulation reasons for different programming languages. In this
human study, we hire two master students. Then we randomly
select 300 reformulation pairs (50 reformulation pairs for each
programming language). Later, for each selected reformulation
pair, two students will categorize the reason for this pair. If two
students disagree, they discussed it with each other until they
reach a consensus.

Table IV shows our manual categorization results and cor-
responding examples. For these examples, we emphasize the
reformulation part in the underlined manner. In this table, we
can find that modifying the title is the most common title
reformulation pattern, which accounts for 66.04% of all pairs,
then comes adding more information to the title (16.04%), and
deleting information from the title (16.54%). Notice we put
other pairs that are difficult to classify into the Others category
(1.37%). Specifically, in the Add category, we further divide
it into two sub-categories: (1) adding constraint information,
such as programming languages or platforms, and (2) adding

7https://codeblog.jonskeet.uk/2010/08/29/writing- the- perfect-question/

we further divide it into three subcategories: (1) spelling and
syntax checking, (2) simplifying and refining the title into the
most commonly-used expression, and (3) large-scale title mod-
ification, which can better reflect the core content of the post.
Compared with this sub-category, the modification scale of the
first two sub-categories is much smaller. In the Delete category,
we further divide it into three sub-categories: (1) deleting un-
necessary words or words with little information, (2) deleting
specific information in error messages or code snippets (such as
file path, URL, function names, etc.), (3) deleting punctuation
or mistyped symbols.

Based on the above categorization result, we can observe dif-
ferent types of question title reformulation patterns (such as the
Add category, the Delete category, and the Modify category).
Considering the diversity of title reformulation patterns, it is not
practical to use a rule-based approach to solve this problem.
Therefore, we propose a general post title reformulation ap-
proach based on deep learning, which can learn the knowledge
required for title reformulation from our gathered large-scale
dataset.

D. What is the Scale of Question Title Reformulation?

We use the character-level LCS (Longest Common Subse-
quence) [24] between the original title and the reformulated
title to measure the similarity of this pair. The similarity can
be computed as follows.

2 X Nﬂ’L o
similarity(original, re formulated) = Ni“t“h (1)
total
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Fig. 3.

where N,,q:cn denotes the number of characters in the LCS
and Ny,tq; denotes the sum of the original and re formulated
characters. The similarity score is between 0 and 1. The
higher the similarity score, the smaller the reformulation scale
between the original title ortginal and the reformulated title
reformulated.

As shown in Fig. 3, among 152,259 title reformulation pairs,
42.82% of the pairs are of high similarity (i.e., the similarity
score is larger than 0.6), 32.98% of the pairs are almost similar
(i.e., the similarity score is between 0.4 and 0.6), and 24.19%
of the pairs are of low similarity (i.e., the similarity score is
not larger than 0.3). In this figure, we can find most of the title
reformulation pairs are small-scale.

Our investigation results show that the scale of title reformu-
lation is not uniform.

E. Implications of Our Informative Study

Since the previous studies [4], [13] on direct question post
title generation were only able to assist question post owners
in writing high-quality titles before posting question posts, it
did not consider how to assist question post owners and other
developers in reformulating titles when the posted posts already
have the original titles. Therefore, we further propose a new
task to complement the previous studies, i.e., to assist question
post owners and other experts in reformulating the title after
the question post is posted, which aims to further improve the
quality of the question post title. Considering the diversity of
title reformulation patterns, it is not practical to use a rule-based
approach to solve this problem. According to previous research
[25], the approach based on deep learning can automatically
learn diverse patterns from large-scale data. Therefore, we can
propose a general title reformulation approach based on deep
learning. Moreover, given the large number of software-specific
concepts in question posts for different languages, reformu-
lating the question titles for different programming languages

i 9.19%
000 8.39%

12000

10000

5.57%

8000

6000

4000

, N
0.1 0.2 0.3 0.4

11.84%
11.41% 11.4%
‘\ ‘\ 10.5% “
0.5 0.6 0.7 0.8 09

Similarity

The similarity score distribution of our gathered title reformulation pairs.

cannot be simply regarded as a single task. However, except
for these software-specific concepts, the other contents in the
post titles for different programming languages have a certain
similarity. Therefore, we can formalize the question title refor-
mulation for each programming language as separate but related
tasks, which can allow related tasks to improve each other’s
performance by using shared and complementary information
via multi-task learning.

In summary, we think it is necessary and feasible to propose
an automated post title reformulation approach based on deep
learning and multi-task learning. Our study could benefit both
developers and the Stack Overflow community. For example,
the developers can use our proposed approach to refine their
original post titles and then improve the quality of the post,
which can help to get a timely reply from related developers.

IV. AUTOMATIC TITLE REFORMULATION APPROACH

The framework of our approach is shown in Fig. 4. In this
figure, we can find QETRA contains three phases: corpus con-
struction phase, model construction phase, and model applica-
tion phase. Specifically, (1) in the corpus construction phase, we
extracted the title edit records and the body of question posts
from the data dump PostHistory and the data dump Post
of Stack Overflow respectively. In our constructed dataset, we
mainly focus on title edit records related to six popular pro-
gramming languages. More details of the dataset construction
process can be found in Section II. (2) In the model construction
phase, we first concatenate the original title and the question
body to model the multi-modal input. Then, we separate these
two modalities by using the SentencePiece method [26] to solve
the OOV (out of vocabulary) problem. Later, we model question
post title reformulation for different programming languages as
independent but related tasks. Then we use multi-task learning
[16] to solve these tasks. Finally, we construct our model by
fine-tuning a pre-trained Transformer model TS [17]. (3) In the
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Fig. 4. Framework of our proposed approach QETRA.

model application phase, for a question post title that needs
reformulation, we input its original title, related programming
language, and the body of the question post to the trained model.
Then the trained model can provide a set of candidate refor-
mulated titles for selection through the beam search algorithm.
In the rest of this section, we show the technical details of the
model construction phase.

A. Encoder-Decoder Model Based on Transformer

Our encoder-decoder Model is based on T5 [17], which is
similar to Transformer [27], but the difference is to remove
the layer norm bias, place the layer normalization outside the
residual path, and use a different position embedding scheme.
When receiving an input sequence, we map the input sequence
of tokens X = (21,29, - ,x,,) to an embedding sequence,
which is then sent into the encoder. All of the encoders have
the same structure and are made up of two subcomponents (i.e.,
a self-attention layer and a small feed-forward network). The
calculation of self-attention [28] is based on queries (Q), keys
(K), and values (V). Specifically. The dot product of the queries
and keys is first computed. Then each is divided by v/d}, and the
softmax function is used to get the weight of the corresponding

value.
Attention(Q, K, V) = soft (QKT> Voo
ention(Q), K, = softmax
Vdy,
The feed-forward neural network (FFN) is made up of two
linear transformations with the Relu activation, which can pro-
vide a nonlinear transformation.

FFN(z) = max (0, zW; + by) Wa + by 3)

Layer normalization [29] is performed on the inputs of each
child component. The layer normalization is a simplified ver-
sion where the activations are only rescaled and no additive bias
is applied. Following layer normalization, a residual skip con-
nection [30] adds each child component’s inputs to its output.
Dropout [31] is applied within the feed-forward network, on the
skip connection, on the attention weights, and at the input and
output of the entire stack.

The decoder has a similar structure as the encoder. The
distinction is that after each self-attentive layer, it employs a
standard attention mechanism to focus on the encoder output.
The decoder’s self-attention mechanism also employs a form of
autoregressive or causal self-attention, which allows the model
to only focus on previous outputs. To construct the output
probabilities over the vocabulary, the output of the last decoder
block is fed into a dense layer with a softmax output.

B. Multi-Task Learning

We represent the multi-modal input in our study by con-
catenating the original title with the body of the question
post. Specifically, we concatenate the original title sequence
XoriginaiTitle and the post body sequence Xj,q, via a special
identifier (<body>) to distinguish Xy iginairitie and Xpoay.
We also investigate a multi-task learning scenario in which a
shared model is trained on multiple tasks at the same time.
Multi-task learning has been proven to increase model general-
ization capabilities in NL pre-training by reusing the majority of
model weights for many tasks [16], [32], which can effectively
reduce computational costs. As shown in Fig. 4, we prefixed
the input X for each programming language with task-specific
prefixes (e.g., the prefix “JS:” indicates the programming
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Suppose the US has added a new state as Gondor, how to write a python code to
validate whether a given string is a new Gondor license plate?

the license plate has the following format: GD-YYYY-xx-xx

x denotes any letter in the English alphabet excluding '0' and 'I'

Y is an integer.

Suppose the US has added a new state as Gondor, how to write a python code to validate whether
agiven string is a new Gondor license plate? the license plate has the following format: GD-YYYY-

If xoxxx denotes any letter in the English alphabet excluding ‘0" and 'I' Y is an integer.
v Tags
thon X

Edit Summary

Fig. 5. The screenshot of our developed plugin based on QETRA.

language JavaScript) to allow the model to discriminate dif-
ferent tasks since we regard post title reformulation for the
different programming languages as independent but related
tasks. The input format is designed as follows.

X = prefix @ XorginaTitle @ < body > @ Xpoqy “)

C. SentencePiece

Since our study needs to deal with the OOV problem for
different programming languages at the same time, we use the
SentencePiece method [26] to process the inputs X . Sentence-
Piece is a language-independent subword tokenizer and deto-
kenizer for neural machine translation and other neural-based
text processing tasks. Previous subword segmentation tech-
niques presume that input is pre-tokenized into word sequences,
whereas SentencePiece can train subword models straight from
raw sentences, which makes it possible to work with a variety
of programming languages and multi-modal inputs.

D. Beam Search

In QETRA, we use a heuristic search strategy (i.e., beam
search) to find titles that have the least cost. Beam Search is
improved on the greedy search by returning a list of the most
likely output sequences. It scans through each step’s title tokens
one by one and chooses the &k tokens with the lowest cost at
each time step, where k denotes the beam width. After prun-
ing any remaining branches, it continues to choose potential
tokens for the subsequent tokens until it encounters the end-
of-sequence sign. Finally, QETRA can return k candidate titles
for each question post. We rank the generated candidate titles
according to their average probabilities during the beam search
procedure.

E. Tool Support

To make our proposed approach more practical, we devel-
oped a browser plugin based on QETRA and integrated it into

the Chrome browser. The screenshot of our developed tool
is shown in Fig. 5. The usage process can be illustrated as
follows. When a user edits a question title, this browser plugin
will automatically analyze the original title and the question
body and recommend the top-5 reformulated titles to the users
for selection. Our plugin can be downloaded on our project
homepage.

V. EXPERIMENTAL SETUP
A. Research Questions

In our empirical studies, we want to answer the following
four research questions (RQs).

RQ1: Can our proposed approach QETRA generate
higher-quality reformulated titles than the state-of-the-art
baselines by automatic evaluation?

Motivation: In this RQ, we want to demonstrate the com-
petitiveness of our proposed approach QETRA by comparing
state-of-the-art baselines in an automatic way. First, we should
select baselines from similar research problems since we are
the first to study this problem to the best of our knowledge.
Second, we should choose automatic evaluation metrics to com-
pare the quality of the reformulated titles generated by different
approaches from multiple perspectives.

RQ2: What is the effect of using the bi-modal informa-
tion for QETRA?

Motivation: In this RQ, we want to analyze whether using
the bi-modal information (i.e., original question title and ques-
tion post body) can help to improve the performance of our
proposed approach QETRA. Further, we can also analyze which
modal information can provide more help for QETRA.

RQ3: What is the effect of using multi-task learning in
QETRA?

Motivation: Using multi-task learning can help to augment
the training data, which can enable QETRA to learn more
useful information. However, using multi-task learning may
also introduce noises and make it harder to train the mod-
els [16]. Therefore, we design this RQ to investigate whether
using multi-task learning can improve the performance of
QETRA.

RQ4: Can our proposed approach QETRA generate
higher-quality reformulated titles than the state-of-the-art
baselines by human study?

Motivation: Since evaluation metrics used in the automatic
evaluation are measured based on the overlap between the
ground truth titles and the generated titles, this cannot effec-
tively reflect the semantic differences between different titles.
Therefore, we conduct a human study to evaluate the effective-
ness of our proposed approach in this RQ.

B. Dataset

As discussed in Section II, we identified 122,528 title re-
formulation threads after mining modification logs from Stack
Overflow. From these threads, we extracted a total of 152,259
title reformulation pairs.

For the question post body, we perform a set of data prepro-
cessing as follows. If the post body contains the code snippet,



TABLE V
STATISTICAL INFORMATION OF OUR GATHERED DATASET FOR SIX
PROGRAMMING LANGUAGES

Training Validation Testing

Language Pair Thread Pair Thread Pair Thread
Java 24,821 20,081 3,112 2,510 3,073 2,511
Python 24,602 19,601 3,050 2,450 3,011 2,451
C# 26,732 21,929 3,334 2,741 3,311 2,742
JavaScript 24,264 19,220 3,045 2,403 3,004 2,403
HTML 10,592 8,392 1,299 1,049 1,320 1,050
PHP 10,960 8,796 1,347 1,099 1,382 1,100
Total 121,971 98,019 15,187 12,252 15,101 12,257

we extract the code snippet by utilizing code tags (such as
<code>, <pre>). Then we concatenate the extracted code
snippet after the problem description by the tag <code>. Later
we remove the tags and garbled parts in the problem description.
Moreover, we notice the links in the problem description can
cause the title length to be too long. Therefore, we also remove
the links in the problem description.

As discussed in Section IV, the input of QETRA considers
both title and corresponding post body. If we split the dataset
in terms of pair granularity, the title reformulation pairs in the
same thread may exist in different split parts. Since these pairs
share the same post body, this split strategy may cause a data
leakage problem. Therefore, we split the dataset in terms of
thread granularity. Specifically, we split the dataset into the
training set, the validation set, and the testing set in a ratio
of 80%, 10%, and 10%. Finally, we randomly select 121,971
title reformulation pairs from 98,019 threads as the training
set, select 15,187 pairs from 12,252 threads as the validation
set for hyper-parameter optimization, and the remaining 15,101
pairs from 12,257 threads as the testing set to evaluate the
performance of our proposed approach QETRA. The detailed
statistical information for different programming languages can
be found in Table V.

C. Baselines

As discussed in Section III, many title reformulations were
performed due to grammatical errors. Therefore, we first con-
sider a widely used grammatical error correction (GEC) tool as
the first baseline.

LanguageTool. LanguageTool® is an open-source proofread-
ing tool that supports over 20 languages. The style and grammar
checker in this tool is rule-based and has been under develop-
ment for more than 10 years.

To the best of our knowledge, we are the first to study auto-
mated question title reformulation by mining reformulation logs
from Stack Overflow. In our study, we regard the question title
reformulation task as a neural translation problem (i.e., trans-
lating the original title into the reformulated title). Therefore,
we further consider five baselines from the field of source code
understanding, which also models the corresponding tasks as
neural translation problems. For a fair comparison, these base-
lines also consider the same inputs as our proposed approach.

8https://languagetool.org/

NMT. Jiang et al. [33] employed NMT (Neural ma-
chine translation) technology to automatically “translate” code
changes into commit messages. We select NMT as a baseline
since it can achieve promising results in generating commit
messages for code changes.

BiLSTM-CC. This is an LSTM-based deep learning method
to automatically generate titles for question posts from code
snippets in Stack Overflow [4]. BiLSTM-CC is based on
sequence-to-sequence architecture and enhanced with an at-
tention mechanism to perform better content selection, a copy
mechanism to handle the OOV problem within the input as well
a coverage mechanism to avoid meaningless repetitions.

Transformer. Transformer [27] is an attention-only deep
learning model that uses positional encoding to better encode
location information, which allows the network to capture long-
term information and dependencies between sequential tokens
through the self-attention mechanism. Recently, Transformer
has been widely used in source code understanding tasks (such
as source code summarization [34], [35], [36], pseudo-code
generation [37], shellcode generation and summarization [38]).

BART. BART [39] is a denoising autoencoder for pretraining
sequence-to-sequence models, which is trained by corrupting
text with an arbitrary noising function and learning a model to
reconstruct the original text. It uses a standard Transformer-
based neural machine translation architecture which can be
regarded as generalizing BERT due to the bidirectional encoder
and GPT with the left-to-right decoder. When fine-tuned for
neural machine translation, BART is very effective. BART is
also used in source code understanding tasks (such as pull
request title generation [40]).

CodeBERT. CodeBERT [18] is a Transformer-based
bimodal pre-trained model for the programming language
(PL) and the natural language (NL), trained with a hybrid
objective function that incorporates the pre-training task
of replaced token detection, which is to detect plausible
alternatives sampled from generators. CodeBERT can learn
general-purpose representations that support downstream
NL-PL applications (such as code documentation generation
[41], [42]), and achieve promising performance. Although
CodeBERT does not use HTML and C# programming language
corpus for pre-training, we still select it as our baseline due to
its high generalization ability.

For the baselines that do not share their code scripts, we
implement these baselines according to their original descrip-
tions. The results of our re-implementations are very close to the
results reported in the original studies. Specifically, we use the
open-source framework OpenNMT? to implement the baselines
NMT, Transformer, and BILSTM-CC. We use the open-source
framework SimpleTransformer'® to implement the baseline
BART. For the remaining baselines, we utilize the codes shared
by the original studies. To ensure a fair comparison between
QETRA and the baselines, we employed the same data split
strategy and optimized the hyper-parameters in these baselines.

%https://opennmt.net/
10https://simpletransformers.ai/
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D. Evaluation Metrics

To compare the quality of the reformulated titles, we consider
the following three different types of evaluation metrics from
different perspectives.

Since we treat post title reformulation as a neural machine
translation task, we first measure the quality of the reformulated
titles based on three overlap-based metrics.

BLEU. BLEU (Bilingual Evaluation Understudy) metric [43]
is commonly used to assess the quality of machine transla-
tion. It calculates the similarity between a reformulated title
and a ground-truth title using a reformulated n-gram precision
Py, Intuitively, BLEU first computes the reformulated n-gram
precision. Then, it uses n-grams up to length /N and positive
weights w,,. Finally, it adds the geometric average of p,, to one
and is multiplied by an exponential shortness penalty factor.
In our study, we set n to 4 to ensure the appropriate n-gram
overlap.

ROUGE-L. ROUGE (Recall-Oriented Understudy for Gist-
ing Evaluation) [44] is a measure based on Recall. It is used
to calculate the length of the longest common subsequence
between the reformulated title and the ground-truth title.

CIDEr. CIDER (consensus-based image description evalua-
tion) [45] mainly measures the quality of image title generation.
It takes into account the frequency of occurrence of n-grams
in ground-truth titles by calculating the TF-IDF value for each
n-gram.

As analyzed in Section III, many post titles are reformu-
lated to fix grammatical errors. Therefore, we also consider
two evaluation metrics commonly used in grammatical error
correction.

Exact Match. Exact Match (EM) assesses the probability of
a perfect match between the reformulated title and the ground-
truth title. Only when the two titles are identical, this metric
can identify it as a positive case. QETRA can recommend mul-
tiple reformulations for an original title since it leverages beam
search during decoding. Consequently, for different beam sizes,
we may compute EM@1, EM@5, and EM @10, where EM@n
denotes that one case would be regarded positive if one of the n
reformulation results generated by beam search fits the ground
truth.

GLEU. GLEU (General Language Evaluation Understand-
ing) [46] is a BLEU-customized metric. Because just a portion
of the original title will be reformulated in the GEC task,
which differs from the machine translation task, this motivates
a slight tweak to BLEU that computes n-gram accuracy over
the ground-truth title but gives greater weight to n-grams that
have been successfully changed from the original title.

Finally, our approach employs the beam search algorithm,
which can return multiple recommended reformulated titles.
Therefore, we also evaluate the performance of our approach by
calculating the rank of the correct reformulated title in the list
of recommended reformulated titles. Notice this performance
metric can evaluate the practicability of QETRA in retrieving
posts in Stack Overflow.

MRR. MRR (Mean Reciprocal Rank) [47] is a general rec-
ommendation algorithm evaluation metric. For the automated

TABLE VI
HYPER-PARAMETERS AND THEIR VALUES USED BY OUR
PROPOSED APPROACH QETRA

Hyper-parameter Name  Hyper-parameter Value

encoder_layers 12
decoder_layers 12
max_input_length 512
max_output_length 48
hidden_size 768
dropout 0.1
beam search size 5

question title reformulation task, in the reformulated title list,
the first reformulated title matching score is 1, the second
matching score is 0.5, and the n-th matching score is 1/n. If
there is no matching title, the score is 0. Otherwise, the final
score is the average of the sum of all scores.

For these metrics, the scores of BLEU, ROUGE-L, Exact
Match, GLEU, and MRR are in the range of [0,1] and reported
in percentages. CIDER is in the range of [0,10] and reported in
real values. The higher the value of these metrics, the better the
performance of the corresponding approach.

E. Implementation Details and Running Platform

We implement our proposed approach based on the Py-
Torch framework'!. we use Transformers'? to implement our
proposed approach QETRA. The hyper-parameters and their
values can be found in Table VI. The optimal values of
these hyper-parameters are set according to our best prac-
tices in the empirical study. To further alleviate the overfit-
ting problem, we employ the early stop strategy [48]. Fi-
nally, since the training steps for different tasks to achieve
the best performance is different in multi-task learning, we
choose the training steps with the best performance for different
tasks.

We run all the experiments on a computer with an Intel(R)
Xeon(R) Silver 4210 CPU and a GeForce RTX3090 GPU with
24 GB memory. The running OS platform is Windows OS.

VI. RESULT ANALYSIS
A. Result Analysis for RQI

RQ1: Can our proposed approach QETRA generate
higher-quality reformulated titles than the state-of-the-art
baselines by automatic evaluation?

Table VII shows the performance of QETRA and baselines in
terms of all the evaluation metrics for different programming
languages. In this table, we highlight the best performance in
boldface for each metric. Notice that since LanguageTool can
only return one result, we cannot calculate performance values
in terms of metrics EM@5, EM @10, and MRR. Moreover, we
can find that for HTML, the score of the baseline NMT is 0 in
terms of the metrics EM@1 and EM@5. This means there are
no titles in the reformulated titles generated by NMT that can
exactly match the ground truth.

https://pytorch.org/
2https://github.com/huggingface/transformers
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TABLE VII
COMPARISON RESULTS BETWEEN OUR PROPOSED APPROACH AND STATE-OF-THE-ART BASELINES

Language Approach BLEU_4(%) ROUGE_L(%) CIDEr EM@1(%) EM@5(%) EM@10(%) GLEU(%) MRR(%)
NMT 17.81 17.98 1.43 0.13 0.53 0.80 20.40 0.40
Transformer 20.04 20.06 1.74 0.40 1.23 1.76 22.87 0.73
BiLSTM-CC 42.06 36.37 3.81 3.29 6.41 7.90 41.37 5.08
Python BART 41.30 35.16 3.71 0.03 0.30 0.43 39.83 16.86
CodeBERT 30.98 5143 2.90 4.05 7.21 9.27 32.67 6.71
LanguageTool 45.39 61.07 4.07 5.31 — — 43.78 —
QETRA 50.25 65.01 4.72 13.32 2591 30.06 49.52 24.51
NMT 21.66 20.06 1.69 0.42 0.91 1.18 22.84 0.63
Transformer 21.51 21.42 1.84 0.82 1.51 1.84 23.78 1.28
BiLSTM-CC 47.51 38.79 421 6.89 10.48 12.08 45.72 9.40
C# BART 45.55 39.76 4.05 5.04 10.42 12.90 43.00 14.14
CodeBERT 37.03 56.95 3.46 6.95 12.23 14.47 38.52 12.89
LanguageTool 49.76 63.76 431 6.04 - - 46.29 —
QETRA 54.22 68.05 5.04 18.51 31.38 34.76 52.89 30.97
NMT 18.08 18.33 1.41 0.26 0.55 0.62 20.40 0.40
Transformer 16.15 17.92 1.36 0.29 0.65 0.78 19.15 0.59
BiLSTM-CC 41.95 36.25 3.72 2.80 5.82 6.83 40.66 453
Java BART 40.32 35.30 3.57 0.00 0.33 0.78 38.27 16.48
CodeBERT 30.51 51.96 2.89 4.59 5.99 8.07 32.80 6.63
LanguageTool 45.57 61.40 4.09 6.67 - - 44.17 -
QETRA 49.54 64.84 4.65 14.71 25.58 29.55 48.99 24.97
NMT 18.61 18.97 1.52 0.63 1.26 1.46 20.48 0.92
Transformer 20.31 20.65 1.78 1.00 1.83 2.23 22.94 1.37
BiLSTM-CC 43.99 37.17 3.86 4.26 7.59 9.09 42.01 6.37
JavaScript BART 42.35 35.71 3.71 0.07 223 4.13 39.44 17.29
CodeBERT 30.55 51.53 2.89 4.96 7.22 9.22 32.74 6.24
LanguageTool 47.15 61.83 4.17 8.46 - - 4483 -
QETRA 50.88 65.20 4.72 15.31 26.00 30.13 49.69 25.99
NMT 8.35 13.34 0.72 0.00 0.00 0.08 12.15 0.00
Transformer 17.28 19.23 1.62 0.91 1.36 1.89 20.90 4.85
BiLSTM-CC 37.87 33.68 3.33 2.42 3.86 4.70 36.45 3.44
HTML BART 40.14 35.11 3.58 0.00 0.38 0.76 38.40 16.94
CodeBERT 19.34 40.80 1.81 1.59 2.73 3.79 22.47 2.30
LanguageTool 44.62 60.88 4.02 7.50 — — 4321 —
QETRA 49.01 63.89 4.54 14.62 25.83 28.26 48.01 22.87
NMT 7.05 12.01 0.66 0.07 0.07 0.07 11.88 0.07
Transformer 18.08 19.53 1.64 0.43 1.01 1.23 21.48 1.09
BiLSTM-CC 40.03 35.87 3.60 2.89 5.50 6.01 39.18 427
PHP BART 40.32 36.51 3.58 0.14 1.37 2.24 38.29 15.49
CodeBERT 19.12 4142 1.82 1.59 2.39 3.04 22.54 2.94
LanguageTool 46.69 61.90 4.13 7.74 - - 44.56 —
QETRA 50.32 65.36 4.68 14.83 26.77 29.31 49.50 25.06

Based on these comparison results, we can find QETRA
outperforms all of our considered state-of-the-art baselines in
terms of all metrics. From these tables, we can achieve the
findings as follows.

Our approach achieves the best performance for all pro-
gramming languages in terms of all the evaluation metrics. For
these deep learning-based baselines, the baselines BiLSTM-
CC, BART, and CodeBERT can achieve better performance
than other baselines (i.e., NMT, Transformer). Taking the
Python programming language as an example, compared to
CodeBERT, QETRA can improve the performance by 62.22%,
26.39%, 62.81%, 228.69%, 259.45%, 224.37%, 51.59% and
264.94% for BLEU_4, ROUGE_L, CIDEr, EM@1, EM@5,
EM @10, GLEU, and MRR respectively; Although T5, BART,
and CodeBERT are all large-scale pre-trained models, our
approach can achieve better performance than BART and
CodeBERT. Motivated by the previous validity analysis of

pre-trained models on software engineering tasks [49], we sum-
marize the potential reasons into two aspects. Firstly, in the
corpus selection for pre-training, TS and BART are pre-trained
on general language corpora that contain various types of natu-
ral language texts (such as Wikipedia, news articles, academic
papers, blog posts, and web pages). In contrast, the corpora
used for CodeBERT’s pre-training are obtained from Code-
SearchNet datasets. These corpora were collected from open-
source projects in GitHub and focused more on the structure and
syntax of program code. As our title reformulating task requires
processing both code and natural language and natural language
texts play a more important role than the code (discussed in Sec-
tion VI-B), T5 and BART can perform better than CodeBERT in
most cases. Secondly, in the selection of pre-training tasks, T5’s
pre-training tasks include supervised generative tasks (such as
machine translation and text summarization), which are highly
matched with the question title reformulating task than BART.
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Original Title : Dictionaries of dictionaries merge

Reformulated Title :

| need to merge multiple dictionaries, here's what | have for instance:

dictl = {1:{"a":{A}},

dict2 = {2:{"c":{C}},

Question Body:

| want to merge them to obtain:
dict3 = {1:{"a":{A}}, 2:{"b":{B},"c":{C}},

3.4%g" - DI
3:{"d":{D}}}

I'm not sure how | could do that easily with Python.

With A 8 ¢ and p being leaves of the tree, like {"info1":"value", "info2":"value2"}
There is an unknown level(depth) of dictionaries, it could be {2:{"c":{"z":{"y":{C}}}}}

In my case it represents a directory/files structure with nodes being docs and leaves being files.

Ground Truth : How to merge dictionaries of dictionaries?
NMT : Use of dictionaries

Transformer : Comparison of dictionaries

BiLSTM-CC : How to merge a dictionaries merge

BART : Dictionaries of dictionaries merge

CodeBERT : Dictionary of dictionaries in Python?
LanguageTool : Dictionaries of dictionaries merge

QETRA : How to merge dictionaries of dictionaries?

Fig. 6.

Therefore, QETRA based on T5 can achieve better performance
than BART.

For programming languages (i.e., Java, Python, JavaScript,
and C#) with sufficient training data, the baseline BiLSTM-CC
performs better than the baseline BART. However, for program-
ming languages (i.e., HTML and PHP) with limited training
data, BART performs better than BILSTM-CC. The possible
reason is that BILSTM-CC can learn useful information when
the training data is sufficient, while Bart is suitable for the
limited training data by fine-tuning the pre-trained model. The
baseline LanguageTool can achieve the best performance in
terms of almost all metrics since our previous formative study
showed that 32.21% of the title reformulations are related to
spelling and syntax error modification (in Section III), Lan-
guageTool can achieve high performance in terms of Rouge-L
and GLEU metrics as it is a mature grammatical error correction
tool. However, we find LanguageTool cannot achieve satisfac-
tory performance in terms of the metric EM @n since this base-
line cannot effectively identify software-specific concepts and
identifiers of programming languages. For example, when the
original title was “How do i change JPanel inside a JFrame on
the fly?,” LanguageTool reformulated it to “How do I change
Panel inside a Frame on the fly?.” Although LanguageTool
correctly modified “i” to “I,” it incorrectly modified the correct
software-specific concepts “JPanel” and “JFrame” to “Panel”
and “Frame.” Moreover, our proposed approach QETRA is
specifically optimized for the question title reformulation task
by mining modification logs from Stack Overflow, which is not
practical to use a rule-based approach to solve this problem
(Discussed in Section III). Therefore, QETRA can better cap-
ture the thought process and habits of developers of modifying
titles, and thus generate titles that better match developers’
expectations.

By following the previous studies [50], [51], we also perform
Wilcoxon signed-rank tests [52] at the confidence level of 95%
to check whether the performance differences between QETRA
and baselines are significant. Specifically, for each approach, we

The titles reformulated by QETRA and baselines for a question post related to the Python programming language.

consider the evaluation score for each reformulated title in the
testing set in terms of a specific performance measure. Then we
perform the Wilcoxon signed-rank test for each pair of QETRA
and the baseline by considering these scores. All the p-values
are smaller than 0.05, which means our proposed approach
QETRA can significantly improve over the baselines. Later, we
use Cliff’s delta (0) [53], which is a non-parametric effect size
measure, to quantify the amount of difference between the two
approaches. We consider the values of the delta that are less
than 0.147, between 0.147 and 0.33, between 0.33 and 0.474
and above 0.474 as “Negligible (N),” “Small (S),” “Medium
(M),” and “Large (L)” performance difference, respectively by
following the suggestion [53]. The results show that QETRA can
outperform the next best baseline (i.e., LanguageTool) with a
large improvement with respect to Cliff’s delta. For example,
in terms of BLEU_4, the value of Cliff’s delta is at least 0.80
for different programming languages.

Fig. 6 shows an example question post for Python. The left
part of this figure shows the original title and its question body.
The right part of this figure shows the ground truth and the
reformulated titles generated by QETRA and baselines. In this
example, we can find that the titles reformulated by NMT and
Transformer are not relevant to the question post. The title
reformulated by BiLSTM-CC is not a correct sentence. The
titles reformulated by LanguageTool and BART are unmodified.
The title reformulated by CodeBERT has low readability and
cannot convey the core content of the question body. In contrast,
the title reformulated by QETRA can not only express the core
content of the question post concisely and accurately but also
has high readability.

Answer to RQ1: QETRA can achieve better perfor-
mance than six state-of-the-art baselines (i.e., a baseline
based on grammatical error correction and five base-
lines based on deep learning) in automatic evaluation
based on three different types of evaluation metrics.




TABLE VIII
THE PERFORMANCE OF QETRA WITH DIFFERENT COMBINATIONS OF INPUT MODALITIES

Language Approach BIEU_4(%) ROUGE_L(%) CIDEr EM@1(%) EM@5(%) EM@10(%) GLEU(%) MRR(%)
QETRA441c 49.40 64.40 4.58 10.03 22.98 26.40 48.37 21.20
Python  QETRBhody 5.02 19.32 0.50 0.17 0.37 0.50 7.85 0.23
QETRA 50.25 65.01 4.72 1332 2591 30.06 49.52 24.51
QETRA4c 53.35 67.35 4.87 14.89 27.09 30.59 51.54 26.04
c# QETRApoqy 476 18.09 0.45 0.30 0.66 1.03 7.37 0.60
QETRA 54.22 68.05 5.04 18.51 31.38 34.76 52.89 30.97
QETRA1e 48.94 64.15 4.50 11.58 23.43 26.68 47.92 21.93
Java OETRApoqy 4.81 18.61 0.48 0.49 0.81 1.07 7.50 0.68
QETRA 49.01 63.89 4.54 14.62 25.83 28.26 48.01 24.97
QETRAi11e 50.04 64.15 454 11.05 23.77 27.30 48.02 21.04
JavaScript  QETRBhody 5.12 18.78 0.53 0.37 0.93 1.00 7.81 0.60
QETRA 49.54 64.84 4.65 14.71 25.58 29.55 48.99 25.99
QETRA4y7c 46.63 62.61 429 9.70 21.14 24.77 45.78 18.81
HTML  QETRRpody 498 19.21 0.51 0.08 0.53 091 7.85 0.48
QETRA 50.32 65.36 4.68 14.83 26.77 29.31 49.50 22.87
QETRA4c 49.20 64.00 448 12.08 23.44 25.98 47.74 22.67
PHP  QETRApody 443 18.45 0.50 043 0.58 0.80 7.48 0.68
QETRA 50.88 65.20 4.72 15.31 26.00 30.13 49.69 25.06

B. Result Analysis for RQO2

RQ2: What is the effect of using the bi-modal informa-
tion for QETRA?

In this RQ, we aim to investigate the contribution of different
input modalities to the performance of QETRA. Here we use
different subscripts to distinguish different control approaches
and the meaning of these subscripts is illustrated as follows.

« title. The corresponding control approach only uses the

original title as the input.

o body. The corresponding control approach only uses the

question post body as the input.

Table VIII shows the performance of QETRA with different
combinations of input modalities. Take the programming
language Python as an example, compared to training models
with only question post bodies, QETRA can improve the
performance by 7920% and 530.78% in terms of EM@1
and GLEU respectively. Compared to training models with
only original titles, QETRA can improve the performance by
32.78% and 2.38% in terms of EM @1 and GLEU respectively.
Based on the above results, we can find the information
from the original title and the question body have a specific
complementary. That means using both input modalities can
help to achieve the best performance for QETRA. Moreover, for
these two kinds of input modalities, we find that the original
title can make more contributions than the question body. This
also shows that reformulating on the basis of the original title
can better guarantee the quality of the title.

Answer to RQ2: Original title can provide more valu-
able information than the question body for the ques-
tion title reformulation task. Moreover, considering two
modalities together can help to achieve the best perfor-
mance of QETRA.

C. Result Analysis for RO3

RQ3: What is the effect of using multi-task learning in
QETRA?

To investigate the effect of considering multi-task learning
in QETRA, in this RQ, we separately perform model training
for different programming languages and use QETRA,., to
denote this control approach. For each programming language,
we compare QETRA,., with QETRA on the same testing set
related to this programming language. The comparison results
are shown in Table IX. In this table, we can find that the perfor-
mance of the models based on multi-task learning can outper-
form that of the models trained for each programming language
separately in most cases. For example, in terms of EM@1,
compared to QETRA,., on Python, C#, Java, JavaScript,
HTML and PHP, QETRA can improve the performance by
19.70%, 6.42%, 13.18%, 11.30%, 43.97% and 34.79%,
respectively. We notice for some programming languages with
sufficient training data (such as Java and JavaScript), training
the model separately may lead to slightly worse results in some
performance measures. The potential reason is that the large
size of the training data may enable the model to better capture
the specific features and structures of these languages. However,
we find using multi-task learning can bring more performance
improvements for low-resource programming languages (i.e.,
HTML and PHP). The reason is that only using the training
data of the low-resource programming language can only learn
a few pieces of information while using multi-task learning can
help to learn more useful information from other programming
languages with sufficient training data. We will conduct more
experiments to verify further the generalization of QETRA for
other programming languages in Section VII. In summary,
considering multi-task learning in QETRA can guarantee the
generalization of our approach by learning multiple tasks
simultaneously.
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TABLE IX
COMPARISON OF QETRA WITH QETRAseq FOR SIX PROGRAMMING LANGUAGES

Language Approach BIEU_4(%) ROUGE_L(%) CIDEr EM@1(%) EM@5(%) EM@10(%) GLEU(%) MRR(%)
QETRAsep 47.89 63.84 451 11.13 21.49 25.71 4759 22.75
Python QETRA 50.25 65.01 4.72 13.32 25.91 30.06 49.52 25.12
QETRAsep 53.55 67.71 497 17.40 29.69 33.68 5227 29.74
C# QETRA 54.22 68.05 5.04 18.51 31.38 34.76 52.89 31.42
QETRAsep 48.87 64.24 4.54 12.92 24.86 29.19 48.10 24.90
Java QETRA 49.01 63.89 4.54 14.62 25.83 28.26 48.01 25.41
) QETRAsep 50.52 64.38 4.60 13.22 25.27 29.16 48.56 23.58
JavaScript  QETRA 49.54 64.84 4.65 14.71 25.58 29.55 48.99 26.25
QETRAsep 46.90 62.45 4.29 10.30 21.97 25.38 4572 20.03
HTML QETRA 50.32 65.36 4.68 14.83 26.77 29.31 49.50 22.82
QETRAsep 48.35 63.89 4.49 11.36 23.44 27.06 4752 23.87
PHP QETRA 50.88 65.20 4.72 15.31 26.00 30.13 49.69 25.73

Original Title: PyQt5: How to detect the type of widget?

Ground Truth: How to detect the type of widget?

Problem Description:

Code Snippet:

self.lbl = QLabel("label")
self.btn = QPushButton("click")
self.txt = QLineEdit("text")

This should be a stupid question. | am just curious and could not find the answer on my own.E.qg. | define in PyQt5 some widgets: Is there any method to detect
what kind of widget the self.Ibl, self.btn, or self.txt are?l could imagine: by detecting the widget type, the input is self.lbl, the output should be QLabel... Or
something like this.| have only found the isWidgetType() method. But it is not what | want to have.

Title 1: How to detect the type of widget in PyQt5?
Oy ON

Oo O1 O2 O3 O4
OO0 O1 O2 O3 O4
Informativeness O0 O1 O2 O3 O4

Improved Improved

Similarity Similarity

Naturalness Naturalness

Title 2: PyQt5: How to detect the type of widget?
Oy ON

Qo0 O1 02 O3 O4
Oo0 O1 02 O3 O4
Informativeness Q0 O1 O2 O3 O4

Title 3: How to detect the type of widget?

Oy ON

00 01 02 O3 O4
Oo O1 02 O3 O4
Informativeness Q0 O1 O2 O3 O4

Improved
Similarity

Naturalness

Fig. 7. A questionnaire for a sample in our human study.

Answer to RQ3: Applying multi-task learning can
help to improve the performance of QETRA, especially
for questions related to low-resource programming
languages.

D. Result Analysis for RQ4

RQ4: Can our proposed approach QETRA generate
higher-quality reformulated titles than the state-of-the-art
baselines by human study?

Automatic evaluation metrics can evaluate the quality of the
reformulated titles based on the overlap degree with the ground-
truth titles. However, automatic evaluation cannot reflect the
semantic similarity between the reformulated titles and the
ground-truth titles in a realistic way. Since BiLSTM-CC and
LanguageTool can achieve the best performance in our consid-
ered two types of baselines respectively by automatic evalua-
tion, we perform a human study to further evaluate the quality
of the titles reformulated by BiLSTM-CC, LanguageTool, and
QETRA.

In our human study, based on the characteristics of the title
reformulation task, we first investigated whether the quality of
the reformulated titles was improved over the original titles,
and then we follow the methodology considered by the previous
studies [54]. As shown in Fig. 7, we measure the quality of the
reformulated titles in terms of three aspects:

o Similarity. This aspect measures the similarity between

reformulated titles and ground-truth titles.

« Naturalness. This aspect measures the grammaticality and
fluency of the reformulated titles.

« Informativeness. This aspect measures the amount of
content carried over from the input body of the post
to the reformulated titles, ignoring the fluency of the
text.

We recruited six master students, who had more than five
years of project development and were familiar with the usage
of Stack Overflow. Then we randomly selected 20 samples for
each programming language (i.e., 120 samples in total) in the
testing set. For each sample, we gathered the ground truth and
three reformulated titles generated by BILSTM-CC, Language-
Tool, and QETRA respectively. Later we divided 120 samples
into three groups. Each group has 40 samples and is evaluated
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mimproved = Unimproved

Fig. 8. Comparison of the reformulated titles with the original titles.

TABLE X
THE AVERAGE SCORE VALUE AND STANDARD DEVIATION (SHOWN IN
PARENTHESES) OF OUR HUMAN STUDY RESULTS

Approach Similarity Naturalness  Informativeness
BiLSTM-CC  2.596 (0.991)  2.783 (0.963) 2.586 (1.002)
LanguageTool  2.792 (0.961)  3.038 (0.743) 2.762 (0.918)

QETRA 3.175 (0.72)  3.375 (0.592) 3.242 (0.713)

by two master students in terms of the above-mentioned three
aspects. The value range of the score is between 0 and 4. The
higher the value, the higher the quality of the reformulated
title. Since a reformulated title will be evaluated twice for two
students, we gather the average score value. A questionnaire
for a sample can be found in Fig. 7. In this questionnaire, the
reformulated titles are randomly ordered to ensure that master
students do not know which approach the reformulated title is
generated by. Moreover, the master students are free to use the
Internet to look for related concepts that they are unfamiliar
with. Finally, to guarantee the quality of our human study, we
require master students to evaluate only 20 samples in half
a day.

The results of our human study are shown in Fig. 8
and Table X. Fig. 8 illustrates a quality comparison be-
tween the reformulated titles and the original titles by
the three methods, where “Improved” indicates that the
reformulated title was rated by reviewers as having bet-
ter quality than the original one, while “Unimproved” in-
dicates the opposite. We observe that QETRA achieved a
higher proportion of “Improved” compared to BiLSTM-
CC and LanguageTool. To check whether this difference
is statistically significant, we performed Fisher’s exact test
[55] and found the difference is statistically significant
(p-value < 0.05). Moreover, Table X shows the average score
value and standard deviation of all the samples when consid-
ering the similarity, naturalness, and informativeness of the
generated reformulated titles. In this table, we can find QETRA
outperforms BiLSTM-CC and LanguageTool in three perspec-
tives, which can further verify the effectiveness of QETRA.
Finally, we use Fleiss Kappa [56] to measure the agreement
among these six students. The overall Kappa value based on
the comparison results is 0.725, which indicates substantial
agreement among these students.

TABLE XI
STATISTICAL INFORMATION OF OUR GATHERED DATASET FOR THE
PROGRAMMING LANGUAGES GO AND RUBY

Training Validation Testing
Language Pair Thread Pair Thread Pair Thread
Go 1,878 1,511 231 189 246 190
Ruby 3,980 3,312 494 414 501 415
Total 5,858 4,823 725 603 747 605

Answer to RQ4: Our human study shows that QETRA
can generate higher quality titles than the baselines
BiLSTM-CC and LanguageTool in terms of similarity,
naturalness, and informativeness.

VII. DISCUSSION

A. How Effective is QETRA for the Questions Related to
Other Programming Languages

In this subsection, we want to evaluate the generalization
of QETRA on posts related to other programming languages
(i.e., Ruby and Go). To answer this RQ, we first gather the
datasets by following the dataset gathering method introduced
in Section II. The detailed statistical information for these two
programming languages can be found in Table XI. In particular,
for Go, we identified 1,890 title reformulation threads. From
these threads, we extracted 2,355 title reformulation pairs. For
Ruby, we identified 1,161 title reformulation threats. From these
threads, we extracted 4,975 title reformulation pairs.

In this experiment, for QETRA, we directly used the trained
model based on our previously considered six programming
languages. For baselines, we trained the models based on the
dataset related to Go or Ruby respectively. The comparison
results can be found in Table XII. When considering Ruby,
QETRA can achieve 10.38 and 46.82 in terms of EM@1 and
GLEU. When considering Go, QETRA can achieve 18.70 and
52.73 in terms of EM@1 and GLEU. Taking the Go pro-
gramming language as an example, QETRA can improve the
performance by 8.24%, 318.18%, and 10.18% for BIEU_4,
EM@1, and GLEU metrics respectively after comparing to
LanguageTool, which can achieve the best performance in all
the baselines. These results verify the generalization of the
effectiveness of QETRA for posts related to other new program-
ming languages.

B. Whether Using CodeT5 Can Improve the Performance of
QETRA?

In this subsection, we consider CodeT5 [57] as the back-
bone model for our proposed approach QETRA and investigate
whether this setting can improve the performance of QETRA.
The comparison results can be found in Table XIII. In this
table, we can find using T5 [17] can achieve better performance
than using CodeT5 for QETRA. As discussed in Section VI-B,
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TABLE XII
COMPARISON RESULTS BETWEEN QETRA AND BASELINES FOR POSTS RELATED TO OTHER NEW PROGRAMMING LANGUAGES (1.E., RUBY AND GO)

Language Approach BLEU 4(%) ROUGE_L(%) CIDEr EM@1(%) EM@5(%) EM®@10(%) GLEU(%) MRR(%)
NMT 6.43 24.68 0.48 0.00 0.00 0.00 10.16 0.00
Transformer 442 17.25 0.30 0.00 0.00 0.00 6.84 0.00
BiLSTM-CC 32.68 50.20 2.92 1.40 2.99 3.99 32.12 2.60
Ruby BART 39.50 53.49 3.56 0.00 0.00 0.40 37.51 15.69
CodeBERT 7.36 23.38 0.61 0.00 0.00 0.00 10.24 0.00
LanguageTool 46.05 60.52 4.06 4.59 - — 43.24 -
QETRA 48.38 62.92 4.45 10.38 22.55 27.15 46.82 21.70
NMT 2.16 19.26 0.28 0.00 0.00 0.00 7.08 0.00
Transformer 4.03 19.44 0.34 0.00 0.00 0.00 7.78 0.00
BiLSTM-CC 42.73 59.00 3.97 4.88 9.35 10.57 41.71 7.41
Go BART 47.42 62.47 4.38 0.00 1.63 4.07 46.20 24.98
CodeBERT 1.86 14.84 0.21 0.00 0.00 0.00 5.46 0.00
LanguageTool 50.45 66.84 4.61 4.47 — — 47.86 —
QETRA 54.60 67.55 5.12 18.70 35.77 42.28 52.73 28.60
TABLE XIII TABLE XIV

COMPARISON RESULTS BETWEEN OUR PROPOSED APPROACH AND CODETS

COMPARISON RESULTS WITH DIFFERENT DATASET SPLITS

Approach BLEU_4(%) ROUGE_L(%) EM®@1(%) GLEU(%)

CodeT5 48.03 61.99 6.91 45.44
QETRA 52.29 66.42 16.74 51.14

the original title can provide more valuable information than
the question body for the question title reformulation task.
Moreover, in our previous study on Stack Overflow question
title generation [13], the problem description can play a more
important role in question title generation than the code snippet.
Therefore whether we can learn high-quality semantic informa-
tion from the text is more important to improve the performance
of QETRA. Since TS5 [17] is a general pre-trained model for
various natural language processing tasks, while CodeT5 [57] is
a specific pre-trained model for source code understanding and
generation tasks, this is a possible reason for the effectiveness
of using TS in QETRA.

C. Statistically Significant Analysis with Different Dataset
Splits

To investigate whether QETRA can statistically significantly
outperform baselines with different dataset splits, we randomly
split the dataset with different random seeds. Due to the high
computational cost in model training with deep learning, we
only split the dataset ten times. In this subsection, we consider
four competitive baselines (i.e., BILSTM-CC, BART, Code-
Bert, and LanguageTool). The final comparison results are
shown in Table XIV. In this table, we show the average value for
these ten independent running results. Based on these results,
we can still find that QETRA can improve the performance
by 36.82%, 22.77%, 42.07%, 344.25%, and 36.49% in terms
of BLEU_4, ROUGE_L, CIDEr, EM@1, and GLEU when
compared to these baselines on average. Moreover, we perform
the Wilcoxon signed-rank tests [52] at the confidence level of
95% to check whether the performance differences between
QETRA and these baselines are significant. Final results show
that QETRA statistically significantly outperforms these three
baselines (i.e., p-value < 0.05). Finally, we further use Cliff’s

Approach BLEU_4(%) ROUGE_L(%) CIDEr EM@I1(%) GLEU(%)
BiLSTM-CC 43.72 58.81 3.88 3.74 42.30
BART 3534 47.20 3.16 0.75 33.61
CodeBERT 27.27 48.27 2.50 3.31 29.08
LanguageTool 46.55 62.11 4.17 727 44.88
QETRA 52.29 66.42 4.87 16.74 51.14
TABLE XV

TRAINING AND INFERENCE TIME FOR DIFFERENT APPROACHES

Training Time Inference Time

Approach (Hours) (Milliseconds/Post)
NMT 4.20 21.23
Transformer 3.81 15.19
Code2Que 5.12 28.12
BART 18.91 30.34
CodeBERT 20.23 36.27
LanguageTool - 32.25
QETRA 18.20 34.24

delta [53] to quantify the amount of performance difference
between different approaches. The results show that QETRA can
outperform the next best baseline (i.e., LanguageTool) with a
large improvement with respect to Cliff’s delta. For example,
in terms of BLEU_4, the value of Cliff’s delta is at least 0.80
for different programming languages.

D. Time Efficiency

Table XV shows the time costs of model training and av-
erage inference for each question title reformulation. Notice
LanguageTool is rule-based and does not need model training.
Since other approaches are all deep learning-based, therefore,
the model training cost is high (ranging from 18.20 hours to
20.23 hours). However, once models have been trained, it only
takes a few milliseconds to generate the reformulated question
title for the original title.

E. Challenging Types of Question Title Reformulation for
QETRA

After automatic evaluation and human study, we can find
QETRA can achieve the best performance However, we also



notice that QETRA may generate the reformulated titles, which
have low similarity with the ground-truth titles, in some cases.
Due to the huge cost of manually analyzing all the failed cases,
we use a simple random sample approach without replacement.
Specifically, we randomly sampled 100 cases of this type and
analyzed these cases in a manual way, which can help to identify
the challenging types of question title reformulation for QETRA.

The first challenge type is the title reformulation due to
different expression styles (such as from question sentence to
declarative sentence, or from declarative sentence to question
sentence.). For example, given the original title “How do you
select between two dates with Django,” QETRA generates the
reformulated title as “How do you select between two dates
with Django?.” However, the ground truth is “Select between
two dates with Django.” Similarly, given the original title “an
expression for an infinite generator?,” QETRA generates the
reformulated title as “An expression for an infinite generator?.”
However, the ground truth is “Is there an expression for an
infinite iterator?.” Although the generated title and the ground
truth have the same semantics, the different expression styles
can result in a low score in terms of automatic evaluation
metrics. A possible solution is to propose effective methods to
unify expression styles for question titles.

The second challenge type is that the reformulated title and
the ground truth have the same semantics but are expressed
in different ways. For example, given the original title “why
builtins both module and dict”, QETRA generates the refor-
mulated title as “Why is builtins both module and dict?.”
However, the ground truth is “why builtins is both module
and dict.” Similarly, given the original title “Python—why com-
pile?” QETRA generates the reformulated title as “Why would
you compile a Python script?.” However, the ground truth is
“Why compile Python code?” This kind of type can result in
a low score in terms of previous automatic evaluation metrics
and is also a challenging problem for evaluating source code
summarization approaches [58]. A possible solution is to design
semantic-based evaluation metrics, which can better evaluate
the semantic similarity between the reformulated title and the
ground truth.

The third challenge type is when the original title contains
a tag (such as programming language) for search engine op-
timization purposes, the reformulated title and ground truth
may be improved in different ways. For example, given the
original title “Python: Searching/reading binary data”, QETRA
generates the reformulated title as “Searching/reading binary
data.” However, the ground truth is “Searching/reading binary
data in Python.” Similarly, given the original title “How to
convert escaped characters in Python?”QETRA generates the
reformulated title as “How to convert escaped characters
in Python?.” However, the ground truth is “How to convert
escaped characters?” The question title writing guidelines'3
provided by Stack Overflow state that when the original title
contains a tag, the tag can be removed directly or placed at the
end of the sentence in regular English. Although the generated
title and the ground truth are both officially recommended,

Bhttps://stackoverflow.com/help/how-to-ask

differences in improvement can result in a low score in terms of
automatic evaluation metrics. A possible solution is to enhance
the used evaluation metrics to handle this special case.

F. Threats to Validity

In this section, we mainly analyze the potential threats to the
validity of our empirical study.

Threats to Internal Validity. The first internal threat is the
potential faults in our approach’s implementation. To alleviate
this threat, we carefully examined our implementation and used
third-party mature libraries (such as PyTorch and transformers).
The second internal threat is the implementation correctness of
our considered baselines. To alleviate this threat, if the base-
lines shared the scripts, we directly used their shared scripts.
Otherwise, we implemented these baselines according to their
original descriptions.

Threats to External Validity. The main external threat is
the datasets gathered by our study. To alleviate this threat, we
gathered modification logs from recent data dumps from Stack
Overflow. Then we select posts and related modification records
from the six most popular programming languages (i.e., Java,
Python, C#, JavaScript, PHP, HTML). Finally, we also verify
the generalization of our proposed approach to two other low-
resource programming languages (i.e., Ruby and Go).

Threats to Conclusion Validity. The first conclusion threat
is the data leakage problem that existed in the dataset split
process. To alleviate this threat, we split the dataset in terms
of thread granularity. If we split the dataset in terms of pair
granularity, the title reformulation pairs in the same thread may
exist in different split parts. Since these pairs share the same
post body, this split strategy may cause a data leakage problem.
The second conclusion threat is that we assume the quality
of the title ¢,, is highest in Section II. Users usually tend to
reformulate their question post titles repeatedly to make them
more accurate, concise, and clear. Therefore, it is common for
the last version of a question title written by a user to be the
best [14], [15]. However, we admit that there are exceptions,
such as when a user may accidentally make the title worse, or
when a title is already good from the start and does not need
reformulation. In these cases, the last version of the title may
not necessarily be the best. In the future, we can design more
heuristic rules or manually analyze these titles to identify these
exceptions to alleviate this threat.

Threats to Construct Validity. The main construct threat is
related to evaluation metrics used in our automated evaluation.
Since we treat the question title reformulation as a neural ma-
chine translation problem, we first consider evaluation metrics
based on term overlap (such as BLEU, ROUGE-L, CIDEr),
which were also used in previous studies on similar tasks on
source code understanding [59], [4], [60], [13], [61]. Moreover,
we also consider two evaluation metrics (such as Exact Match
and GLEU) used in grammatical error correction by considering
the characteristics of our studied problem. Finally, we consider
information retrieval-based metrics (such as MRR), which can
evaluate the practicability of QETRA in Stack Overflow post
retrieval. Except for automatic evaluation, we also conducted a
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human study to further verify the effectiveness of our proposed
approach, which is suggested in previous studies on similar
software engineering tasks (such as source code summarization
(331, [54D.

VIII. RELATED WORK

In this section, we first summarize related studies on post
title quality assurance for Stack Overflow. Then we summarize
related studies on query reformulation for software engineering.
Finally, we emphasize the novelty of our study.

A. Post Title Quality Assurance for Stack Overflow

Stack Overflow is a popular questions and answers website
for software developers. Quality assurance of content is crucial
to maintaining a good user experience. Ponzanelli et al. [1]
identified low-quality posts by analyzing both the content of the
post and community-related aspects. Yao et al. [62] studies the
relationship between the voting scores of questions and answers
in Stack Overflow. Calefato et al. [22] provided guidelines for
writing high-quality questions on Stack Overflow that develop-
ers can follow to increase the chance of getting technical help.
Chen et al. [15] proposed an approach based on the convolu-
tional neural network to learn mid-level editing patterns from
historical post edits for predicting the need of editing a post.
Wang et al. [14] investigated whether revision-related badges
have a negative impact on the quality of revisions. Zhang et
al. [63] investigated how the knowledge in answers becomes
obsolete and then identified the characteristics of these obso-
lete answers. Liu et al. [64] investigated the broken links on
Stack Overflow. Zhu et al. [65] conducted empirical studies on
question discussions on Stack Overflow.

To our best knowledge, Gao et al. [4] were the first to pro-
pose a data-driven approach to generate question titles for a
code snippet. This approach used an attention mechanism to
perform content selection, a copy mechanism to handle the
OOV problem, and a coverage mechanism to alleviate the word
repetition problem. Liu et al. [13] proposed an approach SOTitle
by leveraging the code snippets and the problem description.
Then they formalized post title generation for each program-
ming language as separate but related tasks and utilize multitask
learning. Zhang et al. [66] also used the code snippets and the
problem description. Their approach used CodeBERT to encode
the question body into hidden representations, a decoder based
on Transformer to generate post titles, and a copy attention layer
to further refine the output distribution of the generated titles.

B. Query Reformulation for Software Engineering

Query reformulation plays an important role in many soft-
ware engineering tasks (such as concept location, code search,
and bug localization) [67].

In the concept location task, developers localized the source
code to find the location to start the change. Gay et al. [68] per-
formed query reformulation based on explicit relevance feed-
back. They expanded the initial query by marking the search
results of the initial query as relevant or irrelevant. Hill et al.

[69] proposed a contextual search approach, which can quickly
identify alternative words for query reformulation. Yang and
Tan [70] discovered semantically related words by leveraging
the context of words in comments and code in code bases.
Sisman and Kak [71] proposed the framework, which can en-
rich a developer’s query with specific additional terms. These
specific additional terms were drawn from the highest-ranked
artifacts retrieved by the initial query. Howard et al. [72] mined
semantically similar words in the software context. Haiduc
et al. [73] proposed an automated approach Refoqus based on
machine learning. This approach trained a reformulation strat-
egy recommendation model based on a sample of queries and
relevant results. Rahman and Roy [74] proposed STRICT by
identifying suitable search terms. They utilized two information
retrieval techniques (i.e., TextRank and POSRank) to determine
the term’s importance based on both its co-occurrences and
syntactic relationships with other important terms.

Existing code search methods require developers to pro-
vide high-quality queries to find relevant code snippets. Query
reformulation is an effective method to solve this problem.
Wang et al. [75] took the developers’ opinions on the results
from the code search engine as feedback. Then they used this
feedback to reorder the code search results. Lu et al. [76]
identified each term in the original query and extended this
query with synonyms generated from WordNet [77]. Nie et al.
[78] proposed the approach QECK to generate the expansion
queries, which can identify software-specific expansion words
by mining Stack Overflow. Rahman et al. [79], [80] exploited
keyword-API associations from the crowdsourced knowledge
of Stack Overflow. Rahman and Roy [81] proposed a novel
technique that automatically identifies relevant API classes for
a programming task written as a natural language query, and
then reformulates the query using these API classes. Cao et al.
[82] performed automated query reformulation based on query
logs from Stack Overflow. Gao et al. [83] proposed a fully data-
driven approach Que2Code to recommend the best code snippet
in Stack Overflow by generating paraphrase questions for the
input query.

Information retrieval (IR)-based bug localization relies on
formulating an initial query based on the full text of a bug
report. Chaparro et al. [84], [85] proposed and evaluated a set
of query reformulation strategies by considering the selection
of existing information in bug descriptions, and the removal
of irrelevant parts from the original query. Rahman and Roy
[86] proposed a novel technique BLIZZARD. This technique
determined whether there exist excessive program entities in a
bug report (i.e., query), and then applied appropriate query re-
formulations for bug localization. Florez et al. [87] investigated
the benefits of different query reduction and query expansion
strategies for bug localization and designed the approach QREX
based on the most effective strategy.

C. Novelty of Our Study

Previous studies [4], [13], [66] mainly focused on automati-
cally generating the question titles by analyzing the contents
in the post bodies (such as problem descriptions and code



snippets). Different from previous studies, we consider a new
scenario for improving question title quality. In this scenario,
we can use our proposed approach QETRA to polish the original
title by mining modification logs, which can better guarantee
the quality of the Stack Overflow community. Moreover, our
proposed approach QETRA is applicable not only to post own-
ers but also to other experts (such as community moderators).
Due to the characteristics of this new scenario, our proposed
approach further considers the original question title when com-
pared to the previously proposed approaches [4], [13], [66].
Therefore, the quality of generated titles may be improved and
our experimental results also confirm this conjecture. Finally,
our study and the previous studies [4], [13], [66] are not com-
petitive work, but rather complementary. For example, we can
use the previous studies (such as SOTitle [13]) to generate a
draft title and then use QETRA to further polish the draft title.

IX. CONCLUSION

Writing a high-quality title that clarifies and summarizes the
critical problems in the post is a challenging task for devel-
opers, especially for novices who lack domain knowledge or
poor writing skills. To the best of our knowledge, we are the
first to study the question title reformulation problem in this
study. We first conducted an informative study to investigate
the title reformulation patterns by mining modification logs
provided by Stack Overflow. Motivated by the findings in our
informative study, we propose a novel approach QETRA based
on the pre-trained model TS5 and multi-task learning and develop
a plug-in to facilitate the use of developers. Based on our gath-
ered datasets, we evaluate the effectiveness of QETRA by both
automatic evaluation and human study. Finally, we also verify
the generalization of QETRA for posts related to other new
programming languages and the challenging types of question
title reformulation for QETRA.

To further improve the performance of QETRA, we first want
to consider more information from the posts (such as tags,
and discussions). We second want to identify and remove the
noises during the dataset gathering process as studied in neural
code search [88]. We third want to consider more programming
languages when training our models.
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