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LiVoAuth: Liveness Detection in Voiceprint
Authentication with Random Challenges and

Detection Modes
Rui Zhang, Zheng Yan Senior Member, IEEE , Xuerui Wang, and Robert H. Deng., Fellow, IEEE

Abstract— Voiceprint authentication provides great con-
venience to users in many application scenarios. However,
it easily suffers from spoofing attacks including speech
synthesis, speech conversion and speech replay. Liveness
detection is an effective way to resist these attacks. But
existing methods suffer from many disadvantages, such
as extra deployment costs due to precise data collection,
environmental disturbance, high computational overhead
and operational complexity. A uniform platform that can
offer Voiceprint Authentication as a Service (VAaS) over the
cloud is also lacked. Hence, it is imperative to design an
economic and effective method for liveness detection in
voiceprint authentication. In this paper, we propose a novel
liveness detection method named LiVoAuth for voiceprint
authentication. It applies a randomly generated vector se-
quence as Liveness Detection Mode (LDM), corresponding
to a random challenge code used for authentication. We
implement LiVoAuth and conduct a series of user studies
to evaluate its performance in terms of accuracy, stability,
efficiency, security, and user acceptance. Experimental re-
sults demonstrate its advantages compared with cutting-
edge methods.

Index Terms— Identity Authentication, Voiceprint Recog-
nition, Spoofing Attack, Liveness Detection

I. INTRODUCTION

VOICEPRINT authentication is a technology of user au-
thentication through voiceprint recognition. Voiceprint

recognition is the process of identifying a speaker according
to personality characteristics contained in his/her speech. It
plays an important role for securing many industrial Internet
of Things applications, e.g., smart home, Internet of Vehicles,
remote voice control, eHealth, etc. Compared with tradi-
tional username password authentication methods, voiceprint
authentication not only releases users from managing and
memorizing complex account information [1], but also avoids
the security risk caused by simple password usage [2]. Com-
pared with other types of biometrics [3]–[7], the collection
of voiceprint feature data is much simpler, by using a very
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common microphone without a strict requirement on user
distance to his/her equipment. Among many biometric authen-
tication technologies, voiceprint authentication has gradually
become one of the mainstream technologies. It shows great
practicability and convenience in some special scenes when a
user’s hands are occupied, e.g., during driving and cooking,
and when face features cannot be captured due to face mask
wearing. Nowadays, voiceprint authentication has been widely
used in daily life, such as voice banking, voice navigation,
voice unlocking, and voice shopping.

However, because voice is easy to be copied, forged or imi-
tated, voiceprint authentication is often threatened by spoofing
attacks. Speech synthesis, speech conversion and speech replay
are three common attacking methods of the spoofing attacks
[8]. How to distinguish a natural person’s speech signal from
synthesized, imitated or replayed speech signals (i.e., liveness
detection) is the key to resist the spoofing attacks. Liveness
detection determines whether a biometric signal comes from
a living human-being.

There are many liveness detection methods for voiceprint
authentication, which can be divided into two categories: the
methods based on voiceprint features and the methods based
on the impact of a user on his/her surrounding environment.
The first type of methods has low deployment cost. However,
the robustness of this kind of schemes is slightly weak,
vulnerable to interference. For example, VoicePop [4] uses
pop noise to distinguish real human voice from audio records.
However, the analysis shows that this speech feature is easily
disturbed by external factors, such as the distance between a
user and a microphone, the difference of various microphones,
the existence of silencing equipment, and the severity of
environmental noise. VoiceLive [9] uses time-difference-of-
arrival to model phoneme locations for liveness detection.
However, this type of methods usually introduces additional
computational overhead and suffers from such a limitation that
the number of microphones greatly impact its performance.
The second type of liveness detection methods normally
depends on additional data acquisition equipment and has a
strict requirement on user position. For example, CaField [10]
detects the change of fieldprint caused by sound energy, and
the method proposed in [11] detects the influence of a user
on a wireless signal field to check liveness. These methods
require multiple additional high-precision sensors, and the
relative positions between a user and the sensors greatly
influence the accuracy of liveness detection. Obviously, the
above liveness detection methods suffer from low robustness,
high computational cost, easy disturbance, high deployment
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cost, or poor usability.
Through investigation, we realize that a series of problems

still remain in liveness detection of voiceprint authentica-
tion. First, some voiceprint authentication systems sacrifice
usability for the sake of gaining high security. Second, some
liveness detection methods require accurate biological signal
acquisition with highly-precise signal acquisition equipment,
so the cost of detection is high. Third, current methods often
ignore the effects of various external uncertain factors on
the performance of liveness detection and authentication. In
addition, due to wide usage of voiceprint authentication in
various fields, a general authentication framework is highly ex-
pected to provide user Voiceprint Authentication as a Service
(VAaS) over the cloud, which could greatly benefit usability
due to familiarity and using habit. Therefore, an economic and
effective liveness detection method is highly expected, which
is preferred to offer VAaS.

To tackle the above problems, in this paper, we pro-
pose a novel liveness detection method named LiVoAuth
for voiceprint authentication without extra data collection,
expensive equipment dependence and complicated operation.
It applies a randomly generated vector sequence as Liveness
Detection Mode (LDM), corresponding to a random challenge
code used for authentication. Based on the user response
content spoken in the mode as specified in LDM (e.g., word
speaking volume and pause time after speaking a word),
user authentication and liveness detection can be performed
simultaneously. LiVoAuth can confirm the liveness of a user,
which is difficult to imitate. At the same time, LiVoAuth does
not make the original authentication process complex, which
has no much negatively impact on usability. The computational
overhead of LiVoAuth is also low, which ensures its operation
efficiency.

We implement a prototype system of LiVoAuth. It con-
sists of three entities: User Agent (UA), User Authentica-
tion Provider (UAP) and Relying Party (RP). During user
voiceprint authentication, the UAP randomly sends his/her a
voice challenge code together with a LDM randomly generated
corresponding to the voice challenge code. The user needs
to repeat the challenge code according to the requirements
specified by the LDM. The UAP judges whether the current
speaker is living by verifying if he/she speaks in a way as
specified in the LDM and authenticates him/her by checking
if he/she correctly repeats the content of the challenge code
with a valid voiceprint. We carry out a series of user studies
and experiments based on the prototype system. The results
show that LiVoAuth has high authentication accuracy, sound
liveness detection accuracy, high stability and good efficiency.
It is robust to resist spoofing attacks and gains positive
feedback on user acceptance. Compared with several cutting-
edge related methods, its performance is advanced, especially
under additional attacks on liveness detection. Specifically, the
contributions of this paper can be summarized as below:

• We propose LiVoAuth, a novel liveness detection method
for voiceprint authentication by using a randomly gen-
erated voice challenge code with LDM that is also
randomly generated accordingly to the voice challenge
code.

• We propose LDM as an additional requirement to limit
the voice volume, pause time and other factors of user
speech when the user responds to a challenge, so as to

achieve the goal of liveness detection.
• We implement LiVoAuth to offer a common cloud-based

voiceprint authentication service with effective liveness
detection.

• We conduct a series of user studies and experiments to
evaluate LiVoAuth’s performance in terms of accuracy,
efficiency, stability, security and user acceptance. The
results show LiVoAuth’s excellence.

• We compare LiVoAuth with several cutting-edge liveness
detection methods to exhibit its advantages.

The structure of the remainder of the paper is as follows.
Section II introduces technical background and related work.
Section III describes the system model, security model and
threat model of LiVoAuth. Section IV describe the design
of LiVoAuth, which is an economic and effective liveness
detection method for VAaS. User study and experimental
results are reported in Section V. Our conclusion is drawn
in the last section.

II. BACKGROUND AND RELATED WORK

This section introduces existing voiceprint recognition
methods and reviews related work of liveness detection.

A. Voiceprint Recognition
I-Vector and X-Vector are widely used voiceprint recog-

nition techniques. I-Vector is an excellent framework in text-
independent voiceprint recognition [12], where the contents of
registered and authenticated voices are quite different. Scholars
have done a lot of optimizations based on I-Vector, includ-
ing Linear Discriminant Analysis (LDA), Linear Predictive
Discriminant analysis (PLDA), Metric Learning, and so on
[3]. X-Vector is based on Deep Neural Network (DNN) [9],
[13], which can abstract voice features from a large number
of samples. DNN can accurately obtain a user’s voiceprint
information by using a speech with about 10 seconds and can
strongly resist noise interference with high robustness. There-
fore, X-Vector is suitable for voiceprint feature extraction of
short-term speech, while I-Vector has better performance in
case that only a small number of speech training samples and
long-term speeches are available [14]–[16]. In our prototype,
we applied X-Vector for voiceprint recognition since user
provided speeches for authentication are short-term.

B. Liveness Detection Methods
Liveness detection methods can be divided into two cate-

gories: the ones based on voiceprint features in user original
voices and the ones based on user impact on surrounding
environment.

1) Detection Based on User Voiceprint Features: Wang et
al. proposed VoicePop to identify legitimate users and defend
against spoofing attacks through pop noise detection [4]. Pop
noise is a kind of distortion of speech that is generated when
a human is close to a microphone during speaking. VoicePop
detects pop noise for liveness detection without using any
additional equipment, nor does it need users to carry out
additional operations. This method is low-cost and simple
to use. Unfortunately, its detection success rate is slightly
lower than that of other methods. It only achieves over 93.5%
detection accuracy with around 5.4% Equal Error Rate (EER).
on the other hand, researches showed that the pop noise can
be reproduced when a loudspeaker plays the same speech
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[17]. Thus, its robustness is suspicious under some deliberate
interference.

Zhang et al. [9] presented a liveness detection system named
VoiceLive. They noticed that each phoneme is uniquely located
in the human vocal channel system. Microphones can capture
the Time Difference of Arrival (TDoA) of each phoneme,
which does not exist under replay attacks. VoiceLive restricts
the number and locations of microphones, which, fortunately,
does not cause too much trouble to users. VoiceLive is
compatible to different mobile phone models, thus it does not
require additional equipment to deploy, smartphones with two-
channel stereo recording work for VoiceLive. Experimental
results show that the detection accuracy of VoiceLive is over
99% and its EER is 1%. Its detection accuracy is high with
good usability. But its computational complexity is pretty high.

VOLERE [18] is a privacy-preserving voiceprint authenti-
cation system that uses synthesized voiceprint for user au-
thentication in order to prevent voice privacy leakage. The
synthesized voiceprint is generated based on the user’s voices
spoken in different speaking modes, so it is difficult to be
forged. In particular, dynamically challenging users to speak
some words makes VOLERE have some ability of liveness
detection. Unfortunately, the accuracy of VOLERE is not so
satisfied. Its ability to resist replay attacks is not fully tested.

Rahman et al. [19] proposed Movee that combines video
and accelerometer data to verify liveness. Movee estimates
whether motion features in video streams are consistent with
the features extracted from an accelerometer sensor stream.
It may be a feasible method with the development of 5G
network and streaming media technology due to sound net-
work transmission capacity. Movee’s accuracy falls into the
range of 68-93%, which is not high. Its authentication time
takes 6 seconds, which obviously affects its usability. Since
its authentication needs user cooperation, learnability and user
preference are impacted somehow. In addition, Movee has
difficulty to extract information from blur video with low
illumination. And its computation complexity is high.

In [20], a novel system called Voice Gesture was proposed
for detecting replay attacks. A user’s pronunciation gesture
may cause Doppler effect. The Doppler shift produced by
human speech is larger than that produced by a loudspeaker.
The detection accuracy of Voice Gesture is over 99% and
its EER is 1%. It does not need any complex operation and
extra equipment, which implies high usability for ensuring
security. In addition, the time spent for authentication is about
0.5 second, which implies high efficiency. But it has such a
disadvantage that users need to hold their phones with their
hands when they are using Voice Gesture, which impacts
usage convenience and somehow destroys the advantages of
voiceprint authentication.

2) Detection Based on User Impact on Surrounding Environ-
ment: Yan et al. [10] proposed CaField that makes use of
a fieldprint to perform liveness detection. The fieldprint is
a fingerprint of acoustic energy propagation in the air. The
fieldprint of a human speaker is normally different from that
of a loudspeaker, which can be employed to detect spoofing
attacks. Meng et al. [11] found that different mouth shapes
have different shielding effects on a signal [11]. Therefore,
when a user speaks between two wireless signal transceivers,
the fluctuation of wireless signal can be used as evidence of a
living user for liveness detection. However, these two methods

need to deploy additional sensors to collect field data. It has
strict restriction on the relative position between the user and
the sensors. Obviously, their usability is normally not good
and their deployment cost is high.

III. PROBLEM STATEMENT
A. System Model

Fig. 1. LiVoAuth system model.

LiVoAuth consists of three types of entities: User Agent
(UA), Relying Party (RP), and User Authentication Provider
(UAP), as shown in Figure 1. UA is a user-owned personal
device, which includes a UI that interacts with the user, a
voice data acquisitor that collects user voices and an authen-
tication processor for communication with UAP. RP contains
an authentication requester and a service provider. The au-
thentication requester is responsible for requesting UAP for
user registration and authentication. When user authentication
is passed, the service provider of RP provides services to
the user. Multiple RPs could exist to offer various online
services based on user voiceprint authentication. UAP provides
a cloud-based authentication service to different RPs and their
corresponding users, and stores users’ voiceprint information.
UAP consists of three components: authentication manager
that performs voiceprint authentication; database that stores
user identities and voiceprint information; liveness detector
that is deployed to detect user liveness by generating and
verifying LDMs to assist the authentication manager to provide
an authentication result.

B. Security Model
In our study, we put forward the following assumptions to

establish the security model of LiVoAuth:
• We assume that UA is trusted by its user. It works as

designed. The data stored and processed in UA cannot
be stolen or distorted.

• The data entered into UA cannot be ensured as trusted.
An attacker may inject interference when the user inputs
verification voice. The attacker may also raise replay
attacks and use other methods to disguise a legal user
via his/her UA.

• We assume that before uploading user voiceprint data, UA
adopts a certain manner like encoding and encryption to
ensure that the data cannot be leaked, e.g., synthesized
voiceprint generated based on different speaking modes
can be adopted to avoid voiceprint information leakage
[18].

• We assume that UAP works as designed. It cannot be
fully trusted. It may be maliciously deceived by an

This article has been accepted for publication in IEEE Transactions on Industrial Informatics. This is the author's version which has not been fully edited and 

content may change prior to final publication. Citation information: DOI 10.1109/TII.2022.3213830

© 2022 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.

See https://www.ieee.org/publications/rights/index.html for more information.
Authorized licensed use limited to: XIDIAN UNIVERSITY. Downloaded on October 28,2022 at 12:32:04 UTC from IEEE Xplore.  Restrictions apply. 



4 IEEE TRANSACTIONS ON INDUSTRIAL INFORMATICS, VOL. XX, NO. XX, XXXX 2017

attacker and may be attacked to provide wrong authenti-
cation results. Herein, we assume that the integrity of
UAP database is ensured by applying some advanced
technology for data integrity assurance [21].

• We assume that RP is trusted. It provides its service to
a user once he/she can pass the authentication offered
by UAP. In addition, due to profit conflict and business
difference, UAP and RP do not collude.

• We assume that the communication channels among UA,
RP and UAP are secure with mutual authentication due
to the employment of security protocols [22].

C. Threat Model
We focus on preventing spoofing attacks in voiceprint au-

thentication, including replay attacks and artificial synthesis at-
tacks (e.g., conversion and impersonation attacks). We assume
that an attacker knows the detailed algorithms of LiVoAuth.
The attacker can obtain voiceprint information through voice
recording, synthesis and re-editing. In addition, the attacker
may obtain the voiceprint information stored in the UAP
database by means of SQL injection, for example.

According to the above assumptions, the system may en-
counter the following attack scenarios:

1) When the attacker is familiar with a target user’s timbre
and voice habits through observation and learning, he
can directly imitate the user’s voice for user authentica-
tion, so as to obtain the access rights of RP services.

2) When the attacker obtains the voice of a target user that
was successfully authenticated before, if the challenge
code of authentication is consistent with the acquired
audio content, he can directly execute a replay attack,
so as to obtain the access rights of RP services.

3) When the attacker obtains the voice of a target user
who has been successfully authenticated before, if the
challenge code of authentication is inconsistent with the
acquired audio content, he can re-edit and split the audio,
synthesize the challenge code by following LDM, and
then perform a replay attack to imitate the user, so as to
obtain the access rights of RP services.

4) When the attacker obtains the voiceprint template infor-
mation stored in the UAP database, he may use such
information to perform replay attacks in order to gain
access to the RP services.

IV. LIVOAUTH DESIGN

This section describes the details of LiVoAuth design. Its
security analysis is provided in Appendix I.

A. Liveness Detection Method
LiVoAuth refers to a text-independent voiceprint user au-

thentication system with liveness detection. Its user does not
have to use a same password for authenticate every time. In
each authentication process, a textual Challenge Code (CC) is
randomly generated. Refer to Figure 2, corresponding to the
CC used for voiceprint authentication, we randomly generate
a vector sequence, called LDM for the purpose of liveness
detection. Both CC and LDM are generated to challenge the
user for authentication and liveness detection at the same
time in order to double prevent spoofing attacks, such as
replay attacks and impersonation attacks. Note that although
a voiceprint recognition algorithm does not rely on audio

content, UA still needs to upload voice files containing textual
information. Because UAP needs to confirm whether the user’s
voice response meets CC regarding speaking content and LDM
regarding speaking mode. For detecting LDM, the short-term
energy and the short-term zero crossing rate of speech are
calculated to determine voice volume and pause time and see
if they can match with LDM. For matching with CC, a speech
recognition toolkit [23] is applied to check if the user speaks
the same content as CC. For matching a voiceprint sample
V Pte with a target one V Pta, features of V Pte are extracted
and input into the neural network of X-vector to gain a feature
vector and compare it with that of V Pta.

Fig. 2. An example of challenge code and LDM structure.
Each vector in the LDM corresponds to each word in the

CC in order. Each vector contains several pieces of information
about speaking mode for liveness detection. Taking the LDM
in Figure 2 as an example, the vector in LDM contains two
elements, i.e., we set two modes of word speaking: volume and
pause time, for liveness detection. For example, the volume of
the first word ”Nice” is 20dB and its pause time is 0 second.
Note that the above ranges can be randomly set. Considering
that exaggerated volume, improper pause setting, and too long
CC may have a negative impact on user experience, we set the
range of volume to 10 40 dB with a step of 5 dB; set the range
of pause time to 0 2 seconds with a step of 0.5 seconds. We
also limit the length of CC to 10 words for gaining sound
user experience based on several rounds of user tests. We
collect a batch of daily expressions with the satisfied length to
form a challenge code warehouse. LiVoAuth randomly selects
one from the warehouse each time as the CC and randomly
generates an LDM with the same length of the CC. In order
to facilitate the user to obtain LDM information, a graphic
prompt is shown to the user, as shown in Figure 2. During
authentication, the user is expected to repeat the challenge
code by following the speaking mode indicated by the LDM,
e.g., speak each word of the CC with the indicated volume
and pause time in the LDM.

Next, UA sends the recorded user voice to UAP for authen-
tication. It should be noted that the pause in the speech is used
for liveness detection, which should be preserved by UA. But
UA needs to detect and delete muted voice at the beginning
and the end of a voice file during preprocessing. After UAP
receives the voice file and finishes LDM detection, it deletes
the pause part in the voice for later processing for the purpose
of improving subsequent processing efficiency.

To detect the volume of voice V P , the following method
is applied. We first get a frame signal S after preprocessing
V P . If the length of the frame is k, the volume of the frame
is:

volume = 10 lg

(
k∑

i=1

S2
i

)
(1)
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The pause time of a speech can also be judged based on
voice volume. But a common method is to measure short-term
energy or short-term zero crossing rate. We use a right-angle
window h(n) for pretreatment:

h(n) =

{
1, 0 ≤ n ≤ N − 1
0, other (2)

Then, the short-time average energy of the nth frame signal
S, denoted En, is:

En =
n∑

m=n−N+1

[S(m)ω(n−m)]2 (3)

The short-time zero crossing rate of the nth frame signal S,
denoted Zn, is:

Zn =
n∑

m=n−N+1

|sym[S(m)]−sym[S(m−1)]|ω(n−m), (4)

where sym[] is a symbolic function,

sym[S(n)] =

{
1, S(n) ≥ 0
−1, S(n) < 0

(5)

ω(n) =

{
1/(2N), 0 ≤ n ≤ N − 1

0, other (6)

In a recording, the short-term energy and the short-term zero
crossing rate after the beginning of speech are significantly
greater than those in silence. Due to the interference of
environmental noise and unvoiced phonemes, the short-term
energy and the short-term zero crossing rate in silence are not
completely equal to zero. Therefore, it is necessary to select
an appropriate threshold value for each of them. When either
of their values is greater than the corresponding threshold, it
can be recognized that a speech has begun. The pause duration
can be calculated by determining the beginning point and the
end point of a voice.

We notice that a computing machine can easily imitate a
specified volume and pause time, attackers may also launch
an attacking voice by applying a speech synthesis algorithm
[24], [25]. In fact, LDM can be changed according to practical
requirements to adapt to multiple application scenarios. For
example, we can modify the setting of LDM and add other
elements, such as speaking speed, into it. Subsequent tests
show that changing speaking speed can well resist imitation
attacks since it is difficult for attackers to pass liveness detec-
tion by adjusting audio playback speed, because the voiceprint
characteristics of the played audio with speaking speed adjust-
ment are greatly changed. On the other hand, existing speech
synthesis algorithms usually have high computation overhead.
The quality of generated speeches is not good enough. Thus, it
is difficult to launch an attack based on this method. A series
of tests are conducted in Section V to verify this issue.

B. User Authentication Based on LiVoAuth
1) User Registration: Figure 3 shows the procedure of user

registration in LiVoAuth.
1) Registration request. If a user wants to access RP, the

UA of the user raises a Personal Registration Command
(PRC) and sends the PRC and UA address (UA add) to
RP;

2) Registration forward. When RP receives the PRC, it
packages it with its own ID (RP id) and send them to
UAP;

Fig. 3. The procedure of user registration.

3) Registration challenge. After receiving the request infor-
mation, UAP randomly selects a CC from dataset A and
creates its LDM randomly and sends (CC, LDM) to UA
if it registers for the first time;

4) Target voiceprint generation. UA guides the user to
repeat the CC by following the speaking mode specified
in the LDM and collects the user’s voices to complete
feature extraction and generate target voiceprint features
V Pta. Then UA transfers V Pta to UAP;

5) User profile creation. When UAP receives V Pta sent
by UA. UAP checks if the user correctly repeats the
contents of CC as challenged by following the mode
specified in the LDM. If the verification is positive and
the user has not previously registered into UAP (i.e.,
no record in its database matched with V Pta), UAP
creates a user profile (UA p) that contains a newly
created unique user ID (UA id) linked to RP id, and
makes the user’s V Pta as a target template. Then, UAP
sends UA id to RP and UA. Note that, if UAP finds that
the user has registered already or the registration suffers
from some problems, it sets UA id as null.

6) Registration notification. If UA id is not null, RP treats
registration successful and keeps UA id. Otherwise, the
registration fails.

2) User Authentication: Figure 4 illustrates the procedure of
user authentication based on LiVoAuth.

Fig. 4. The procedure of user authentication.

1) Authentication request. If the user wants to access a
RP service, he/she initiates UA to send a Personal
Authentication Command (PAC), UA add and UA id to
RP.

2) Authentication forward. RP forwards PAC to UAP to-
gether with UA add, UA id and RP id.

3) Authentication challenge. When UAP receives the above
authentication request, it first randomly selects a chal-
lenge code (CC′) from dataset B and randomly generates
its LDM′, then sends them to UA;
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4) Test voiceprint generation. The user speaks the CC
accordingly by following the mode specified in the
LDM′. UA collects user voices to generate V Pte and
send it to UAP;

5) User verification. UAP checks if the user correctly
repeats the contents of CC′ as challenged with the
same speaking mode as specified in the LDM′, and
verifies whether V Pte can match with V Pta. Then an
authentication result (UA ar) is generated and sent to
RP.

6) Service provision. If UA ar is positive, RP allows the
user to access its service. Otherwise, RP rejects service
access.

3) Registration Update and Account Deletion: Registration
update can be performed by combining the authentication
procedure and the registration procedure. After the user passes
authentication, UAP allows him/her to register again and
replaces the old V Pta with a new one. Account deletion can be
performed by firstly verifying user legitimacy. After the user
passes authentication, UAP can delete the user profile linked
to a requesting RP.

V. USER STUDIES AND EXPERIMENTAL RESULTS

We implemented a prototype system of LiVoAuth and tested
its performance in terms of authentication accuracy, stability,
efficiency, security, and user acceptance. We adopted the
following evaluation metrics:

1) False Negative Rate (FNR) indicates the probability that
the system wrongly rejects a legitimate user.

2) False Positive Rate (FPR) is the probability that the
system mistakenly accepts an attacker or an illegal user
as a legitimate user.

3) Equal Error Rate (EER) is defined as the rate when FNR
equals FPR.

4) Accuracy (AA) is the probability that the system cor-
rectly accepts an eligible user or rejects an illegal user.
The sum of accuracy and EER equals to 1.

5) Stability (St) indicates the accuracy over time. With
time flying, the system should still work stablely and
effectively.

6) Efficiency (Ef) can be indicated by the time consumed in
an authentication process. It includes user operation time
and system response time. The system response time
includes system processing time and data transmission
time.

7) Security indicates the ability of the system to work
properly under attacks. Liveness Detection Rate (LDR)
of negative cases is used to measure this metric.

8) User Acceptance (UsAc) concerns perceived ease of
use (Eu), usefulness (Us), playfulness (Pl), UI (In) and
attitude of acceptance of a system (At). It represents a
user’s willingness to accept the system.

A. Implementation and User Study
We conducted a series of user studies based on the imple-

mented LiVoAuth prototype system. Due to the coronavirus
pandemic, we conducted our user studies online. In order to
facilitate experiment management and avoid troubles caused
by installation and configuration, we deployed UA as an online
web service, shown in Figure 5. The server was setup on
a desktop computer running Windows 10 Operating System,

with 16G RAM and broadband network connection. RP and
UAP developed with the Python language were also located
in the same desktop.

Fig. 5. UI of the LiVoAuth prototype system.

In our user test, there is no need for participants to ”try out”
before their formal test. After reading the project introduction
and other information on the home page of UA, the partic-
ipants can directly do their test. When a participant enters
the UA homepage, he/she first sees a brief introduction to
LiVoAuth and a description of user test. After understanding
and agreeing with privacy statements, the participant can enter
the test. As shown in Figure 5, it contains three parts: basic
information collection, system test and questionnaire survey.
Firstly, we collect the basic information of the participant for
later analysis. Each participant needs to provide personal in-
formation, such as gender, nationality, contact information, as
well as relevant technical background of using intelligent voice
systems. Then, we start a system test. We ask the participant
to register voiceprint information, repeat the authentication
operation for 10 times, update the registration information
once, and repeat the authentication operation for another 10
times. That is each participant records a total of 22 pieces
of voices. During the above test, the CC and the LDM that
the participant should follow are displayed, meanwhile the
system provides voice prompts. At last, we ask the participant
to fill in a questionnaire for collecting his/her feedback on the
usage experience of the LiVoAuth prototype system in order
to evaluate its usability and user acceptance.

We obtained the first batch of participant volunteers from
our relatives and friends through direct invitation. Then, they
further invited additional people to participate in our user
study. Overall, 50 participants from five countries joined.
There were 21 males and 29 females, aged between 14 and
54. Among them, 17 had used intelligent voice interaction
systems, including smart speaker, smart home assistant, and
vehicle voice assistant. But only 7 of them had used voiceprint
authentication services. Refer to Appendix II for detailed
background information of participants. The data including
authentication time, authentication results, and voiceprints of
each participant were recorded for the purpose of evaluating
the performance of LiVoAuth.

B. Experimental Results and Analysis

1) Accuracy, Stability and Efficiency: For evaluating accu-
racy and efficiency, we used all registered 100 voiceprints by
50 participants for 2 times as matching targets. During the user
test, each of the 50 participants performed 20 authentication
operations, thus in total 1000 voiceprints were collected.
Each of these voiceprints was compared to the registered
ones during user authentication in order to test authentication
accuracy. The same user test was conducted for the second
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time after 6 months for testing the stability of LiVoAuth. There
were 20 participants in the second round of user test, all of
them participated in the first round of test. We conducted the
second round of test in order to verify that the possible changes
of user voiceprint, environmental factors and other factors do
not have an obvious negative impact on the normal operation
of LiVoAuth over time.

Figure 6 shows the Detection Error Tradeoff (DET) curves
of LiVoAuth in the two rounds of tests. We can see that the
authentication accuracy of LiVoAuth reached 99.3%, which is
at a leading level compared with the existing works (refer to
Table I). Even after half a year, its accuracy still remained
99.1%. After screening and verification, the possible influ-
encing factors on authentication accuracy could be that the
adolescents inside the participants are in their sound change
period and their voiceprint characteristics have changed during
the past half year. However, through dynamic learning and reg-
istration update, this negative phenomenon can be eliminated
to a great extent.

Regarding LiVoAuth efficiency, our test counted the average
authentication processing time (i.e., computational cost) and
data transmission time (i.e., transmission cost) required for
each authentication, as shown in Figure 7. We can see that
the average computational cost increases almost linearly with
the increase of the number of words/Chinese characters in
the challenge code. Some fluctuation may be caused by the
difference of the number of syllables. Notably, this cost
increase is more stable for Chinese than English and Finnish
because all Chinese characters are monosyllabic. In general,
the computational cost required for a single authentication is
less than 35 milliseconds, which is quite efficient. As for the
average transmission time, when the server was located in
Helsinki, Finland, the transmission time for the participants
in China is longer than the participants in Finland due to
network delay. A similar result was gained when we located
the server in China in a supplemented experiment, where other
configurations were completely consistent with the previous
experiment except that the server was located in China. As
shown in Figure 7 (c), we can see that the transmission time
for the participants in Finland is longer than the participants
in China. Generally, the participants need to wait no more
than 0.5 seconds to use the system due to data transmission
delay, which is acceptable in practical system usage. The
length of the challenge code (i.e., the number of words/Chinese
characters in the challenge code) has less impact on the
transmission time compared with the distance between the
server and the participant location because the highest bound
of the challenge code is small.

We further tested the effect of a number of factors, such
as gender, age, nationality and environmental noise, on the
authentication accuracy of LiVoAuth (including liveness de-
tection). Figure 8 shows our testing results. We can see from
Figure 8(a) that different genders and ages have little impact
on authentication accuracy, which can reach over 98%. The
highest authentication accuracy is achieved for Chinese, the
accuracy of other speaking languages is lower than Chinese
with varying degrees. This may be caused by the accuracy
of Baidu speech-to-text toolkit [23] used in our system, in
addition to the influence of accent. This effect can be reduced
by appropriately relaxing the threshold of challenge code
content check and giving a certain fault tolerance rate.

However, environmental noise has a great impact on the
accuracy of LiVoAuth. Refer to Figure 8(b), the accuracy of
the system in a noisy environment is lower than that in a quiet
environment, and this problem is particularly obvious when the
length of challenge code is too short. In order to investigate
the main reason of negative impact of environmental noise
on LiVoAuth, we separately analyzed LiVoAuth performance
in case that there is only one element considered in LDM,
either volume change or pause time (refer to Figure 8(c)(d)).
Subsequently, two tests were performed with newly collected
data. We invited 10 participants. In each test, they provided
200 voice samples when either volume change or pause time is
considered in LDM generation. The test with the result shown
in Figure 8(c) only considers volume changes. Its pause time
in LDM is uniformly set to 0. The test with the result shown
in Figure 8(d) only considers pause time. The volume in LDM
is uniformly set to 30dB. It can be seen that ambient noise
has a great impact on speaking volume and a small impact
on speaking pause. Notably, when the length of the challenge
code becomes short, the accuracy of authentication decreases.
For overcoming this problem, we tested with a data set with
noise reduction. The test results show that the accuracy of
LiVoAuth is improved. In general, its average accuracy is over
99.4%. Regarding the tests under different noise levels shown
in Figure 8 (b), the accuracy of LiVoAuth is improved as a
whole. The accuracy of the test with the highest upper limit
of accuracy is over 99.4% under the noise of 20 40dB. The
accuracy of the test whose noise exceeds 60dB has the biggest
improvement regarding the lower limit of accuracy, which is
increased by 4% compared with that without noise reduction.
Based on our tests, we believe that the average accuracy is
acceptable when the length of the challenge code is no less
than 4.

2) Performance under Spoofing Attacks: In order to verify
the performance of LiVoAuth under spoofing attacks, we
conducted a series of experiments as described below. The
experimental dataset came from our user tests. The 100
voiceprints registered by the participants were used as a target
set. The voice samples generated in the first 10 times of
authentication operations of all participants in the first round
of test, in total 500 voice samples were used as positive
samples. The voice samples generated in the last 10 times
authentication operations of all participants, in total 500 voice
samples were marked as negative samples. They were used to
simulate different degrees of spoofing attacks.

• Imitation attack. It is assumed that the attacker is very
familiar with the voice of the target user and can imitate
his/her sounds very similar in hearing. The participants
in the user test do not have such imitation ability. So we
try our best to find a few cases from the Internet: when a
target voice is specified, someone can speak or sing in a
voice very similar to it. This method is a real live attack.
The voice used for the attack sounds more natural than the
voice generated by any algorithms, and can avoid most
of the existing detection methods reviewed in Section II.
However, in our test, we found that even though there is
little auditory difference between the imitated speech and
the target speech, the speech recognition algorithm can
still distinguish them, and the success rate of LiVoAuth
achieves 100%.

• Direct replay. Assuming that an attacker collects some

This article has been accepted for publication in IEEE Transactions on Industrial Informatics. This is the author's version which has not been fully edited and 

content may change prior to final publication. Citation information: DOI 10.1109/TII.2022.3213830

© 2022 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.

See https://www.ieee.org/publications/rights/index.html for more information.



8 IEEE TRANSACTIONS ON INDUSTRIAL INFORMATICS, VOL. XX, NO. XX, XXXX 2017

Fig. 6. DET curves of LiVoAuth.

(a) Computational cost (b) Transmission cost with a
server in Finland

(c) Transmission cost with a
server in China

Fig. 7. Efficiency of LiVoAuth

(a) Accuracy with different genders, ages and
nationalities

(b) Accuracy under different
noises

(c) Accuracy under different
noises with only speaking vol-
ume in LDM

(d) Accuracy under different
noises with only speaking pause
in LDM

Fig. 8. Authentication accuracy of LiVoAuth affected by different factors

participant voices, the simplest way is to play these
recordings directly. When we input negative samples to
raise attacks directly without any update, the detection
success rate of LiVoAuth is 100%. However, When
we select the audio consistent with the content of the
challenge code and raise a replay attack by playing such
audio, the detection success rate is 98.7%. It is found that
when the length of the challenge code is too short, the
possibility of using the same or similar LDM increases.
There are such examples in the experimental samples that
were not detected.

• Indirect playback. Suppose that user voices can be
segmented and re-edited into an audio that meets the
content of challenge code. When we simply spliced
negative samples, obtained an audio consistent with a
target challenge code and raised an attack, the detection
success rate is about 99%. When we further processed
the forged challenge code and tried to make it meet
the LDM, the detection success rate was reduced. In
order to overcome this issue, we further improve our
design. First, we make the length of CC more than
4 characters. Second, we introduce additional elements
into LDM, e.g., speed, intonation, and strength of a
word. Considering that overly complex LDM may cause
inconvenience to users, LiVoAuth does not generate LDM
by involving all possible elements in a single verification
process. Instead, LiVoAuth randomly selects two of them
to generate LDM, and provides corresponding graphic
and voice prompts on the interface of UA to instruct user
response. After optimization, the detection success rate
can be maintained above 97.9%.

• Speech synthesis. Suppose that an attacker uses the
known user voices to extract voiceprint features, and
synthesizes a similar audio with a technical means to

forge the user’s voice. We attempted this attack based on
some existing speech synthesis method [24], [25]. The
attack success rate based on [25] is very low, less than
10%. We speculate its reason as the small size of input
corpus. Since it is difficult to collect a large amount of
corpus for training although the attacker may be able to
obtain user voiceprint information from the UAP or social
networks. The size of the corpus the attacker can obtain
is normally small, so this test is acceptable. The attack
success rate based on [24] is a bit higher than that of
[25]. Based on our test, this attack has high adaptability
to LDM. However, it takes a long time, usually more than
10 minutes, to generate an audio that can be used for
attack due to its high computational complexity. If we
set a proper response time limitation for authentication
challenge response in LiVoAuth, this attack is difficult to
succeed due to challenge response timeout.

3) User Acceptance: We also interviewed all participants
with a questionnaire designed based on Technology Accep-
tance Model (TAM) [26]. It consists of 15 statements in terms
of five items (i.e., Eu, Us, Pl, In and At), shown in Appendix
III. Each statement is measured by a score from 1 to 5, which
indicates a participant’s attitude from totally disagree to totally
agree. We calculated the average score and standard deviation
of each item to measure user acceptance on LiVoAuth. The
result is shown in Figure 9.

As can be seen from Figure 9, the overall feedback of
participants on the system is good, with an average score over
4.1. However, we noticed a bit low score on ease of use. This
implies that the participants feel that the system is not easy or
convenient to use, or its response to human interaction may
not meet the participants’ expectations. In order to pursue the
reason of the problem and improve the system, we interviewed
several participants. The interview questions include how they
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Fig. 9. Feedback of user acceptance.

feel about each step of the experiment and their views on
some open questions, as listed in Appendix IV. We found
that it is not easy to respond LDM with an expected speaking
volume. It is hard for some participants to respond with high
quality. Some participants said: ”Too long challenge code
does cause some problems, such as the difficulty of matching
challenge code characters with LDM one by one, which made
me confusing.” ”However, the length of the current setting is
generally acceptable, and the CCs I encountered have only 4
to 6 characters.” ”It may be better if the prompt design of the
challenge can be optimized.” Moreover, speaking environment,
the distance between the participant and his/her equipment,
headphone and microphone usage also impact ease of use.
Some participants think that speaking by following a volume
request in a public place might be troublesome, worrying
about disturbing others or revealing passwords and voiceprints,
especially when the volume required by LDM is high. But
there is no such a trouble in a vehicle or at home. By
summarizing and analyzing our interview results, we believe
that if we relax determination thresholds in LDM check and
pay more attention to the relative changes of the speaking
volumes of two concatenated words, users do not need to
speak with required volumes strictly and accurately. In this
case, LiVoAuth becomes easier to use. After modifying the
system design accordingly, we performed the second-round of
test and re-interviewed several participants who participated
in the first-round of test. They affirmed the improvement of
our system.

4) Comparison: Based on the evaluation metric proposed
above, we compared LiVoAuth with some cutting-edge re-
lated works in Table I. Note that Movee is a video-based
linevess detection method, while other methods are related
to voiceprint. We can see that LiVoAuth achieves superior
authentication accuracy and LDR. Its operational efficiency
and user acceptance are also at the forefront. In order to
compare the performance of liveness detection, we designed
several additional attacks and simulated them. The simulated
attacks include pop noise simulation, humanoid sound source
array, voice gesture imitated by moving devices, etc. Under the
same conditions, the LDRs of the methods listed in Table I
are negatively affected with varying degrees. Among them,
VoiceGesture is the most affected. Its LDR is reduced to
less than 50%. On the other hand, when using mobile device
to simulate voice gesture movement, even if a recording is
played, it still produces a relatively large Doppler frequency
shift. Thereby, VoiceLive is greatly affected, its LDR is re-
duced to about 76%. Notably, due to the specificity of different
people’s vocal positions, one sound source array model can
only forge the vocal model of one user. Since it is difficult

to imitate the characteristics of the source array by modifying
the voice data, each attack takes time to adjust the position
of the sound source array. VoicePop is relatively less affected
by those attacks because the pop noise produced by different
people also has specificity. Although pop noise is easy to
simulate, it is difficult to simulate it with correct specific
characteristics. Thus, its LDR is still kept at the level of
90% under the above attacks. In short, LiVoAuth is the least
negatively affected by those attacks, its accuracy of liveness
detection can still remain above 95%. The results show that
LiVoAuth has better robustness against the above spoofing
attacks, compared with other existing methods.

TABLE I
COMPARISON OF DIFFERENT METHODS

Method AA St Ef LDR UsAc
LDR
under

additional
attack

VoicePop [4] 94.6% - medium 93.5% high 90%

Movee [19] - - low 68-
93% low -

VoiceLive [9] 99% - high 99% high 76%
VoiceGesture [20] 99% - high 99% medium 50%

LiVoAuth 99.3% 99.1% high 97.9% high 95%

5) Discussion: Based on the above experimental tests and
comparisons, we can see that LiVoAuth has excellent perfor-
mance on accuracy, efficiency, stability, user acceptance and
robustness of liveness detection. Its deployment cost is very
low. At the same time, LiVoAuth has low restrictions on its
user in terms of position, distance, and posture. However,
LiVoAuth still has some shortcomings. First, the success rate
of liveness detection is not top-notch. Considering that too
short challenge code could make the LDM embedded in it
useless, we can improve this weakness by limiting the shortest
length of the challenge code and optimizing the LDM genera-
tion method. Second, the robustness of LiVoAuth seems to be
easily questioned. This problem is also caused by the design
of LDM. The LDM used in the current system is too simple
and looks easy to be imitated. However, in practice, LDM
can be designed by introducing additional elements to build
various forms to avoid this problem. Finally, user feedback
shows that the ease of use is not so satisfied. Some participants
mentioned in the interview that the prompt information should
in the current interface of UA is difficult to read. They hope to
change it into a one-to-one format, where the challenge code
is put above the LDM. In addition, the prompts such as timers
should be optimized to improve user experience.

VI. CONCLUSION

In this paper, we proposed LiVoAuth, an economic and
effective liveness detection method for voiceprint authentica-
tion. It applies a form of random voice challenge with random
LDM to resist spoofing attacks, thus enhancing the security of
authentication. A series of user studies and experimental tests
based on a prototype system show that LiVoAuth has high
authentication accuracy, sound liveness detection accuracy,
high stability and high efficiency. LiVoAuth is robust to resist
various spoofing attacks and gains positive feedback on user
acceptance. Compared with existing cutting-edge works, its
performance is advanced. We will further improve its usability
and ease of use to promote its adoption in practice.
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APPENDIX I
SECURITY ANALYSIS

Proposition 1: Spoofing attack cannot be carried out by a
simple replay.

Proof: The challenge codes in the process of registra-
tion and authentication come from different datasets, each
challenge code and its LDM are randomly selected. The
probability that the contents of CCs and their LDMs of two
challenges are the same is pretty low.

The registration challenge code is randomly selected from
set A = CCi, i = 1, ..., I . The authentication challenge code
is randomly selected from set B = CCj , j = 1, ..., J . For
∀CCi ∈ A and ∀CCj ∈ B, CCi ̸= CCj . The parameters of
LDM is specified in Section IV-A. The length of LDM l is
assumed to be equally distributed over its scope. Its maximum
length is L, the amount of selectable first element (e.g., voice
volume) is n, and the amount of selectable second element
(e.g., pause time) is m.

It is assumed that the attacker obtains any voice of the user
in the registration or authentication, noted V P , and directly
implements a replay attack. The probability that V P meets
the CC requirements for the next authentication is: P1 =
I

I+J ×0+ J
I+J × 1

J ; The probability that V P meets the LDM

requirements is: P2 = 1
L−1

∑L
l=2

(
1
n

)l ( 1
m

)l−1
. Since the

returned voice content needs to be checked to confirm that it is
consistent with the CC with the same speaking mode specified
in its LDM, the probability of replay attack by recording and
replaying is P = P1 × P2 = 1

(I+J)(L−1)

∑L
l=2

(
1
n

)l ( 1
m

)l−1
.

Given I = 100, J = 1000, L = 10, n = 7, and m = 5,
P = 0.000043%. This is a very low probability, thus the replay
attack is difficult to succeed.

Proposition 2: It is difficult for an attacker to obtain an
audio through compilation for raising a spoofing attack.

Proof: We introduce LDM to work with CC during
authentication in LiVoAuth. In order to pass authentication,
the returned challenge code audio should meet the speaking
style specified by the LDM. Even if the attacker can obtain
enough samples by collecting the user’s past voices and can
construct an audio V P consistent with the content of CC
through compilation, which means the probability that V P
meets the requirements of CC is P1 = 100%. The authenticate
is still hard to be successful because the audio mostly does
not comply with the LDM due to its randomness and a large
number of possible composition results of multiple vector
elements with different values. The parameters of LDM is
the same as that of Proof 1 The probability of V P meets
the requirements of LDM is P2 = 1

L−1

∑L
l=2

(
1
n

)l ( 1
m

)l−1
.

The probability of spoofing attack is P = P1 ×P2. Given the
same values of L, n, m as in Proof 1, P = 0.047%, which is
still very low while the compilation cost is very high, so that
spoofing in this way is not feasible.

Proposition 3: It is difficult for an attacker to obtain an
audio through speech synthesis for raising a spoofing attack.

Proof: As far as we know, there is a technology to syn-
thesize a similar speech by using a voiceprint feature template
of a user and establishing the user’s voiceprint model through
machine learning. But so far, the computational overhead of
this technique is still very high. For example, a toolkit named
Librosa [27] takes about 15 minutes to generate a 30-second
.wav audio file. But the authentication time of LiVoAuth is

much shorter than the time spent to generate a synthesized
audio using a known voiceprint feature template. Thus, it is
hard to raise a spoofing attack through speech synthesis in
LiVoAuth if we set a proper authentication timeout threshold.
(Refer to Figure 7 about LiVoAuth’s efficiency.)

APPENDIX II
BACKGROUND INFORMATION OF PARTICIPANTS

Table II shows the background information of all partici-
pants.

TABLE II
BACKGROUND INFORMATION OF PARTICIPANTS.

User Gender Age Nationality Envi1 TB2

1 Female 28 Chinese office ×
2 Male 45 Finnish office ×
3 Female 31 Finnish office ×
4 Male 28 Chinese office ✓
5 Female 27 Indian office ×
6 Female 26 Indian office ×
7 Male 28 Indian office ×
8 Male 37 French office ×
9 Male 45 Finnish canteen ×
10 Female 39 Finnish canteen ×
11 Female 51 Chinese canteen ×
12 Female 24 French quiet ×
13 Male 51 Chinese canteen ×
14 Female 49 Chinese canteen ×
15 Male 14 French quiet ×
16 Male 53 Chinese canteen ×
11 Male 43 Finnish canteen ×
12 Female 45 French canteen ×
13 Female 17 Chinese quiet ×
14 Female 18 Chinese quiet ✓
15 Female 18 Chinese quiet ✓
16 Female 24 Chinese quiet ×
17 Male 26 Chinese office ×
18 Male 21 Chinese office ×
19 Male 27 Chinese office ×
20 Female 46 Chinese office ×
21 Female 51 Chinese canteen ×
22 Female 47 Chinese canteen ×
23 Female 28 Chinese canteen ×
24 Female 31 Chinese canteen ×
25 Female 28 Chinese office ×
26 Male 25 Chinese office ×
27 Male 27 Chinese office ×
28 Female 23 Chinese office ×
29 Female 23 Chinese office ×
30 Male 17 Chinese quiet ×
31 Male 17 Chinese quiet ✓
32 Female 18 Chinese quiet ×
33 Male 15 Chinese quiet ×
34 Male 39 Chinese canteen ×
35 Male 41 Chinese canteen ×
36 Male 53 Chinese canteen ✓
37 Male 52 Chinese canteen ×
38 Female 24 Chinese office ×
39 Female 24 Chinese office ×
40 Male 28 Chinese office ×
41 Female 25 Chinese quiet ×
42 Female 22 Chinese quiet ×
43 Male 24 Chinese quiet ×
44 Female 24 Chinese quiet ×
45 Male 25 Chinese quiet ×
46 Female 54 Chinese canteen ✓
47 Female 53 Chinese canteen ×
48 Male 53 Chinese canteen ✓
49 Male 52 Chinese canteen ×
50 Male 18 Chinese quiet ×

Envi: Environments
TB: Technical background. ✓- the user had used voiceprint authentication.
× - the user had never used voiceprint authentication.

APPENDIX III
QUESTIONNAIRE FOR TESTING USER ACCEPTANCE

The questionnaire is designed based on a 5-point Likert
scale, consisting of 15 statements with regard to five aspects,
i.e., perceived ease of use, usefulness, user interface, playful-
ness and usage attitude in future).

1) Perceived ease of use
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S1: I think it is convenient for me to use the system as
an authentication method in my daily life.
S2: I think it is easy for me to use the system.
S3: I think it is fast and accurate to complete authenti-
cation.

2) Usefulness
S4: The system is better than password-based authenti-
cation.
S5: The system can help me manage my accounts in the
Internet applications.
S6: The system is a helpful application.

3) Interface
S7: The system provides a fashionable way of authenti-
cation.
S8: The system has a simple way to interact.
S9: The system provides a good user interface for
authentication operation.

4) Playfulness
S10: Using the system for authentication makes me
happier than entering user ID and password.
S11: The system provides a joyful method of authenti-
cation.
S12: The system is an interesting application.

5) Attitude
S13: I would like to use the system.
S14: The system is very cool.
S15: I prefer using the system compared with the
authentication system based on user ID and password.

APPENDIX IV
SEMI-STRUCTURED INTERVIEW OUTLINE

This section provides a semi-structured interview outline.
We interviewed some user test participants. The interview was
conducted according to the outline. Before the interview, we
explained the purpose of the interview to the interviewees,
obtained the consent of all interviewees in advance, and
recorded the contents of all interviews.

Before the in-depth interview, here are some questions for
collecting the background information of participants:

1) What kind of intelligent voice assistant or other voice
system have you used?

2) What authentication methods do you usually use in your
daily life?

3) For which transactions or applications do you need to
perform user authentication?

With regards to usage experience of LiVoAuth, we directly
ask the following questions:

1) Compared with other similar systems you have used,
what is the difference between them and LiVoAuth?

2) Do you feel bothered during LiVoAuth usgae?
If the answer to Question 5 is “Yes”, further answer Ques-

tion 7 and 8; If the answer is “No”, please answer Question
6.

1) What kind of application scenario do you think
LiVoAuth is suitable for?

2) What do you think LiVoAuth bothers you during usage?
3) Do you have any suggestions on improving LiVoAuth

with regard to its interface design and functionalities?
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