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A Review on Swarm Intelligence and Evolutionary
Algorithms for Solving Flexible Job

Shop Scheduling Problems
Kaizhou Gao, Member, IEEE, Zhiguang Cao, Le Zhang, Zhenghua Chen, Yuyan Han, and Quanke Pan

 
    Abstract—Flexible  job  shop  scheduling  problems  (FJSP)  have
received  much  attention  from  academia  and  industry  for  many
years.  Due  to  their  exponential  complexity,  swarm  intelligence
(SI)  and  evolutionary  algorithms  (EA)  are  developed,  employed
and  improved  for  solving  them.  More  than  60% of the  publica-
tions are related to SI and EA. This paper intents to give a com-
prehensive literature review of SI and EA for solving FJSP. First,
the mathematical model of FJSP is presented and the constraints
in applications  are  summarized.  Then,  the  encoding  and  decod-
ing strategies  for connecting the problem and algorithms are re-
viewed. The strategies for initializing algorithms? population and
local  search  operators  for  improving  convergence  performance
are  summarized.  Next,  one  classical  hybrid  genetic  algorithm
(GA)  and  one  newest  imperialist  competitive  algorithm  (ICA)
with  variables  neighborhood  search  (VNS)  for  solving  FJSP  are
presented. Finally, we summarize, discus and analyze the status of
SI and EA for solving FJSP and give insight into future research
directions.
    Index Terms—Evolutionary algorithm, flexible job shop scheduling,
review, swarm intelligence.

I.  Introduction

F LEXIBLE  job  shop  scheduling  problems  (FJSP)  evolve
from job  shop  scheduling  problems (JSP).  An FJSP con-

sists of two sub-problems, machine assignment and operation
sequencing [1]–[2]. The former is to select a machine from a
candidate set for each operation while the latter is to schedule
all operations on all machines to obtain satisfactory schedules.
It  extensively  exists  in  many  industries,  such  as  automobile
assembly, textile  manufacturing,  chemical  material  pro-
cessing  and  semiconductor  manufacturing  [1]–[4].  FJSP  is
very complex and has been proven to be an NP-hard problem
[3]–[4]. Owing to such complexity, traditional mathematic op-
timization methods are  difficult  to  tackle  within a  reasonable
amount  of  time  [5].  More  and  more  swarm  intelligence  (SI)
and evolutionary algorithms (EA) have thus been employed to
solve FJSP in recent years,  including genetic algorithm (GA)
[6]–[48],  particle  swarm  optimization  (PSO)  [49]–[62],  ant
colony  optimization  (ACO)  [63]–[70],  tabu  search  (TS)
[71]–[81],  artificial  bee  colony  (ABC)  [82]–[93],  harmony
search (HS) [94]–[99], memetic algorithm (MA) [100]–[105],
evolutionary  algorithm  (EA)  [106]–[117],  neighborhood
search (NS) [118]–[126], meta-heuristics [127]–[133], biogeo-
graphy-based  optimization  (BBO)  [134]–[135],  estimation  of
distribution algorithm (EDA) [136]–[141], immune algorithm
(IA)  [5], [142]–[145], and  some  emerging  ones.  The  emer-
ging  algorithms  include  Chemical-reaction  optimization
(CRO), migrating  birds  optimizer  (MBO),  fruit  fly  optimiza-
tion  (FFO),  imperialist  competitive  algorithm  (ICA),
shuffled frog-leaping algorithm (SFLA), Social Spider Optim-
ization  (SSO),  and  virus  optimization  algorithm  (VOA)
[146]–[164].

Till Dec. 2018, about 520 publications could be found under
“Web  of  Science  Core  Collection” database  in  Web  of
Science  with  keywords “flexible  job  shop  scheduling” in
titles.  More  than  60% of  them  include  various  SI  and  EA
algorithms.  From  them,  this  study  selects  the  literature  in
major  journals  [4]–[164]  and  top-level  conferences
[165]–[177] to analyze and review the topic about SI and EA
for  solving  FJSP.  Some  newer  research  outcomes
[178]–[184], which are not yet included in the Web of Science
database, are also reviewed.

The remainder of this paper is organized as follows. Section
II  presents  FJSP  model  and  real-life  constraints  in  various
applications.  The  SI  and  EA  framework  for  solving  FJSP  is
described  and  some  strategies  to  improve  SI  and  EA  are
summarized in Section III. We will discuss and analyze the SI
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and EA used to solve FJSP in Section IV. Finally, conclusions
and some future research directions are given in Section V.

II.  Flexible Job Shop Scheduling Problems

A.  Mathematical Model of FJSP
A  job  in  a  flexible  job  shop  consists  of  a  sequence  of

operations.  An  operation  requires  only  one  machine  out  of  a
bank of candidates. Each operation must be processed on only
one machine at a time, and each machine can handle only one
operation at a time. The following notations and assumptions
are needed to formulate a multi-objective FJSP.

1) J={Ji},  1  ≤ i ≤ n is  a  set  of  n  jobs  to  be  scheduled. qi
denotes the total number of operations of job J={1, 2, …, n}.

M = {Mk}2) Let , 1 ≤ k ≤ m, be a set of m machines.
3)Job Ji consists of a predetermined sequence of operations.

Let Oi, h be operation h of Ji.

M(Oi,h)
4)  Each  operation Oi, h can  be  processed  without

interruption  on  one  of  the  set  of  candidate  machines .
Pi, h, k denotes the processing time of Oi, h on machine Mk.

5) Decision variables

xi,h,k =

{
1, if machine k is selected for operation Oi,h
0,otherwise

where the completion time of operation Oi, h is denoted as ci, h.
6)There  are  many  objectives  in  published  literature  for

FJSP,  including  completion  time,  flowtime,  machine
workload,  due  date,  cost,  and  energy  consumption.  These
objectives are formulated as follows:

The maximum completion time of all jobs called Makespan:
CMax=max(1≤i≤n)ci, where ci is the completion time of job Ji;

The  total  flow  time, CFlow=∑(1≤i≤n)ci ,  where ci is  the
completion time of job Ji.

The  maximum  machine  workload, WMax =  max(1≤j≤m) wj,
where wj is the workload of machine Mj.

The  total  machine  workload, WTotal=∑(1≤j≤m)wj,  where wj is
the workload of machine Mj.

Minimize  the  earliness  or  tardiness,  Δi=|ci–di|,  where di is
the due date of Ji.

Some  publications  optimized  two  or  more  objectives
simultaneously.  When  two  or  more  objectives  are  optimized
simultaneously,  decreasing  one  function  may  cause  the  other

function  or  functions  increasing.  It  makes  the  bi-objective  or
multi-objective FJSP more difficult to solve than FJSP with a
single  objective.  A  summary  of  publications  for  FJSP  with
various  objectives  is  recorded  in  Table  I.  Flexible  job  shop
rescheduling is a new trend for dealing with some constraints.
Stability  metric  is  an  objective  to  evaluate  the  changing  to
existing  schedule.  We  list  it  as  one  objective  separately  in
Table I even if the number of related publications is few.

B.  FJSP with Considering Constraints
In  a  real-world  engineering  environment,  many  constraints

must be considered for solving FJSP. These constraints inclu-
de  uncertain  or  stochastic  processing  time,  machine  break-
down  or  disruptions,  resource-constrains,  operation  transpor-
tation time, new job dynamic insertion, maintenance or prev-
entive  maintenance,  setup  time,  operation  overlapping,  and
cost  or  energy  consumption.  They,  in  general,  increase  the
difficulty  of  obtaining  high-quality  solutions  for  FJSP.  Some
researchers  consider  one  or  more  of  these  aforementioned
mentioned  constraints  when  solving  FJSP.  A  summary  of
publications considering various constraints is shown in Table II.

III.  SI and EA Algorithms for Solving Fjsp

A.  General Framework of SI and EA
SI  and  EA  own  a  similar  framework  for  optimization

problems.  First,  the  population  is  initialized  with  some
solutions  generated  randomly  or  by  simple  heuristics,  like
dispatch rules.  The values of  all  decision variables should be
in their defined range or domain. Then, the initial solutions are
evaluated  by  counting  their  objective  functions.  Next,  an
iteration  process  is  repeated  to  generate  new  solutions  with
different algorithms. New solutions are evaluated and replace
the  solutions  in  the  population  based  on  some  rules  that  are
often  set  in  advance.  The  objective  values  of  corresponding
solutions  are  updated.  The  iteration  process  is  executed
repeatedly  until  some  stop  criterion  is  met.  Finally,  the  best
solution  and  corresponding  objective  results  are  output.  The
general framework of SI and EA algorithms are shown in Fig. 1.
For different SI and EA algorithms, the ways to generate new
solutions are different. For specific algorithms, the methods to
initialize  population  and  perform  local  search  are  often
different.

 

TABLE I  
Publications Handling Various Objectives

Objective References

CMax

[5] [6] [8] [12] [14]–[16] [19]–[22] [24] [26]–[27] [52]–[54] [60] [62]–[63] [66] [68] [73] [83] [86]–[87] [92] [95] [102]–[103] [112] [118]
[120] [123] [125]

[127] [129] [135]–[137] [144] [147] [165] [168] [169] [170] [171] [173] [176]
CTotal [58] [13] [165] [167] [169]

WMax [4] [7] [10] [50]–[51] [71] [82] [84]–[85] [89]–[90] [99] [106] [110] [124] [128] [134] [138] [140] [143] [146] [157] [160] [165] [169] [176]

WTotal [7] [10] [51] [71] [82] [84]–[85] [100] [106] [110][128] [138] [143] [146] [160] [176]

E/T [18] [58] [65] [77] [94] [96]–[97] [121] [130] [171]
Stability
metric [14] [108] [111] [183]

Multi-
objective [33] [61] [71] [77] [82] [84]–[85] [94] [100]–[101] [106] [110] [121] [128] [133] [138] [140] [142] [146] [172] [174] [183]

Others [9][30] [54] [101] [158] [171] [172] [175] [178]–[181] [184]
 

GAO et al.: A REVIEW ON SWARM INTELLIGENCE AND EVOLUTIONARY ALGORITHMS FOR SOLVING FJSP 905 



B.  Encoding and Decoding Strategies
When using SI and EA algorithms for solving FJSP, the key

steps  to  connect  problems  and  algorithms  involve  encoding
scheduling  schemes  to  solution  vectors  in  the  population  for
their  optimization,  and  to  decode  solution  vectors  to
scheduling  schemes  to  evaluate  their  quality.  The  design  of
high-quality encoding and decoding strategies is an important
issue, which affects the efficiency of encoding and decoding,
and the convenience to integrate SI and EA with local search
operators.  The  four  most  commonly  used  encoding  and
decoding strategies are summarized as follows.
1)  Binary-alphabet-based Strategy [177]

This  strategy  is  proposed  for  GA  based  on  a  binary
alphabet, which designs a special strategy in a matrix for jobs’
operations  and  machines.  For  an  operation,  the  entry  in  this
matrix is set to “0” if a machine cannot process it. The value is
set “1” if  this  operation  can  be  processed  on  this  machine
only.  If  it  can  be  processed  by  more  than  one  candidate
machines, the value is set to symbol “*”. Finally, the value is
set to start time and end time on this machine if this machine
is selected to process it.
2)  Machine-based Assignment and Operation Sequences [4]

In  this  strategy,  there  are  two  vectors  filled  by  discrete
machine indices and operation indices for encoding. The first
one is for machine assignment, which assigns one processing
machine  for  each  operation.  The  second  is  for  an  operation
sequence  on  all  machines,  in  which  the  operation  sequences
on each machines are connected before and after.
3)  Unified Encoding Strategy [5], [6]

This  strategy  considers  machine  assignment  and  operation
sequence  together  in  one  vector.  Each  element  in  the  vector
consists  of  three  values:  job  index,  operation  index,  and
selected machine index. This encoding strategy is also used by
many researchers  due  to  its  simplicity  to  decode  solutions  to
schemes.
4)  Machine Assignment and operation Sequence [7], [8]

This strategy is similar to the second one to a certain extent.
However,  the  operation  sequence  setting  method  differs.  In
this  strategy,  an  operation  sequence  is  encoded  using  job
indices. When the job index first appears, it represents the first
operation  of  this  job.  The  second  appearance  depicts  the
second  operation  of  this  job.  The  operation  sequence  can  be
encoded  by  analogy,  in  which  the  operation  sequences  of  all
machines  are  intertwined  together. Table III shows  an
example of  this  strategy.  The first  row is  an operation index,
while the second and third rows show the machine assignment
and operation sequence vectors. The values of the second and
third  rows  are  the  machine  indices  and  job  indices,
respectively.  This  encoding  method  is  used  by  many
researchers  owing  to  the  convenience  and  simplicity  to  a
generate  new  operation  sequence  and  to  do  local  search  for
better solutions.

Among  four  encoding  strategies,  the  third  and  fourth  ones
are more suitable for FJSP and are easier to design operations

 

TABLE II  
The Publications Reporting Fjsp Solutions Handling Different Constraints

Constraints No. of publications Reference list

Machine breakdown or disruptions 5 [14] [18] [30] [54] [111]

Uncertain processing time 13 [15] [20] [60] [86] [89]–[90] [97] [123] [135] [137] [139] [147] [182]

Resource-constrained 1 [61]

Transportation time 1 [16]

New job insertion 3 [87] [90] [183]

Maintain (Preventive) maintenance 2 [68] [146]

Setup Time 4 [21] [66] [121] [125]

Operation overlapping 2 [22] [103]

Cost or energy consumption 7 [28] [158] [178]–[181] [184]
 

 

Initializing population

Generating new solutions 

Evaluating new solutions

Update population and objective
functions

Is the stop
criterion met ?  

Yes

No

Evaluate objective functions of
initializing solutions in population 

Output results

Start

 
Fig. 1.     General procedures framework of SI and EA algorithms.
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for generating new solutions in each iteration of the algorithm.
The third is easier to match operations to selected processing
machine, and to decode a solution to a schedule. The fourth is
easier  to  design  operations  to  generate  new  solutions  and  to
integrate  local  search  operators  for  a  better  operation
sequence.  The  represent  studies  adopting  four  encoding  and
decoding strategies are given in Table IV.

C.  Improvement Strategies of SI and EA Algorithms
1)  Initializing Strategies

The  quality  of  initial  solutions  affects  the  convergence
speed  and  global  searching  performance  of  SI  and  EA
algorithms.  Many  initial  strategies,  including  dispatch  rules,
simple  heuristics,  and  the  ensembles  of  dispatch  rules  and
simple heuristics are proposed to improve the quality of initial
populations.  We  summarize  and  analyze  these  strategies  for
population  initialization.  Strategies  a  through  e  are  used  for
initializing  machine  assignment,  f  and  g  are  for  initializing
operation  sequences,  and  h  and  i  are  for  initializing  both
machine  assignment  and  operation  sequences.  Their
publications are listed in Table V.
a)  Operation Minimum Processing Time [6]

For each operation, a machine with the minimum processing
time  is  selected  from candidate  machines  to  process  it.  With
this rule, all operations are assigned to the machines with the
minimum  processing  time.  For  a  single  operation,  the

processing time is indeed the minimal, yet, there may be many
operations  queuing  on  the  same  machine.  Thus,  the  machine
workload and makespan may increase.
b)  Local Minimum Processing Time [5]

This  heuristic  develops  an  operation  minimum  processing
time rule. It adds the processing time of the current operation
to  the  machine  workload.  The  selection  criterion  involves  r
adding  the  processing  time  of  the  current  operation,  then
selecting the machine with the minimum workload. This rule
considers  single  operation  processing  time  and  machine
workload together.
c)  Global Minimum Processing Time [5]

This  heuristic  selects  the  minimum  processing  time  from
all-machine  processing  time  for  all  operations.  Similar  to
heuristic  b,  the  processing  time  is  also  added  to  machine
workload.  This  rule  starts  with  finding  the  global  minimum
processing  time  of  all  operations  with  considering  the
maximum  machine  workload.  The  disadvantage  is  lack  of
diversity.
d)  Minimum Completion Time [89]

For  one  operation  with  two  or  more  candidate  machines,
their completion time is compared based on their earliest start
tine  and  processing  time  and  then  the  machine  with  the
smallest  completion  time  is  selected  for  the  operation.  This
rule  is  conducive  to  the  minimization  of  the  maximum
completion time.

 

TABLE III  
An Example of the Fourth Encoding Strategy

Operation index O1, 1 O1, 2 O1, 3 O2, 1 O2, 2 O2, 3 O3, 1 O3, 2 O3, 3

Machine assignment 3 1 4 2 2 1 4 3 4

Operation sequence 1 3 3 2 1 2 3 1 2
 

 

TABLE IV  
Reference List of Encoding And Decoding Strategies

Order No. of publications Reference list

1) 1 [177]

2) 4 [4]

3) 9 [5] [6] [89] [90] [97] [106] [118] [120] [143]

4) 3 [7]–[8] [15] [19] [22] [27] [60] [63] [82] [84] [86]–[87] [94] [96] [133]–[134] [137]–[138] [158]
 

 

TABLE V  
Reference List of Initializing Strategies

Order No. of publications Reference list

a) 3 [6] [84] [106]

b) 6 [5] [6] [73] [89] [106] [118]

c) 9 [5] [6] [22] [84] [87] [89] [94] [118] [138]

d) 3 [89] [94] [96]

e) 2 [94] [97]

f) 12 [5] [6] [22] [84] [87] [89] [94] [96] [106] [118] [138] [185]

g) 12 [5] [6] [22] [84] [87] [89] [94] [96] [106] [118] [138] [185]

h) 1 [77]

i) 2 [83] [85]–[86] [136] [186]
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e)  MinEnd Heuristic [94]
In this heuristic, an operation sequence is randomly decided.

The processing machine for each operation is  assigned based
on  an  operation  sequence.  This  heuristic  has  the  following
steps:  i)  Shuttle  all  operations  of  all  jobs  randomly  to  obtain
an operation  sequence.  ii)  Repair  an  operation  sequence,  and
ensure  that  the  operations  of  the  same  job  can  satisfy  the
processing  priority.  iii)  For  each  operation  in  an  operation
sequence,  evaluate  the  completion  time  on  each  selectable
machine.  The machine with the minimum completion time is
selected for processing it.
f)  Most Work Remaining Rule [5]

This  rule  is  for  operation  sequence  initialization.  It  first
orders  the  jobs  in  a  descending  order  based  on  remaining
work.  The job with the most  remaining work is  selected first
and  put  into  an  operation  sequence,  the  iteration  is  then
repeated until  all  operations of all  jobs have been sequenced.
This  method  is  based  on  the  remaining  work,  which  is
calculated  from  the  processing  machine  and  the  processing
time. Hence, machine assignment must be decided before this
heuristic is used.
g)  Most Operations Remaining Rule [6]

This  rule  is  for  operation  sequence  initialization.  It  selects
jobs  based  on  the  number  of  remaining  operations.  The  job
with  the  most  un-sequenced  operations  is  selected  first.  This
method  relies  on  the  total  number  of  remaining  operations
rather than machine assignment.
h)  Two-step Greedy Heuristic [77]

In this heuristic, the operations are sorted in ascending order
based on the number of selectable machines. Ascending order
of processing time is used to break ties when there is an equal
number  of  selectable  machines.  The  machines  are  sorted  by
using their workload in non-decreasing order. The operation is
taken  from  the  operations  list  and  the  first  machine  that
belongs  to  the  machine  list  is  assigned  to  the  operation.  The
workload of this machine is updated, and the machine sorting
is  also updated.  The process iterates until  all  operations have
been  assigned  to  machines.  The  two-step  greedy  rule  is
proposed for the minimization of the maximum tardiness. The
performance  of  this  heuristic  is  unsatisfactory  in  terms  of
makespan and workload.
i)  Ensemble of Multiple Strategies [83]

In  the  initializing  stage,  some  dispatch  rules  and  simple
heuristics  are  integrated  to  generate  the  initial  solutions  of
certain quality and diversity. An ensemble strategy can utilize

the  advantage  of  various  simple  heuristic  rules  and  improve
the  quality  of  initial  solutions  in  population.  It  can  also
improve the convergence speed of SI and EA algorithms.
2)  Local Search Operators

To solve FJSP effectively and efficiently, some local search
strategies  and  operators  are  proposed  to  improve  the
convergence  speed  and  local  optimal  searching  performance
of  SI  and  EA  algorithms.  These  local  search  strategies  and
operators are embedded in the iterative process of SI and EA
algorithms as one part of algorithms. Here, we summarize and
analyze  the  commonly  used  local  search  operators  and
strategies  in  SI  and  EA  algorithms  for  solving  FJSP.  Their
related publications are recorded in Table VI.
a)  Insertion, Swap and Reverse Operators [82]

These  three  operators  are  commonly  used  local  search
operators  for  operation  sequences,  especially  for  the  ones
generated by the fourth encoding strategy. Operator insert is to
move one operation from its current position to other positions
in  an  operation  sequence,  which  changes  the  position  of  the
inserted  operation  and  the  positions  of  the  following
operations  after  the  insertion  point.  Operator  swap is  used  to
exchange positions of two operations, which just changes two
operations’ positions  in  an  operation  sequence.  Operator
reverse  is  to  reverse  the  order  of  some  operations,  which
change  the  positions  of  some  connected  operations  in  an
operation sequence.
b)  Simulated Annealing Based Local Search Operation [28]

Simulated  Annealing  (SA)  represents  an  effective  and
general form of optimization. It is useful in finding the global
optima  in  the  presence  of  numerous  local  optima.  It  can  be
used  for  solving  FJSP  by  itself  or  integrated  into  other
algorithms  as  a  local  search  approach  for  searching  local
optimal solutions.
c)  Tabu Search (TS) Based Local Search [19]

TS is a local search-based metaheuristic, which uses a local
or  neighborhood  search  procedure  to  iteratively  move  from
one  potential  solution  to  an  improved  one  in  the
neighborhood,  until  some  stopping  criterion  is  satisfied,  e.g.,
an attempt limit or a score threshold, which is set in advance.
Similar to SA, TS can be used for FJSP by itself [71]–[81] or
embedded  into  other  SI  or  EA  algorithms  as  a  local  search
operator.
d)  Critical Path Based Local Search Operator [10]

This operator  is  to move the operations on critical  paths to
other  place  in  order  to  get  a  new  schedule  with  a  smaller
objective. For example, the makespan of a solution is defined
by  the  length  of  its  critical  paths.  The  makespan  cannot  be
reduced  while  maintaining  its  current  critical  paths.  The
purpose  of  the  critical  path  operator  is  to  identify  and  break
the  existent  critical  paths  to  obtain  solutions  with  smaller
makespan values. To execute it, a disjunctive graph is used to
find the critical paths of a solution.
e)  Variables Neighborhood Search (VNS) [187]

VNS  is  a  modern  meta-heuristic  based  on  systematic
changes of  a  neighborhood structure within a  search to solve
combinatorial  optimization  problems.  Systematic  change  of
neighborhood  within  a  possibly  randomized  local  search  is  a
simple  principle  of  VNS.  For  solving  FJSP,  neighborhood

 

TABLE VI  
Reference List of Local Search Operators and Approach

Order No. of publications Reference list

a) 4 [82] [84] [135] [158]

b) 3 [28] [51] [101]

c) 3 [19] [146] [147]

d) 7 [10] [83] [85] [94] [96] [106] [136]

e) 3 [7] [71] [86]

f) 2 [68] [87] [186]

g) 2 [30] [137]
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structures  are  considered  to  generate  operation  sequence  and
machine  assignment.  VNS  is  used  in  some  SI  and  EA
algorithms  as  a  local  search  operator  to  improve  their
performance and it can also be employed for solving FJSP by
itself.
f)  Ensemble [68]

An  ensemble  is  an  integration  strategy  for  multiple  local
search  operators,  which  use  them  to  obtain  better
performance.  It  takes  their  respective  advantages  and  avoids
their  disadvantages.  Generally,  it  consists  of  a  finite  set  of
local  search  operators  but  typically  allows  for  much  more
flexible  neighborhood  structures  among  them.  Here,  we
summarize  three  high-quality  ensembles  (E1-E3)  which
integrate different simple heuristics and local search operators.

E1:
Step 1: Generate a processing time table of all machines for

all operations.
Step 2: Order all operations regardless of operation priority.
Step  3:  Perform  machine  assignment  by  using  the  local

minimum processing time heuristic.
Step 4: Calculate workload for each machine
Step 5: Generate an operation sequence by using the most-

work-remaining rule.
E2:
Step  1:  Generate  machine  assignment  (MA1)  by  selecting

processing machine randomly.
Step 2: Calculate workload for each machine.
Step 3: Generate an operation sequence by using the most-

work-remaining rule.
Step 4: Select one processing machine for each operation by

using  the  minimum-completion-time  rule  to  obtain  a  new
machine assignment (MA2).

Step  5:  Compare  the  completion  time  of  machine
assignments MA1 and MA2.

Step  6:  Select  the  one  with  smaller  completion  time  as  a
final machine assignment.

E3:
Step 1: Count the total operation number for each job.
Step 2: Generate an operation sequence by using the most-

work-remaining rule and break ties by random selection.
Step 3: For each operation in operation sequence, select one

processing  machine  by  using  the  minimum  completion  time
rule.

Ensemble  E1  promotes  the  randomness  of  both  machine
assignment  and  operation  sequence  to  improve  algorithms’
global  search  performance.  Ensemble  E2  is  for  optimizing
workload and makespan objectives in operation sequence and
machine  assignments,  respectively.  Ensemble  E3  considers
the minimization of makespan.
g)  Left-shift or right-shift decoding [30]

In  a  decoding  phase,  there  are  strategies  to  obtain  better
objective values for  a  same solution.  The left-shift  and right-
shift  decoding  strategies  are  commonly  used  to  decode
solutions  to  schedules.  The  left-shift  operator  inserts  one
operation into a gap among the decoded operations to reduce
the  makespan  or  other  objectives  values  while  the  right-shift
operator  is  to  reschedule  the  operations  after  machine

disruptions or breakdown or to meet other dynamic constraints.

D.  Representative SI and EA algorithms
To show SI  and  EA algorithms  for  solving  FJSP  with  and

without constraints, this section presents a classical hybrid GA
(hGA)  algorithm  [7]  and  a  newest  ICA  algorithm  with  VNS
[184].  The  hGA  was  proposed  in  2008  [7]  and  is  a  highly
cited paper. The ICA with VNS is a new algorithm published
online in 2018.
1)  hGA with variable neighborhood descent [7]

The  hGA  algorithm  embeds  two  local  search  operators
based on a critical path to GA. The operators with moving one
or two operations from the critical path to find solutions with
a  better  critical  path.  The  procedures  of  the  local  search  by
moving one operation is shown as follows.

Procedures of local search by moving one operation:
1. 　Identify a critical path P for a solution S.
2. 　Select the first operation O1 in P.
3. 　Do
4. 　　Delete O1 from S
5. 　　Search for an assignable time interval for O1 in S
6. 　　If there is no assignable interval
7. 　　　Select the next operation in P
8. 　　Else
9. 　　　Allocate O1 in the interval and obtain S'
10. 　　　Break out
11. 　　Endif
12. 　While (P is not traversed)
13. 　If exists S’,
14. 　　Update S by using S’
15. 　Else
16. 　　Remain S
17. 　Endif

Based  on  the  local  search  with  moving  one  operation,  the
one with moving two operations are proposed. From the first
operation  in  one  critical  path,  it  selects  two  operations  once
and finds  assignable  time interval  for  them.  If  the  assignable
time  intervals  are  found,  the  solution  is  updated.  The  local
search by moving one operation is implemented until the local
optimal are found or the critical path is traversed. Owing to its
computational  complexity,  the  local  search  with  moving  two
operations  is  implemented  only  once  in  each  iteration.  The
procedures  of  the  hGA  are  shown  as  follows  with  the  detail
information about crossover, mutation operators being at [7].

Procedure of hGA:
1. Initialize population using the fourth encoding strategy.
2. Evaluate objective values.
3. Do
4. 　Crossover operation
5. 　Mutation operation
6. 　 Improve  the  solutions  by  using  the  local  search  with

moving one operation
7. 　Improving the solutions by using the local search with

moving two operations
8. 　Update solutions

GAO et al.: A REVIEW ON SWARM INTELLIGENCE AND EVOLUTIONARY ALGORITHMS FOR SOLVING FJSP 909 



9. While (stop condition is not met)
10. Output best solution and corresponding schedule

2)  ICA with VNS [184]
ICA  is  a  novel  meta-heuristic,  which  is  inspired  by

imperialistic  competition.  In  [184],  an  ICA  algorithm  with
VNS  is  proposed  for  solving  multi-objective  FJSP  with  the
consideration  of  energy  consumption.  It  consists  of  two
phases,  ICA  and  VNS.  ICA  is  to  explore  new  solutions  of
FJSP for optimizing makespan, total tardiness and total energy
consumption,  and  obtains  a  set  of  nondominated  solutions.
VNS  is  based  on  the  insertion,  swap  and  revise  operators  to
find new solutions in the corresponding three neighborhoods.
It  tries  to  improve  the  makespan  and  total  tardiness
performance  further  for  the  nondominated  solutions.  The
dominated  standard  is  redefined  based  on  the  results  of  total
energy  consumption.  The  procedures  of  ICA  with  VNS  are
shown as follows with assimilation of colonies,  revolution of
colonies,  exchange  colony  and  imperialist,  and  imperialist
competition being at [184].

Procedures of ICA with VNS:
1.  Initialize  population  and  construct  a  set  Ω  for

nondominated solutions.
2. Construct initial empires
3. Do
4. Assimilation of colonies
5. Revolution of colonies
6. Exchange colony and imperialist if possible
7. Imperialist competition
8. updated Ω
9. While (stop condition is not met)
10. Obtain final Ω
11. For the first solution S in Ω
12. Generate a new solution S' by using one neighborhood
13. If S' dominates S
14. 　Replace S with S' and update Ω
15. Else
16. 　Try remaining two neighborhoods
17. Endif
18. S will  be  substituted  by  another  solution S''  if  the

number of its executions exceeds a threshold β
19. Execute 12-18 for all solutions in Ω

IV.  Analysis and Discussions

A.  Publications for FJSP
To  discuss  and  analyze  publications  presenting  SI  and  EA

algorithms for solving FJSP, the journal papers from 1999 to
2018 are counted and shown in Fig. 2.  It  can be summarized
that the number of journal papers is almost increasing year by
year  and achieves  5  for  the  first  time in  2008.  From 2010 to
2018,  there  are  at  least  10  journal  papers  per  year.  It  means
that  SI  and  EA  algorithms  are  more  and  more  frequently
employed  for  solving  FJSP. Fig. 2 also  shows  the  journal
paper  counts  for  general  FJSP  and  constrained  FJSP.  Before
2008, all publications are for general or standard FJSP without
considering constraints.  From 2009, some researchers start  to
consider  constraints  when  they  solve  FJSP  implying  that
researchers  start  to  solve  FJSP  in  a  real-life  environment,
where  some constraints  have  to  be  considered  to  match  real-
life  requirements.  The  theory  research  of  FJSP  is  moving  to
engineering applications.

B.  Algorithms for FJSP
This  section  summarizes  the  publications  about  various  SI

and EA algorithms for solving FJSP from 1999 to 2018. The
total  numbers  of  publication  by  using  various  algorithms  are
recorded and shown in Fig. 3. The algorithms with more than
5  journal  papers  are  counted  individually.  All  the  ones  with
less  than  five  journal  papers  are  included  in “Others”.  It  can
be seen from Fig. 3 that GA is most popular among them and
appears in 46 journal papers. The second most popular is PSO,
which has more than 10 journal papers. For “Others”, even if
the publication count of an individual algorithm is less than 5,
the  total  number  of  journal  papers  is  30,  which  is  more  than
15% of all SI and EA algorithms. They appear only in recent
years.

To further analyze and discuss the number of journal papers
presenting  specific  algorithms,  the  number  of  journal  papers
based  on  their  presented  algorithms  is  counted  by  year  and
shown in Fig. 4.  It  shows  the  results  from 2008  to  2018  and
only  the  algorithms  with  at  least  5  journal  papers  in  the  10
years are recorded individually. It  is obvious that the number
of  algorithms  for  solving  FJSP  is  increasing,  especially  after
2010.  The  number  of  GA-related  journal  papers  increases
from 2008  to  2012,  and  decreases  after  that.  From 2011,  the
number  of  journal  papers  by  the “Others” algorithms  is
increasing  year  by  year.  Most  algorithms in  the “Others” are
recently  emerging  algorithms,  e.g.,  Chemical-reaction
optimization  (CRO),  Migrating  birds  optimizer  (MBO),
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Firefly  algorithm  (FFA),  Imperialist  competitive  algorithm
(ICA), Shuffled frog-leaping algorithm (SFLA), Social Spider
optimization (SSO), and Virus optimization algorithm (VOA).
It  is  a  trend  that  more  and  more  novel  algorithms  are
employed for solving FJSP.

V.  Conclusions and Future Directions

This  paper  attempts  to  provide  an  overall  picture  of  the
state-of-the-art  research  on  swarm  intelligence  and
evolutionary  algorithms  for  solving  flexible  job  shop
scheduling  problems  (FJSP).  Starting  with  an  introduction  to
flexible  job  shop  scheduling  problems,  we  discuss  the
mathematic  model  of  FJSP  and  the  framework  of  swarm
intelligence  and  evolutionary  algorithms  for  solving  FJSP.
Next,  the  strategies  for  improving  the  performance  of
algorithms  are  summarized  and  analyzed,  including  simple
heuristics  and  dispatching  rules  for  population  initialization
and local search operators in an iteration progress. Finally, we
analyze and discuss the publications from 1999 to 2018.  The
publications  start  from  theory  research  on  general  FJSP  to
engineering  applications  by  considering  real-life  constraints.
Various SI and EA algorithms’ publications are also discussed
and  analyzed,  including  publications  numbers  of  various
algorithms and the distributions of different algorithms in the
past  10  years.  From  2011,  some  emerging  algorithms  are
employed  and  improved  for  solving  FJSP  by  considering
various real-life constraints.

Based on the discussions and analysis on the research trend
of swarm intelligence and evolutionary algorithms for solving
FJSP,  we  give  some  research  directions  from  the  aspects  of
problems and algorithms for future research.

1) Real-world constraints must be considered if we wish to
solve  FJSP  in  industrial  environments.  By  considering  the

real-life constraints,  we can put theory research results into a
specific filed or for a specific product.

2)  Minimizing  energy  consumption  and  enhancing
environmental  protection  are  two  new  objectives  to  seek  in
solving  production  scheduling  problems[188]–[189],
including  FJSP.  Thus,  we  can  achieve  low-carbon  and  green
production.

3)  Multiple  objectives  even  many  objectives  have  to  be
optimized for satisfying different performance indicators.

4) Simple and efficient swarm intelligence and evolutionary
algorithms  are  key  to  solving  FJSP  effectively.  The  design
ensembles  of  various  strategies  to  improve  the  algorithms’
performance is an important issue for swarm intelligence and
evolutionary algorithms.

5) The models and scheduling strategies for multi-objective
and  many-objective  optimization  remain  a  challenging  issue
and have to be further studied for FJSP.
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