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Abstract

Audio descriptions (ADs) can increase access to videos for blind people. Researchers have 

explored different mechanisms for generating ADs, with some of the most recent studies involving 

paid novices; to improve the quality of their ADs, novices receive feedback from reviewers. 

However, reviewer feedback is not instantaneous. To explore the potential for real-time feedback 

through automation, in this paper, we analyze 1, 120 comments that 40 sighted novices received 

from a sighted or a blind reviewer. We find that feedback patterns tend to fall under four themes: 

(i) Quality; commenting on different AD quality variables, (ii) Speech Act; the utterance or 

speech action that the reviewers used, (iii) Required Action; the recommended action that the 

authors should do to improve the AD, and (iv) Guidance; the additional help that the reviewers 

gave to help the authors. We discuss which of these patterns could be automated within the review 

process as design implications for future AD collaborative authoring systems.

Keywords

Audio Description; visual impairment; video accessibility; collaborative writing

1 INTRODUCTION

Videos rely mainly on visual communication, which is typically inaccessible for blind 

people. Audio Description (AD) describes the inaudible visual events happening in the 
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scenes to blind people in the form of speech, but many videos that exist today lack ADs 

and remain inaccessible. For example, according to the American Council of the Blind, only 

about 2,760 out of 75 million videos (0.004%) on Amazon Prime Video come with ADs [10, 

15]. Hiring professionals to generate high-quality ADs remains a gold standard for making 

video accessible, but it is costly and time-consuming (US$ 12 to US$75 per video minute 

[12, 18], with the turnaround time from days to weeks [18]).

Prior work explored ways to rely on more affordable and readily available novices to 

create ADs [1, 2, 4, 6, 7, 11, 16, 22–24]. For example, prior work by Kobayashi et al. 
[6] and Branje and Fels [1] showed that novices could be AD authors who can provide 

cost-effective ADs with a reasonable quality. More recently, researchers have examined 

ways to incorporate automated methods to reduce the burden of authoring ADs or fully 

automating the AD generation. [20, 23, 24].

In our prior work, we created ViScene, which enables mixed-ability collaboration between 

a pair of author and reviewer to collaboratively write scene descriptions (SD)–text that is be 

transformed into audio through text-to-speech to become ADs [13, 14]. Using ViScene, an 

author wrote initial SDs, a reviewer then read the SDs and commented on how to improve 

them, and the author revised (Video Figure). We reported that the reviewer’s feedback 

helped authors improve SDs’ qualities like Descriptive, Objective, Referable and Clarity. 

We also showed our approach could reduce the cost and turnaround time of SD authoring 

compared to professional AD production, but it was evident that manual review limits the 

scalability of SDs creation.

As a step toward understanding whether we could automate the ViScene’s review process, 

we studied patterns in the comments that ViScene’s reviewers gave to SD authors. We 

conducted content analysis to analyze N = 1, 120 review feedback that two reviewers 

(one sighted and one blind reviewer) gave in the study described in our prior work [14]. 

Through iterative open coding and axial coding, we identified four themes in reviewers’ 

feedback. (i) Quality. The reviewers commented on nine qualities of SDs; they commented 

on some qualities more often than the other. (ii) Speech Act. The speech acts [5] of 

comments included either directive instruction or questions, or warning or acknowledgement 

compliment. (iii) Required Action. Directive feedback specified three types of the required 

actions: revision, add information, and fix grammar. (iv) Guidance. The reviewers often 

accompanied the Directive advice and questions by guiding examples, revision suggestions, 

or probing options. We will discuss how these findings could inform the design of future 

automated reviewing system to guide novices to generate SD.

2 METHOD

Data.

We used the review data from the prior research that studied ViScene [14] to uncover the 

patterns in how reviewers give feedback to novice SD authors. In the prior study, the authors 

wrote SDs for the following three videos and the reviewers gave comments on them: (i) an 

Explainer video about the importance of color contrast (7 scenes) [19], (ii) an Instructional 
video of a corner bookmark origami (12 scenes) [17], and (iii) an Advertisement video 
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that promotes Subaru car (9 scenes) [8]. We had 1, 120 scene-level SDs. We had the same 

number of reviews provided by two reviewers; a blind reviewer reviewed the half of the 

SDs and a sighted reviewer reviewed another half (i.e., Explainer: (Blind, Sighted) = (140, 

140) reviews, Instructional: (Blind, Sighted) = (240, 240) reviews, Advertisement: (Blind, 

Sighted) = (180, 180) reviews).

Analysis.—To understand the reviewers’ feedback patterns, two researchers of this paper 

analyzed the reviews with content analysis. The two researchers first independently open 

coded a subset of the reviews (100 reviews; 50 from the sighted reviewer and 50 from the 

blind reviewer), then met to perform axial coding where they discussed to extract initial set 

of themes. Four themes emerged: Quality, Speech Act, Required Actions, and Guidance. To 

test if this set of themes is comprehensive, the same researchers performed another round of 

open and axial coding with additional 150 reviews. No new themes emerged in this round. 

In total, the two researchers individually coded 250 reviews (0.81 ≤ κ ≤ 0.92, Mean = 

0.865, SD = 0.045; ). The two researchers met, resolved all disagreements, and organized 

the emerged theme into a codebook. The two researchers coded additional 250 reviews to 

test the robustness of the codebook; this time, we observed a much higher agreement (0.94 

≤ κ ≤ 0.99, Mean = 0.865 (SD = 0.022). Again, the disagreements were resolved through 

consensus and the codebook was updated for the final adjustment. Then, one researcher used 

the codebook to code the remaining reviews.

• Quality. The reviewers commented on nine different SD quality dimensions. 

The quality dimensions were what we suggested the reviewers to comment 

on in the previous study [14]. Frequencies of the comments on the quality 

dimensions were: NDescriptive = 589, NObjective = 78), NSuccinct = 9, NLearning = 

76, Sufficient NSufficient = 470, NInterest = 58, NClarity = 291, NAccurate = 105, and 

NReferable = 151. Both reviewers most frequently commented on Descriptiveness 

(NBlind = 195, NSighted = 394; Table 1). For example, the sighted reviewer asked, 

“What was the woman’s expression? What can you tell from her expression?” 
In contrast, only nine comments were about succinctness of SDs (N Blind = 8, 

N Sighted = 1). The result was expected because ViScene was equipped with 

succinctness visualization, guiding the authors to provide a more succinct SD 

[14].

• Speech Act. All of the reviews’ speech acts fell under directive and 

acknowledgement, (i.e., the categories explained in [5]). Directive reviews 

comprises of: (i) Instruction (N = 902), (ii) Question (N = 77), (iii) Warning 
(N = 45). The reviewers also acknowledged SDs in a form of Compliment (N 
= 392). One review could have multiple speech acts. The most common acts 

were Instructions on what the authors need to do (NBlind = 435, NSighted = 467), 

followed by Compliments (NBlind = 204, NSighted = 188), Warnings (NBlind = 

26, NSighted = 19), and Questions (NBlind = 13, NSighted = 64). The sighted 

reviewer often instructed the authors to add more description about the scene 

(e.g., “Describe more about the setting of the restaurant”). The blind reviewer 

suggested the authors to be more mindful about punctuation to make SDs sounds 

more natural when they were synthesized by text-to-speech. Also, the reviewers 
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complimented the authors when they described the scenes well (NBlind = 205, 

NSighted = 188), like “No comment about this scene description. It is clear and 
easy to understand.” - Blind

• Required Action. The directive speech act specified at least one of three types of 

required actions: (i) Revise (N = 352), (ii) Add Information (N = 743), and (iii) 

Fix Grammar (N = 56). For both blind and sighted reviewers, the most common 

requests were to ask the authors to add more information (NBlind = 298, NSighted 

= 445). We observed the blind reviewer requested more revisions (NBlind = 269) 

compared to the sighted reviewer (NSighted = 83).

• Guidance. We observed that the reviewers occasionally used three ways to guide 

authors to rectify the problems: Suggestion (N = 920), Example (N = 552) and 

Probing Option to nudge authors to clarify contents of SDs (N = 20). To guide 

the authors in revising SDs, the reviewers most commonly gave Suggestions (N 
Blind = 447, N Sighted = 473), followed by Example (N Blind = 308, N Sighted 
= 244), and probing options (N Blind = 4, N Sighted = 29).

We noticed the discrepancy between what quality dimensions the blind and sighted 

reviewers commented on. The sighted reviewer mostly commented on the descriptiveness 

(NBlind = 195, NSighted = 394), while the blind reviewer mostly commented on SD’s 

sufficiency (NBlind = 291, NSighted = 179). The blind reviewer also often commented on 

the clarity of the SDs (NBlind = 267, NSighted = 24). While the sighted reviewer gave zero 

feedback on the Interest quality, the blind reviewer gave 58 feedback on it.

We also noticed a difference in the actions the blind and sighted reviewers requested from 

the authors. While both reviewers requested the authors to add more information, the sighted 

reviewer wrote this type of feedback 1.5 times more frequently than to the blind reviewer 

(NBlind = 298, NSighted = 445). Instead, the blind reviewer gave feedback to revise the SDs 

3.2 times more often than the sighted reviewer (NBlind = 269, NSighted = 83). Lastly, the 

blind reviewer gave 56 comments on fixing grammar but sighted reviewer gave none.

3 CONCLUSION AND DESIGN IMPLICATIONS

We summarized four themes in the reviewers’ comments to the SD authors, which are 

Quality, Speech Act, Required Action, and Guidance. We noticed a relationship between 

Quality and Required Action. Requests to improve the Descriptive and the Sufficient 

qualities were dominant, and the closer look at the data showed that the reviewers suggested 

the authors to improve these qualities by adding more information to SDs. We also found 

that there is a large difference in the number of Revise sub-theme between blind and sighted 

reviewers (Δ = 186 ). The large difference was mostly because the blind reviewer asked the 

authors to revise the sentence’s phrasing to improve Clarity (Δ = 243). Lastly, the blind 

reviewer requested to fix grammar more frequently than the sighted reviewer (NBlind = 56, 

NSighted = 0). It was likely related to the Interest sub-theme; we observed that the incorrect 

grammar affected the enjoyment aspects of the video.

We believe our result informs the design of the future system to generate automatically 

reviews. For example, Descriptiveness, Clarity, and Sufficiency were the most common 
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quality feedback. The result suggests that we could significantly reduce the review workload 

if we could automatically create high-quality reviews on these quality dimensions. Future 

work could investigate how to incorporate off-the-shelf computer vision (e.g., [9, 21]) and 

natural language processing algorithms (e.g., [3]) to generate reviews on these qualities 

automatically. The system could then instruct and guide SD authors on what actions they 

should take (e.g., when an SD is not descriptive enough, an auto-generated comment could 

ask the author to add more information).

Supplementary Material

Refer to Web version on PubMed Central for supplementary material.
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