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ABSTRACT In this work, we investigate the connection between browsing behavior and task quality of
crowdsourcing workers performing annotation tasks that require information judgements. Such information
judgements are often required to derive ground truth answers to information retrieval queries. We explore
the use of workers’ browsing behavior to directly determine their annotation result quality. We hypothesize
user attention to be the main factor contributing to a worker’s annotation quality. To predict annotation
quality at the task level, we model two aspects of task-specific user attention, also known as general and
semantic user attentions. Both aspects of user attention can be modeled using different types of browsing
behavior features but most previous research mostly focuses on the former. This work therefore proposes to
model semantic user attention by capturing the worker’s understanding of task content using task-semantics
specific behavior features. We develop a web-based annotation interface for gathering user behavior data
when workers perform a knowledge path retrieval task. With the collected data, we train several prediction
models using behavior features corresponding to different aspects of user attention and conduct experiments
on a set of annotation tasks performed by 51 Amazon Mechanical Turk workers. We show that the prediction
model using both general and semantic user attention features can achieve the best performance of nearly
75% accuracy.

INDEX TERMS Crowdsourcing, Machine Learning, Annotations, User Modeling, Empirical Study

I. INTRODUCTION

MANY computer science researchers have hired crowd-
sourcing workers to contribute large amount of an-

notation data for various information tasks in recent years,
and this trend is expected to increase. Annotation through
crowdsourcing works well when the hired workers produce
high quality annotation results. Studies have shown that
non-expert annotations at crowdsourcing platforms such as
Amazon Mechanical Turk (AMT) can produce quality com-
parable to that of experts [1]. Nevertheless, different work-
ers produce annotations of varying qualities. Hence, much
research has been conducted on modeling and evaluating
workers’ reliability.

Among the research works on modeling the reliability of
annotation workers, some methods require the self-reported

expertise and/or psychological/demographic attributes of the
workers [2]–[4] which are relatively difficult to obtain. Oth-
ers determine the workers’ expertise through analysing their
annotation histories [5]–[7]. All these methods, neverthe-
less, have overlooked the cold-start user and task-specific
annotation quality issues. The former refers to workers with
little or no history data known to the AMT task requester1.
Cold-start users or workers are very common, as annotation
tasks are often assigned to workers new to the task requester.
The lack of history data about workers prevent the latter
from learning their annotation quality accurately using the
existing methods [8]–[11]. Meanwhile, annotation quality of
the same worker can also differ substantially when given

1The AMT platform may however have complete annotation history data
about the workers.
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different tasks. Other than tasks having different difficulty
levels, there are many other factors that can affect a worker’s
performance. To our knowledge, most task-specific worker’s
reliability research works can only model a small subset
of these factors. These works again are not cold-start user
issue Instead of determining all factors affecting , we are
not able to effectively derive task-specific annotation results
from different workers. For example, when worker A is more
reliable then worker B on the common task t, it is reasonable
to give A’s answer a higher weight than B’s answer before
combining the answers.

This paper therefore aims to address both cold-start users
and task-specific quality using online browsing behavior
data of AMT workers which is easy to collect, even for
workers without any annotation history. Browsing behavior
data, specifically cursor movement data, has been widely
studied in Human Computer Interaction (HCI) and user in-
terface (UI) design domains to improve user interface design.
Compared with eye-tracking trajectory data, cursor trajectory
may be less accurate but can be easily recorded. Other than
analysing browsing behavior data to determine whether a
user pays attention to on the user interface screen [12], [13],
there are works that infer a worker’s overall quality (or
reliability) based on behavioral data. To our knowledge, all
these works focus on a worker’s overall quality rather than
task-specific quality [14]. Given that even a reliable worker
may perform poorly on difficult tasks, it is still important
to study task-specific quality based on browsing behavior
captured. By connecting task quality of a worker with his/her
browsing behavior, we hope to give requesters a new and
unique indicator of the worker’s task-specific quality for
improving their task design, task assignment and worker
engagement.

Thus, we aim to answer three research questions re-
lated to a worker’s task-specific quality through his/her ob-
served browsing behavior. We first ask is it possible for
a worker’s task-specific quality be inferred based on the
worker’s behavior that is related to his/her general attention.
Features extracted from the browsing behavioral data to
capture general user attention have been studied in previous
works but such user attention modeling has been studied
in non-crowdsourcing settings. We next ask if the worker’s
attention to the content semantics of a crowdsourcing task
could improve the worker’s annotation quality. To answer the
question, we need to introduce semantic user attention and
define for it a set of new features related to browsing of task
semantics within the annotation task user interface. As there
are no publicly available datasets for task-specific annotation
quality, we need to develop a set of annotation tasks and
collect annotation behavior data from AMT workers on a spe-
cially instrumented crowdsourcing platform. Finally, we ask
if it is possible for the prediction of task-specific annotation
quality at the early stage of annotating a task with reasonable
accuracy.

As we answer the above research questions, we have
made the following contributions: (1) the establishment of the

relationship between workers’ browsing behavior and their
task-specific annotation qualities, (2) the development of
predictive models which include specially designed semantic
attention features to determine workers’ quality for specific
tasks using their browsing behavioral data in an information
judgement task, (3) the experimental findings that show se-
mantic attention features when combined with other general
attention related features can predict annotation quality with
higher accuracy, and (4) the study of how worker’s task-
specific quality can be predicted early enough to trigger
worker’s assistance or intervention.

II. RELATED WORK
Users’ browsing behavior has been studied for multiple
aims. In this section, we review research that analyses user
browsing behavior data for user attention modeling, reading
content modeling, and user profile modeling. In addition, we
survey how previous works determine task-specific annota-
tion quality with behavior data.

A. USER ATTENTION MODELING
While early studies focus on utilizing eye-trackers to study
user attention when browsing parts of websites [15]–[17],
recent studies often aim at modeling using mouse cursor
behavior in various applications due to the cheaper cost and
easier collection of data [13], [18]–[25]. Guo et al. proposed
to utilize aggregated and descriptive mouse cursor data such
as scrolling and hovering to infer users’ query intent [26],
[27]. Arapakis et al. utilized descriptive features, aggregated
features, and component interaction features of cursor move-
ment to analyse users’ within-content engagement such as
predicting user interest [28]. In their follow-up works, newly
proposed task-specific component interaction features and
Recurrent Neural Network-based cursor trajectory represen-
tation are proposed for the modeling of user attention [28]–
[30].

Search engine is often the application context when past
researchers studied user attention modeling [31], [32]. User
attention modeling for crowdsourcing applications, in con-
trast, has not been studied. Unlike search applications, each
crowdsourcing worker is expected to understand the task, to
demonstrate knowledge relevant to the task, and to make
good judgement when the worker performs an annotation
task correctly. In our research, we believe a worker’s attention
plays an important part in performing well all the above activ-
ities. We therefore would like to explore user attention related
cursor movement features to predict annotation quality.

B. READING CONTENT MODELING
There have been works suggesting the correspondence be-
tween cursor moving pattern and user reading behavior,
which is relevant to our annotation task which involves a
worker understanding an input article content in order to
give the correct annotation label. Research on analysing
cursor behavior when reading content is thus relevant to
our work [12], [33], [34]. One work that is similar to our
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information judgement setting is by Hauger et al. [35]. The
work designed a set of questions related to an article about the
game “Go”. Users are then required to answer these questions
using the article. From this study, it was found that it possible
to predict whether the user has read certain parts of the
article using client-side interaction such as cursor movement
and clicks. The above works however did not look into the
prediction of question-specific answer quality provided by a
worker.

C. USER PROFILE MODELING USING BROWSING
BEHAVIOR DATA
Inferring user gender, personality characteristics, and even
emotion status using browsing behavior data have been a
popular research topic [36], [37]. Liu et al. conducted a
survey to collect feedback from users on how satisfied they
are on the search results, and proposed to predict their satis-
factory level using mouse movement data [38]. Yamauchi and
Xiao proposed to learn a user’s emotion status by analysing
how far away his/her cursor trajectory is from the shortest
path between the cursor’s initial position to the submit button
[39]. In the crowdsourcing context, Bron et al. studied how
one can accurately predict if a user is a fast or slow worker,
and infer his/her personality traits using cursor clicking and
movement data in a visual search task [40]. Fu et al. and
Kwok et al. focused on predicting a crowdsourcing worker’s
next action given his/her past cursor movement [41], [42].
Both the above studies however did not link worker’s effi-
ciency and next action to his/her annotation result quality.
Mok et al. proposed to model worker’s reliability using
cursor trajectory data [14]. While worker’s overall reliability
could affect task-specific quality, it still does not predict task-
specific quality as the worker performs annotation.

D. DETERMINATION OF TASK-SPECIFIC ANNOTATION
QUALITY
Rzeszotarski and Kittur found that task fingerprints of crowd-
sourcing workers, which include the total number of mouse
clicks and cursor moves made by the workers, can be used
to predict their annotation task quality [43]. Han et al. pro-
posed Wernicke, a crowdsourcing system that also supports
worker’s task-specific quality assessment using browsing
behavior data [44]. They proposed 8 new features on top of
the 6 derived from [43], and categorized them into four types,
namely temporal behavior features, page navigation behavior
features, context behavior features, and compound behavior
features. While these works broke new ground to perform
task-specific quality assessment with browsing behavior data,
they did not include detailed analysis on why the features
are helpful. They also focused on very basic descriptive
features of the cursor movement data without considering
the different segments of the task interface. In this work,
we approach the worker quality assessment using behavior-
based user attention models. We provide justification for the
connection between workers’ quality and their behavioral
data. Our subsequent studies also show that attention-derived

models outperform the baseline models that consider only
descriptive features of the cursor.

III. RESEARCH OBJECTIVES
This research seeks to model task-specific annotation quality
based on general user attention and semantic user attention
of workers captured in their browsing behavior. General user
attention covers the overall attention a user gives to an user
interface without considering the task-specific information.
Studies have shown that general user attention improves
human performance in different work and play activities [45],
[46]. We hypothesize that crowdsourcing is another work-
related activity that demands user attention for carrying out
the tasks well.

A. MODELING OF SEMANTIC USER ATTENTION
Semantic user attention, in contrast, refers to the attention
user pays to task semantics embedded in an annotation task.
Ignoring or misunderstanding such task semantics will likely
lead to wrong annotation results. Consider the annotation
task example: “What is the publication year of Crazy Rich
Asians”. If a worker does not pay attention to the semantics
of the task or misunderstands the question, he or she may
return the year the “Crazy Rich Asians” movie was released
instead of the year the “Crazy Rich Asians” book was pub-
lished. Task semantics can be different for different infor-
mation retrieval annotation tasks. For web search queries,
both the query and result page content form the semantics
of the task. For question answering, the question content
and candidate answer constitute the task semantics. We thus
expect a worker to perform careful reading of the given query
(or question) content and the candidate result (or answer)
content, and to match them as part of his/her semantic user
attention.

While identifying the browsing behavior features to mea-
sure semantic user attention of crowdsourcing workers is
important, this research has yet to be studied in the literature.
Our research goal is therefore to identify a set of generic
browsing behavior features to represent semantic user atten-
tion and to study how well semantic user attention can be
used to predict a worker’s performance on an annotation task.

B. RESEARCH QUESTIONS
With both general and semantic user attention measured by
browsing behavior features, we can move on to answer the
following key research questions.

• Research Question 1: Are we able to then establish
the association between the workers’ behavior and their
annotation task quality based on general user attention?

• Research Question 2: Suppose we represent semantic
user attention in a task by matching the semantics of
query with the semantics of candidate result semantics
attended by the worker. Do these semantic attention fea-
tures contribute to determining the worker’s annotation
quality?
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• Research Question 3: The ability to determine a
worker’s annotation to be correct (or incorrect) from
his/her browsing behavior in the middle of task anno-
tation can bring about new improvements to annotation
task design, task assignment, and worker engagement.
We thus want to ask: “Can we predict the quality of
an annotation task well before it is completed? How
soon can we predict the annotation task quality with
reasonable accuracy?”

To answer Research Question 1, one has to determine
browsing behavior features that effectively capture general
worker attention. As there are very few works on measuring
general user attention with browsing behavior features, we
turn to works that study browsing behavior features for mod-
eling a user’s emotion status [47], level of attentiveness [48],
[49], and confidence [50], [51]. Research Question 2 focuses
on the worker’s attention to task semantics during annotation.
The challenge here is to model semantic user attention by fea-
tures of browsing behavior data capturing user attention on
matching query and candidate result as the worker performs
a annotation task, and evaluating the prediction models using
semantic user attention features.

Finally, instead of analyzing task quality at the end of
worker’s annotation, one can start evaluating the worker’s
annotation quality in the middle of annotation. This opens
up the possibility to intervene the annotation task before its
completion, e.g., aborting the task, giving extra help to the
workers, etc.. While this sounds good, it is unclear when is
the right moment to begin the analysis. We therefore aim to
design an experiment to answer Research Question 3.

While the general attention and semantic attention may
vary for different annotation tasks, we believe there are
still generic browsing behavior features that can be used to
measure them. To conduct this research, we select a target
information judgement task. Based on the target information
retrieval task, we design and implement an annotation user
interface for workers to annotate candidate results of a set
of query tasks in a crowdsourcing study. The interface is
also equipped with browsing behavior tracking capabilities
to gather the features for measuring general and semantic
attention.

IV. CROWDSOURCING STUDY
In this section, we define a target information retrieval prob-
lem called Contextual Path Retrieval. To obtain the ground
truth results of CPR queries using crowdsourcing, we have
designed an annotation user interface. Our crowdsourcing
study was conducted on Amazon Mechanical Turk (AMT)
using our custom-built web-based interface. All of the human
subjects involved are informed about the experiments, and
have provided consent for us to use their data in the study.

A. CONTEXTUAL PATH RETRIEVAL TASK
Contextual path retrieval (CPR) aims to return the path
involving entities and relations of a knowledge graph for ex-
plaining the semantic connection between two query entities

mentioned in an input text. CPR can be used in applications
which require direct or indirect connections between entities
mentioned in an article (e.g., news and comprehension pas-
sage). We assume that a knowledge graph covering entities
and relations between the entities has been given. As there
may be multiple paths in the knowledge graph connecting
the two query entities, workers are required to determine the
ground truth path using a custom built web-based annotation
interface shown in Figure 1. The figure shows a news article
in the article section where the mentions of the two query
entities (i.e., “Alfonso Cuarón” and “Children of Men”) are
highlighted in orange. The article is segmented into sentences
for better tracking of the worker’s browsing behavior. A can-
didate path (i.e., Alfonso Cuarón director−−−−−→ Children of Men)
is shown in the task section and the worker is required to
judge whether it correctly describes the semantics connecting
the two entities. The Wikipedia iframe section displays the
Wikipedia page describing any Wikipedia-linked entity in the
article and task sections that are selected by the worker. If the
workers are not familiar with the task-related entities, he/she
can click on the entity mention in the article (e.g., “Children
of Men”) to show its Wikipedia page in the iframe.

During the annotation of a task, we track the worker’s
mouse interaction with the elements in the user interface,
including the coordinates of the cursor, clicking, hovering,
and highlighting events. The interval of such events are also
recorded. We also determine the ground truth contextual
paths for several query entity pairs found in a set of news
articles. With both collected workers’ browsing behavior and
ground truth data, we carry out this research on the prediction
of worker’s task-specific annotation quality.

In this study, we use DBpedia2 as our knowledge graph.
DBpedia is a knowledge graph which derives entities and
relations from Wikipedia3. It is easy to find DBpedia entities
mentioned in Wikipedia articles. We design the annotation
tasks using a set of 10 Wikinews4 articles. Wikinews is
ideal for a number of reasons: (1) Wikinews articles are
well written, (2) they are already classified by topic, (3)
they are Wikified, that is, the entity mentions are linked to
the Wikipedia entries, and (4) the entities and relations in
Wikinews can be found in DBpedia. In this study, we only
focus on articles under the Film category. The selected 10
articles are of similar length and require roughly the same
amount of time to read through.

From the 10 selected Wikinews articles, we extract 39
query entity pairs and their candidate knowledge paths from
the knowledge graph. Each pair of query entities is associated
with a Wikinews article mentioning the entities as well as
one of the candidate paths which together form an annotation
task with the “yes” and “no” answer options. The correct
knowledge path of each entity pair is manually determined
by an oracle (an author of this paper who is familiar with

2https://wiki.dbpedia.org/about
3https://en.wikipedia.org/wiki/Main_Page
4https://en.wikinews.org/wiki/Main_Page
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FIGURE 1. The Annotation Interface

TABLE 1. Statistics of Workers’ Behavior from Our Crowdsourced Dataset

Items Mean Std
Time Spent Completing A Task 12.3 4.84
Time Spent Completing A Fresh Task 21.3 3.15
Time Spent Completing A Continued Task 10.1 1.27
% Word Hovered 73.2 12.68
Number of Clicks on Interface 8.11 1.33
Number of Highlights 11.1 2.72
Number of Browsed Wikipedia Pages 2.3 0.68

film topic and article content).
To ensure that the workers have read the article thoroughly

before performing annotation, they were not allowed to sub-
mit answers until they scroll through all sentences of the
article. In our task assignment, the same worker might be
asked to determine the knowledge paths of different pairs of
entities mentioned in the same Wikinews article in different
annotation tasks. When this happens, we call the first task
involving a fresh article and the subsequent task involving
a previously read article the fresh task and continued task
respectively.

B. BEHAVIORAL DATA COLLECTION
To gather browsing behavior data during annotation, we
instrument our annotation user interface with cursor tracking

capabilities. We use JavaScript and jQuery to capture the
hovering, clicking and highlighting events in the article and
task sections. Whenever any above-mentioned event occurs,
we log the following: element of interaction (e.g., DOM
element attributes, xpath of the DOM element), timestamp,
and event name.

In addition, we recorded the cursor position every 50
milliseconds during our study. Each position consists of the x
and y-axis values. Although we have asked the AMT workers
to perform the annotation tasks using desktop PC or laptop,
the screen sizes of these devices might still be different. We
therefore derived the relative positions of cursor movement.
We also recorded the size of the web page when the annota-
tion interface was loaded, and when the web page window
was resized5. All these browsing behavior data collected
were stored in JSON format.

We recruited several AMT workers aged 18 to 43. These
workers were all proficient in English (75.3% being native
speakers), and were required to at least attain a education
background higher than college diploma/ university degree.
In total, each worker received 10 tasks to complete in one
session. No worker is allowed to join this study multiple
times. On average, our crowdsourced workers completed
each task in 12.3 seconds (with standard deviation σ = 4.84).
Fresh tasks take longer average time (with mean µ = 21.3,

5Nevertheless, we did not record any resizing events throughout our study
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standard deviation σ = 3.15) while continued tasks require
shorter time (µ = 10.1, σ = 1.27). During annotation, the
worker on average hovered over 73.2% of the words in the
article, clicked on the interface for 8.11 times, and highlight
some parts of interface for 11.1 times. We show statistic in
detail in Table 1. This suggests that the workers are generally
well engaged during the annotation tasks.

In total, we constructed 39 annotation tasks involving 10
Wikinews articles. 49 AMT workers were recruited. Each
worker is assigned 10 of the 39 annotation tasks involving
at most 3 articles which are selected randomly. We finally
obtained 490 annotations from the workers. When checked
against the ground truth paths, we have determined 274 of
these annotations to be correct6 and 216 to be incorrect. That
is, the workers achieved 55.9% accuracy.

V. SEMANTIC ATTENTION: AN EMPIRICAL ANALYSIS
A. ILLUSTRATIVE EXAMPLE TASK
In this section, we explore how the workers’ behavior affects
their annotation quality. We show the heatmaps represent-
ing the average time two groups of workers spent hover-
ing/clicking objects in an example task7 in Figure 2. Worker
group A are those who annotated this task correctly (N = 24)
while group B provided incorrect annotations (N = 19).
The head and tail entities (i.e., He’s just not that into you
and Adam Shankman) are in yellow color. The ground truth
contextual path also involves entities Drew Barrymore and
Going the Distance. The green highlights indicates the entity
mentions workers paid attention to. The darker the green
color is, the more interactions the workers have with the
entity mentions.

B. SEMANTIC ATTENTION HEATMAP
Figure 2 essentially shows that the semantic attention
heatmaps of groups A and B workers are quite disparate.
While the head and tail entity mentions receive the most
attention by both worker groups8, it is not the case for other
entity mentions.

The heatmaps show that the workers spend more times
interacting with entity mentions that they think are more im-
portant and relevant to the task. The question then becomes,
can we predict the correctness of an annotation based on the
worker’s interaction with certain elements?

C. HYPOTHESIS TESTING
We start from identifying entity mentions that affect the
workers annotation decision. We hypothesize that workers
who spend more time on entity mentions that are more related
to the task may more likely annotate correctly. These include

6The worker submits a “Yes” answer and the given knowledge path is
indeed the ground truth contextual path, or the worker submits a “No”
answer and the given knowledge path is not the ground truth contextual path.

7https://en.wikinews.org/wiki/New_romantic_comedy_film_to_star_Drew_
Barrymore,_Justin_Long

8This might be due to the fact that we highlight both of these two mentions
in the interface, as shown in Figure 1.

the known head and tail entity mentions, and mentions of en-
tities in the ground truth contextual path which are unknown
to the workers.

We first conduct a t-test to compare the time spent hov-
ering over head and tail entity mentions between group
A and group B workers. The two-tailed p-value is 0.3285
(t=0.9869), which suggest there is no statistically significant
difference between the two groups of workers. This result
shows that semantic attention on head and tail entity men-
tions is not significantly different between the two worker
groups.

Next, we conduct another similar test on time spent hov-
ering over all mentions of all ground truth path entities
(head and tail included) between groups A and B users.
These entities might be implicit to the workers as some tasks
show only the non-ground truth contextual paths for worker
annotations. Our t-test yields a two-tailed p-value of 0.0001
(t=4.5070). The null hypothesis is rejected and we conclude
there exist statistically significant difference between the two
groups of worker in their semantic attention on entities of the
ground truth path. Group A workers have more interaction
with mentions of such entities, which may result in better
annotation accuracy.

Finally, we want to determine if workers spending time on
mentions of entities that are neither head/tail entity nor con-
textual path entities could contribute to annotation accuracy.
Our t-test result with p-value 0.0554 (t=1.9715) however
suggests no significant difference between groups A and B
workers for this behavior.

In conclusion, worker’s interaction with contextual path
entities is the only behavioral feature that shows significant
difference between workers of high and low correctness.
This attention feature captures the worker’s ability to iden-
tify important entity mentions and understand the actual
semantic relationship between the task entities(i.e., head and
tail entities). While we find significant correlation between
the interaction with contextual path entities and correctness,
the ground truth path is not given under real-world setting.
As a result, we should design features that represent the
unobserved ground truth contextual path entities with ob-
served entities. We will elaborate how we design the semantic
attention features based on these findings in Section VI.

VI. PREDICTION OF ANNOTATION QUALITY USING
BROWSING BEHAVIOR FEATURES
A. BEHAVIOR FEATURES FOR PREDICTION
We identify features to represent both general and semantic
user attention using the browsing behavior of a worker as
he/she performs each assigned annotation task. The raw
browsing behavior data of a worker at task, from which
features will be extracted from, is a time series of browsing
activities from the time the annotation task is displayed to the
worker till the worker submits a “yes” or “no” answer.

Previous works determined that temporal, spatial, direc-
tion, speed, acceleration, clicks, descriptive statistics, and
distribution features extracted from browsing data are useful
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FIGURE 2. Visualization of workers’ attention on a Wikinews article. The head and tail entities are tagged with H and T.

TABLE 2. List of Features Used In Our Prediction Model

General Attention Features
(a) Base Features

General Attention Features
(c) Focus Features

Normalized viewpoint positions Average time hovered on task entity mentions
Cursor normalized speed Average time hovered on non-task entity mentions
Cursor normalized acceleration Average time hovered on non-entity words
Cursor position status wrt. Wiki iframe Average time hovered on task section
Distance traversed overall Average time hovered on article section
xmin, xmax,ymin, ymax, σx(σy), µx(µy) Average time hovered on Wiki iframe
Shannon entropy Average time hovered on other elements
(Weighted) Permutation entropy # highlighted task entity mentions
Approximate entropy # highlighted non-task entity mentions
Fast Fourier Transformation # highlighted non-entity words

General Attention Feature
(b) Segment Interaction Features

Departure from shortest path (from last hovered element to submit)
Time spent on reading the article (sec)

# Moves (towards, away) Wiki iframe Time spent scrolling the Wiki iframe
# Moves (toward, away) Wiki iframe within dist. d Time spent scrolling the article
# Clicks (inside, outside) Wiki iframe Time spent for this annotation
Time to first click on Wiki iframe Semantic Attention Features

(d)Time to first hover on Wiki iframe
# Hovers over Wiki iframe zw

et
× zwhv

# Hovers over task section zwdt × zwhv
# Hovers over the other elements zwd × zwhv
# Hovers over Wiki iframe vs. other elements zw

et
× zwat

# Cursor positions within distance d from Wiki iframe zwdt × zwat
Distance traversed (inside, outside) Wiki iframe zwd × zwat
Distance traversed (inside, outside) task section Note: zw

et
, zwdt and zwd are representations of∑

intra-distances of cursor positions wrt. Wiki iframe task entities, news title and news article respectively.

in modeling user attention in search applications [36], [52],
[53]. We consider these features to be relevant to the general
attention of crowd-sourcing worker [30]. We categorize the
general attention features into three sub-categories, namely:
(a) base features, (b) segment interaction features, and (c)
focus features, and adapt some of them to our annotation task.
To capture the worker’s attention of task semantics under
semantic attention factor, we propose (d) semantic attention
features. We show all these four categories of features in
Table 2.

1) Base Features

Base features describe how a worker moves his/her mouse
cursor. They include aggregated features extracted from cur-
sor movement such as cursor speed, cursor acceleration,
and descriptive statistics of the cursor positions. Specifically,
the base features include four features: Shannon entropy,
Permutation entropy, Approximate entropy, and Fast Fourier
Transformation as shown in Table 2(a).

Shannon Entropy [54]. This aggregation feature charac-
terizes the complexity of workers’ mouse cursor trajectory.
Shannon entropy provides a way to estimate the average
minimum number of bits needed to encode a string of
symbols in binary form based on the alphabet size and the
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frequency of the symbols. It has been shown to be effective
in distinguishing engaged and non-engaged users [30].

Permutation Entropy [55]. We use both unweighted and
weighted permutation entropies as features. Permutation en-
tropy is another time series complexity measurement that
considers the ordering between values and extract probability
distribution of the ordinal patterns. The weighted permuta-
tion entropy (WPE) [56] is an extension of the permutation
entropy. Unlike Permutation entropy, Weighted Permutation
entropy further considers the amplitude information.

Approximate Entropy [57]. Approximate entropy sum-
marizes the cursor trajectory’s amount of regularity as well
as its unpredictability of fluctuations. A high value of this
entropy suggests more randomness in the cursor movement.

Fast Fourier Transform. Fast Fourier transform (FFT) is
an efficient way of computing discrete Fourier transform. It is
a spectral analysis that determines the frequency components
in a time series. The frequency representation suggests how
much of the variability of the data is caused by low or high
frequencies. We use the ranking of frequency amplitude as
features, e.g., first most powerful frequency, second most
powerful frequency and so on.

2) Segment Interaction Features
These features capture the interactions the worker performs
on different segments of an user interface, and the amount
of attention given to these segments. In our crowdsourcing
study, there are three segments, namely article section, task
section, and Wiki iframe. Inspired by the idea that interaction
with a specific segment of the webpage implies the level
of worker’s attention on that segment, we propose segment
interaction features involving the external knowledge section
(Wiki iframe) and the task section as shown in Table 2(b).

Table 2(b) includes some interaction features such as num-
ber of cursor moves towards and away from the Wiki iframe,
number of clicks inside and outside Wiki iframe, number
of hovers over Wiki iframe and number of hovers over task
section. In addition, we introduce some interaction features
involving the cursor positions from a specific segment within
a distance parameter d. By limiting the observation within d,
we are able to focus on interactions that are more likely to be
related to the target element, the Wiki iframe in this case. In
this study, we set d = 1

5W where W denotes the width of the
screen size.

3) Focus Features
Here, we delve into the workers’ attention paid on different
parts of the article, and segments of the webpage. Consistent
with previous works, we hypothesize user attention on certain
content words or tokens during reading will affect annotation
accuracy. We propose three types of content tokens: (1) task
entity mentions: these are mentions of the two query entities
of the task which are highlighted (in orange) in the annotation
interface; (2) non-task entity mentions: these are mentions
of other entities which are not highlighted but can be selected
by the worker; (3) non-entity words: these are other words

shown in the annotation interface. We extract focus features
from the browsing behavior data on the above content token
types including time spent on hovering and number of mouse
highlights on these tokens as shown in Table 2(c).

The focus on task can also affect the time amount the
worker spends on reading the article, scrolling through differ-
ent sections, and annotating the task. We therefore measure
time spent on different content tokens and on the annotation
task as additional focus features. Finally, the deviation of
cursor trajectory path from its last hovered position to the
answer submission button position from the shortest cursor
trajectory path between the two positions is also included as
one of the focus features (i.e., departure from shortest path in
Table 2). This feature was used in an earlier work to measure
user’s emotion status [39].

4) Semantic Attention Features
As discussed in Section V, more attention given to task-
related entity mentions suggests higher annotation correct-
ness. Again, attention paid to contextual path entity men-
tions, though has shown to be most effective in indicating
annotation correctness, is hard to obtain in real-world crowd-
sourcing tasks. Thus, we instead examine how the worker’s
attention is semantically related to parts of the article that
resemble contextual path entities.

To capture this semantic similarity, we represent the se-
quence of words and tokens the user has interacted with using
embeddings. These features, also known as worker attended
content representations shown in Table 2(d), include: (a)
zwhv: representation of word hovered (b) zwat : representation of
words that are paid more attention to (with hovered time > t
threshold or highlighted). We use BERT [58] which provides
contextualized embedding representations to encode the se-
mantic of these word sequences.

As the name suggests, the contextual path carries in-
formation that is much dependent on the context. Thus,
we choose to use the article title and the article itself to
resemble the semantic of the contextual path entities. We
encode news title, news article in the task using BERT to
obtain their semantic representations. We also encode the
task entity mentions in the same manner. These task content
representations are denoted by zwdt , zwd , and zwet respectively.
The dot product of different combinations of worker attended
content representations and task content representations (i.e.,
{zwhv, z

w
at } × {zwet , zwdt , zwd } ) leads to six different features

measuring the semantic similarity between the worker at-
tended semantics and the task semantics.

B. EXPERIMENT SETUP
In this section, we evaluate the use of behavioral data to
predict annotation quality of the workers. Using the 274
correct annotations as positive samples and the 216 incorrect
annotations as negative samples, we train a logistic regression
classifier with L1 penalty. In our experiments, we also try
other classifiers but the results are similar to that of logistic
regression. We show the average result over 10 rounds of 10-
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TABLE 3. Prediction Performance Of Annotation Quality (RQ1 and RQ2)

Model ACC PRE REC F1

Baseline Models
Random Baseline 50 56.1 49.2 52.4
Arapakis and Leiva, 2016 [30] 72.3 72.5 72.3 72.4
Yamauchi and Xiao [39] 62.5 62.6 62.2 62.4
Arapakis and Leiva, 2020 [29] 68.6 70.3 68.5 69.4

Models using General Attention Factor
Base Features (B) 71.3 69.8 72.1 70.9
Segment Interaction Features (S) 68.6 69.5 68.3 68.9
Focus Features (F) 73.2 72.9 73.3 73.1
(B+S+F) 74.5 73.4 74.7 74

Model using Semantic Attention Features
SemAtt 62.1 63.3 62.2 62.7

Model using All Features (Full) 75.3 74.1 75.3 74.7

fold stratified cross validation such that the division of data
samples into folds is different in each round. When using one
fold of 49 samples as testing data, we train a prediction model
on the remaining 441 samples. The performance metrics are
then obtained from the prediction results for the testing data.
The independent variables are all the extracted features (as
shown in Table 2), and the prediction target is whether the
annotation is correct or not.

To evaluate the different prediction models, we report the
averaged accuracy (ACC), precision (PRE), recall (REC),
and F1-score (F1) of the 10 folds in Table 3. We evaluate
prediction models using different combinations of features:

• Prediction models using general attention feature sets
only, i.e., Model B using base features, Model S using
segment interaction features, Model F using focus fea-
tures, and Model B+S+F using base, segment interac-
tion, and focus features.

• Prediction model using semantic attention features (Se-
mAtt).

• Prediction model using all the above features (Full)
Moreover, we include a random baseline for comparison. The
random model assigns each annotation task a label with a
probability of 50% positive and 50% negative.

Last but not least, we also compare the performance using
features from three previous user attention modeling works:
Arapakis and Leiva, 2016 [30], Yamauchi and Xiao [39],
and Arapakis and Leiva, 2020 [29]. We follow the same
experiment setups as described in the papers. For the work
by Arapakis and Levi [29], we use the time series encoder
with GRU architecture to learn the trajectory representation
for simplicity.

As shown in Table 3, all our proposed models outperform
the random guess baseline. The best-performing model is the
full model where all features are used. It achieves over 30%
improvement in accuracy compared to the random baseline.
Among models using different feature sets, the one using
focus features achieves the highest accuracy, followed by

TABLE 4. Top-20 Important Feature from The Full Model

Rk Feature Coef. Cat
1 AVG time hovered on task section 3.182 F
2 Time spent for this annotation 3.117 F
3 AVG time hovered on task entity mentions 2.853 F
4 Cursor normalized speed -2.441 B
5 # Hovers over task section 1.398 F
6 zw

et
Representation of task entities · zwat 1.132 S

7 Time spent on reading the article 1.072 F
8 Distance traversed inside task section -1.071 I
9 Shannon entropy -0.898 B

10 Distance traversed overall 0.728 B
11 # Hovers over Wiki iframe 0.561 F
12 zwd Representation of article · zwat 0.552 S
13 # Hovers over task section 0.411 I
14 Σy -0.259 B
15 # Highlight non-entity words -0.236 F
16 AVG time hovered on Wiki iframe 0.194 F
17 # Distance traversed outside task section -0.187 I
18 xmin 0.151 B
19 # Clicks inside Wiki iframe 0.132 I
20 # Hovers over the other elements -0.094 I

Negatively correlated features are underlined and italicized.
(Feature Categories)
F: Focus, B: Base, I: Segment Interaction, S: Semantic

base features. Although the model using semantic attention
features does not perform well, it still outperforms the ran-
dom baseline by roughly 15%.

We show the top-20 features of the trained full model in
Table 4. Consistent with the performance of models using
different feature sets, most of the top features are focus and
base features. Generally, when a worker focuses more on
task-related components (e.g., entity mentions, segment in
interface), it will result in higher annotation accuracy. More
detailed analysis of feature importance in Sections VI-C and
VI-D.

C. GENERAL USER ATTENTION AND ANNOTATION
QUALITY
Here, we address Research Question 1: “Are we able to
establish the association between the workers’ browsing be-
havior and their annotation task quality based on general user
attention?” If the answer is affirmative, a corollary question
is: “Which general attention features account most for the
annotation task quality?” In this work, we adapt several
browsing behavior features introduced in several previous
works as different types of general user attention features.
As our task quality prediction models are trained using these
features, we can answer research question 1 based on these
models’ performance. Our experiments show that all predic-
tion models using all general user attention features yield
significantly higher accuracy than random baseline. We thus
conclude that general attention features are clearly associated
with worker’s annotation quality.

10 VOLUME 4, 2016

This article has been accepted for publication in IEEE Access. This is the author's version which has not been fully edited and 

content may change prior to final publication. Citation information: DOI 10.1109/ACCESS.2022.3212080

This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see https://creativecommons.org/licenses/by/4.0/



Author et al.: Preparation of Papers for IEEE TRANSACTIONS and JOURNALS

We next examine baseline methods using different user
attention features to predict annotation accuracy [29], [30],
[39]. As shown in Table 3, the best performing baseline is
the attention features proposed in [30] which achieve a 25%
accuracy improvement compared to random guess baseline.
The features used in this model have been covered under our
base and segment interaction feature sets. The runner-up is
the RNNs encoded trajectory proposed in [29] which only
utilizes cursor trajectory feature to capture worker attention
and it achieves around 20% accuracy improvement over
random. This result suggests the importance of segment inter-
action features in the prediction of worker performance. The
model from [39] which considers deviation of the worker’s
cursor trajectory from the shortest path to the answer submis-
sion button, on the other hand, shows only a relatively small
accuracy improvement (14%) over random.

Beyond the attention feature sets found in the previous
works, we examine the importance of three categories of gen-
eral attention features introduced in this work, namely: base
features, focus features, and segment interaction features.
According to the result in Table 3, even the worst-performing
model, i.e., prediction model using segment interaction fea-
tures only, observes more than 20% improvement in accuracy
over random baseline. Other single feature set-only predic-
tion models also yield 23% to 25% accuracy improvement.
By combining the three feature sets (i.e., prediction model
using general attention factor features), we achieve 74.5%
accuracy, which is 26% better than random baseline.

Table 4 also shows several general attention features as-
signed with large coefficients in the trained Full Model.
These features are thus helpful in achieving accurate anno-
tation task quality prediction. Most of the top ranked features
are general user-attention features. Four out of five highest
ranked feature are from the focus feature set, namely Average
time hovered on task section, Time spent for this annotation,
Average time hovered on task entity mentions, and # Hovers
over task section. All these four features are positively cor-
related with good annotation quality, suggesting that higher
accuracy may be a result of worker spending more time
focusing on the annotation, task related segments in the
annotation user interface, and parts of the article that are
related to the task itself. Cursor normalize speed from base
category, on the other hand, is a negatively correlated feature.
This could be explained as a slower cursor movement might
indicate higher annotation accuracy.

Based on the above findings, we conclude that general
attention features contribute to the accuracy of annotation
quality prediction.

D. SEMANTIC ATTENTION AND ANNOTATION QUALITY
Next, we address our Research Question 2: “Do semantic
attention features contribute to annotation accuracy?” Dif-
ferent from Question 1 where substantial works has been
proposed to capture general user attention, to the best of
our knowledge, we have not found any work that explicitly
models workers’ semantic attention at the task level. We

therefore propose our own semantic attention features as
shown in Table 2.

We embed the sequence of words that are paid more atten-
tion by the worker, and compute the similarity between these
words and the task information (i.e., entities, article title,
and article content). As the embedding method we utilize
in this work is based on contextual word embedding (i.e.,
BERT), the obtained vector representation also embeds some
background information. Hence, the semantic similarity is
not solely based on the literal definition of the words. Instead,
it also implies how similar the two contexts are.

According to Tables 3 and 4, the model using only seman-
tic attention features can only achieve 62.1% accuracy, which
is a 14% improvement over random baseline. The semantic
attention feature that contributes to the prediction most is
zwet · zwat , which represents the semantic similarity between
task entities and words the worker has paid more attention to.
This feature is positively correlated with annotation quality,
suggesting that when a worker paid more attention to parts
in the article that are semantically similar to the task entities,
the annotation is more likely to be correct. Another important
semantic attention feature with positive coefficient is, zwd ·zwat ,
which represents the semantic similarity between the whole
article and words attended by the worker.

Although the prediction accuracy gain is less significant
compared with other feature sets, semantic attention features
still contribute to the overall prediction accuracy of the full
model. Therefore, we are able to answer our second research
question affirmatively as the prediction results back the effec-
tiveness of the semantic attention features. In other words, we
can conclude that by measuring the attention put to different
parts of the article with semantic attention feature, the task-
specific annotation quality can be predicted more accurately.

VII. EARLY PREDICTION OF THE ANNOTATION
QUALITY
In this section, we address our Research Question 3: how
soon can we predict the accuracy of an annotation? Is it
possible to predict the annotation quality well before the
annotation is completed by the worker? To address this
question, we design experiments that make use of different
proportions of browsing data to predict the annotation labels.
Specifically, we segment an annotation’s trajectory in two
different ways.

The first way divides the trajectory data by actual time
elapsed. On average, the workers spend 12.3 seconds to
complete a task (σ = 4.84). 83.6% of the tasks are completed
within 12.3 seconds. Thus, given an annotation trajectory,
we sample the trajectory in the first 3, 6, 7, 9, 10, 11, 12,
13, 14, and 15 seconds, and build prediction models using
the sampled trajectories. If the trajectory ends before the
bin started (e.g., sampling the first 15 second of a task that
finished within 10 seconds), we will simply use the whole
trajectory for feature extraction.

The second way divides the trajectory by relative length of
cursor movement. We build models with features extracted
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from 1/6, 2/6,..., 6/6 of the whole cursor movement path. This
relative length approach is nevertheless less useful in applica-
tions as we are not able to know how long a cursor trajectory
will be before the worker completes his/her annotation. This
strategy therefore serves as a comparison with the division by
time strategy in this study.

We use the same 274 correct and 216 incorrect annotations
in our earlier experiments (see Section VI-B), and extract
all features of the four feature sets. The prediction result is
shown in Table 5. While the two trajectory division strategies
are different, most of the workers completed their 2/6 of the
whole trajectory within the first 6 seconds, and 5/6 of the
trajectory within the first 12 seconds.

In the case of division by elapsed time strategy, we yields
60.6% accuracy using the data from the first 6 seconds,
suggesting that early trajectory might not be very useful in
determining the annotation quality. The accuracy however
surges when the model is trained using data from the first
10 seconds. An accuracy of 72% could be achieved using the
data from the first 12 seconds, which is already converging to
the accuracy using the full data.

With the division by length strategy, we are able to achieve
a 70.2% accuracy with 4/6 of the full trajectory data. How-
ever, even when using the data from the first 5/6 of the
trajectory data, the accuracy is quite far from that obtain
from full trajectory. One possible explanation is that the
workers focus on the task section during the last part of
the trajectory. According to the feature analysis in Table 4,
features related to users’ behavior in task section are quite
important. Thus, by ignoring the last 1/6 of the trajectory, we
also omit information crucial to the prediction accuracy.

This above result suggests that it is possible to predict
the annotation quality before the annotation is done. How-
ever, there is still much room for the prediction accuracy
to improve for this online prediction task. Furthermore, the
extraction of features takes 2 to 3 seconds. More experiments
need to be conducted to examine how this delay affects the
prediction when one actually predict as the worker annotate.
Moreover, our experiment is conducted using offline data.
When observing workers in real time, we are not able to how
long the whole cursor trajectory would be. Hence, the divide
by length approach is invalid. This experiment is just to
highlight the possibility of early-monitoring using workers’
browsing data. The determination of when to confidently pre-
dict the annotation accuracy should be investigate in future
works. The future work should also discuss how the early
detection of worker’s task-specific quality could be helpful
for requester to design interventions. For instance, when the
model detects a worker struggling with a task, the interface
could show a message suggesting the worker to look for help
or to skip the task. Either way, the requester can obtain a
dataset of better quality.

VIII. DISCUSSION AND FUTURE WORK
While our experiment results demonstrate the connection be-
tween crowdsourcing workers’ browsing behavior and their

annotation quality, we further discuss additional findings,
challenges, limitations, and future work of our study.

A. INTERACTION BETWEEN FRESH AND CONTINUED
TASKS
A worker may perform multiple annotation tasks involving
the same article during our crowdsourcing study. When this
occurs, these tasks may or may not share the same query
entities. Recall the first assigned task of the worker involving
the same article is known to be the fresh task, while the
subsequent task(s) involving the same article are known to
be the continued task(s). For the same article, we observe
significant differences in some features between fresh tasks
and continued tasks. For instance, time spent on reading the
article and time spent scrolling the article is much longer in
fresh tasks than in continued tasks. A possible explanation is
that although we make the worker read the article thoroughly
every time he/she receives a task by deactivating the submit
button before he/she scrolls to the bottom of the article,
the worker may not actually read the article again in the
continued task(s). Instead, the worker may just focus on
helpful part(s) of the article to complete the continued task.
In other words, whether the worker focuses on reading the
article in their fresh task may affect their annotation quality
in the continued tasks.

To study the above carry-on effect from fresh tasks to the
continued tasks, we conduct a t-test on the value of features
from first and second tasks, and identify those with signifi-
cant differences between the two tasks (i.e., p-value≤ 0.01).
Instead of deriving features from the browsing behavior of
the task itself, we add some features from the fresh annotation
task performed by a worker as additional features in the
continued task(s) by the same worker involving the same
article. These additional features in the continued tasks are
known as first encounter features and are prefixed by f. For
instance, given an article, for all tasks related to it (both fresh
and continued tasks), the value of ftime spent on reading the
article is the value of time spent on reading the article of the
corresponding fresh task. Thus, the behavior data from fresh
task is passed to the continued tasks.

With these first encounter features, we train the annotation
quality prediction model using the same training data in
Section VI-B. The model yields 76.1% accuracy, 75.5%
precision, 76.4% recall, and 75.9% F1, which is roughly 1%
improvement over the model without first encounter features.
We also conduct a feature analysis on this model as shown
in Table 6. The top ranked first encounter features are fTime
spent on reading the article, fAVG time hovered on task entity
mentions, fTime spent scrolling the article, and fAVG time
hovered on article section. All these features has positively
coefficients, suggesting that if the worker has spent more time
interacting with the article, especially the parts in the article
that are related to the fresh task, the annotation quality might
be higher.

Interestingly, we do not find the corresponding first en-
counter features of the top ranked features in Table 4 to be
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TABLE 5. Online Prediction Result (RQ3)

Divide by Time Divide by Length
Sec ACC PRE REC F1 Prop ACC PRE REC F1
3 53.4 60.2 56.3 58.2 1/6 57.4 58.1 58.8 58.4
6† 60.6 61.1 60.2 60.6 2/6† 60.4 61 60.1 60.5
7 61.2 61.3 60.5 60.9 3/6 65.8 63.9 68.1 65.9
9 61.5 62.5 61.9 62.2 4/6 70.2 71.2 72.3 71.7
10 65.3 65.4 65.9 65.6 5/6⋆ 73.3 72.8 74.1 73.4
11 69.2 67.6 69.1 68.3 all 75.3 74.1 75.3 74.7

12⋆ 72 70.1 71.9 71
13 73.7 72.6 72.3 72.4
14 74.4 73.5 74.2 73.8
15 74.7 74 74.9 74.4
all 75.3 74.1 75.3 74.7
† : On average, an annotator completed 2/6 of the browsing activities after 6 seconds
⋆ : On average, an annotator completed 5/6 of the browsing activities after 12 seconds

TABLE 6. Top-20 Important Feature from The Full Model (with First
Encounter Features)

Rk Feature Coef. Cat.

1 AVG time hovered on task section 3.229 F
2 fTime spent on reading the article 2.711 F
3 fAVG time hovered on task entity mentions 2.426 F
4 Time spent for this annotation 2.413 F
5 AVG time hovered on task entity mentions 2.192 F
6 Cursor normalized speed -2.033 B
7 # Hovers over task section 1.552 F
8 zw

et
Representation of task entities · zwat 1.317 S

9 Time spent on reading the article 1.291 F
10 Distance traversed (inside) task section -1.136 I
11 fTime spent scrolling the article 0.915 F
12 Shannon entropy -0.913 B
13 Distance traversed overall 0.769 B
14 fAVG time hovered on article section 0.521 F
15 # Hovers over Wiki iframe 0. 512 F
16 zwd Representation of article · zwat 0.493 S
17 # Hovers over task section 0.272 I
18 Σy -0.195 B
19 # Highlight non-entity words -0.174 F
20 f# Hovers over task section 0.097 F

Negatively correlated features are underlined and italicized.
First encounter features are in bold and with prefix f.
(Feature Categories)
F: Focus, B: Base, I: Segment Interaction, S: Semantic

ranked highly in Table 6. One possible explanation is that
such features are often related to how the worker work on the
current task. For instance, AVG time hovered on task section
only reflects how much time the worker actually spent on
answering the task (i.e., reading the question then click on
the answer button). This is somehow irrelevant to whether
the worker will annotate the continued tasks correctly. Thus,
its corresponding first encounter feature is not as important
as itself in the prediction accuracy.

B. CHALLENGES AND LIMITATIONS

Based on our study results, we show that it is plausible
to predict a worker’s annotation quality based on his/her
browsing behavior data. We justify why such data is helpful
by introducing user attention model. Nevertheless, our results
have not been able to establish a causal relationship between
user attention and annotation quality in the crowdsourcing
setting. Further research and user studies should be con-
ducted to establish this formal theoretical connection. It is
also interesting to identify any other important factors to be
considered and also their respective browsing behavior fea-
tures for training even more accurate task-quality prediction
models.

As we conducted our study on AMT workers, it was
difficult to control the workers’ annotation environment. The
AMT workers could come from any parts of the world,
using devices of difference screen sizes. To collect a set
of browsiour behavior data less affected by device choices
for analysis, our study required workers to use desktop or
laptop only. They are also not allowed to resize the window
to prevent resizing noises in the extracted features. In other
words, our study rely heavily on good cursor movement data
gathering, which may not work well on mobile devices with
touch screens such as smart phones or tablets. To generalize
this research to mobile devices, one may consider employing
one of the eye-tracking systems that utilize the mobile built-
in camera to capture user attention [59], [60]. One may need
to refer to user attention works based on eye-tracking to
construct features for modeling worker annotation quality on
mobile devices.

Finally, in this study we do not propose features that work
for all kinds of tasks, instead; we show the predictive value
of user attention modeling features in annotation quality.
Hence, many of our features (e.g., most of our segment
interaction, focus, and semantic attention feature) are spe-
cific to information retrieval problems similar to contextual
path retrieval. More research should be conducted on other
interesting application problems with different user attention
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requirements.

C. FUTURE WORK
As part of future research, we plan to focus on modeling
individual variations as workers perform the annotation tasks.
Studies have shown that there are individual differences in
cursor moving pattern when users perform some web search
tasks [33]. Such individual deviations may be captured as
user-level behavior features in addition to the task-specific
behavior features used in our work. In addition, task dif-
ficulty and knowledge required to complete tasks should
also be taken into consideration when predicting annotation
task quality. Finally, with significant advances in behavior
data representations using neural networks [29], our work
can be extended to represent a cursor path using a vector
representation instead of descriptive features so as to cap-
ture salient behavioral semantics that improve task-specific
quality prediction.

There several directions to extend our work to other in-
formation retrieval problems. First, besides user-attention
models, there may be other models that can be used to predict
worker’s task-specific quality. For example, reading compre-
hension is a type of question answering task where the work-
ers are to read an article, then answer several questions about
it. The reading behaviors indicative of content understanding,
such as reading speed, may affect the annotation quality
and should be considered in the study. Through analysing
browsing behavior of several type annotation tasks, it is then
possible to generalize a set of factors that predicts task quality
with robust accuracy.

Early task quality prediction can be used to intervene
worker annotation to achieve better crowdsourcing outcome.
Other than determining if an annotation is good or bad, it
can be used to assign the right tasks to the right workers.
With appropriate annotation interface design, we could also
determine how a worker can be engaged at the right moment
to improve his/her annotation quality. Some previous works
suggest that worker produce annotation of better quality
when exposed to some form of supervision [61]. As our early
prediction model predicts the workers’ performance in real
time, it is possible to use the prediction result to give the
worker a sense of being monitored.

IX. CONCLUSION
In this work, we investigate into the connection between
crowdsourcing workers’ annotation quality and their behav-
ior. We postulate the connection between user attention and
annotation quality and model user attention as features that
are subsequently used for annotation quality prediction. We
conduct qualitative and quantitative analysis on how the
workers focus on different parts of the article and how it
affects the annotation correctness. We propose semantic user
attention features based on these finding. In addition, we
propose general user attention and semantic user attention
that covers non-task semantics. Our experiments on behavior
data collected from specially instrumented annotation user

interface show better accuracy in the prediction results than
state-of-the-art and baseline models using our proposed at-
tention features.
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