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ABSTRACT
We investigate the punctuation prediction for the Vietnamese lan-
guage. This problem is crucial as it can be used to add suitable
punctuation marks to machine-transcribed speeches, which usually
do not have such information. Similar to previous works for Eng-
lish and Chinese languages, we formulate this task as a sequence
labeling problem. After that, we apply the conditional random field
model for solving the problem and propose a set of appropriate
features that are useful for prediction. Moreover, we build two
corpora from Vietnamese online news and movie subtitles and per-
form extensive experiments on these data. Finally, we ask four
volunteers to insert punctuations into a small sample of our dataset.
The experimental results show that this problem is challenging,
even for a human, and our model can achieve near performance in
comparison to a human.
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1 INTRODUCTION
Punctuation prediction [1, 6] has played a special role in language
and speech processing and had a lot of applications in the industry.
Models from punctuation prediction systems are often used to
annotate machine-transcribed speeches which usually do not come
with punctuation information. Investigating efficient algorithms to
correctly predict punctuation marks in texts is a need to construct
high-quality automatic speech recognition frameworks.
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For the last two decades, punctuation prediction has been ex-
tensively studied in major languages such as English and Chinese.
One of the first punctuation prediction systems was developed by
Beeferman et al. [1] to insert commas into texts automatically. The
system uses a finite state transition model and a Viterbi decoder to
predict the positions of commas in a sentence. Huang and Zweig
[6] propose a maximum entropy model for the task with three punc-
tuations: period, comma, and question mark. Using CRF models, Lu
and Ng [9] achieve better performances for punctuation prediction
on both the English and Chinese data sets of the IWSLT corpus
[12]. Notably, they show that using a dynamic CRF to jointly model
word-level and sentence-level labeling tasks and thus capture some
long-range dependencies is useful for punctuation prediction. Simi-
larly, Cuong et al. [3] use high-order semi-Markov CRFs to capture
long-range dependencies among punctuations and achieved better
prediction performance than linear-chain CRFs.

Zhao et al. [21] investigate Chinese punctuation prediction by
formulating the problem as a multiple-pass labeling task and ap-
plying the CRF model. Cho et al. [2] study a segmentation and
punctuation prediction problem for German-English with a mono-
lingual translation system and demonstrate their results in the
oracle experiments. Zhang et al. [20] investigate a new method
in punctuation prediction for the stream of words in transcribed
speech texts with excellent accuracy in both test datasets of IWSLT
[13] and TDT4 [17]. Peitz and colleagues [14] transform the punctu-
ation prediction problem into a machine translation problem as an
alternative to using a language model based punctuation prediction
technique. The experimental results show that it can gain additional
improvement in BLEU points on the dataset IWSLT 2011 English
French Speech Translation of Talks. Nonetheless, to the best of our
knowledge, there exist few studies related to punctuation prediction
for the Vietnamese language.

Related to the Vietnamese language processing, there have been
various works in different directions such as word segmentation
[5, 11] and part-of-speech (POS) tagging [19]. Using a weighted fi-
nite state transducer and neural network, Dien et al. [5] build a Viet-
namese word segmentation system with high precision. Nguyen
et al. [11] also investigate the Vietnamese word segmentation prob-
lem using CRF and SVM models. The Vietnamese POS tagging task
is studied by Tran et al. [19] with three different models: CRF, SVM,
and the maximum entropy.

In this study, we report results for the first Vietnamese punctua-
tion prediction system. Our proposed method is based on linear-
chain conditional random fields (CRFs) [8], a powerful sequence
labeling model that has been used in many applications such as
part-of-speech tagging [8], phrase chunking [16], or named en-
tity recognition [10]. This model has previously been applied to
punctuation prediction for both English [3, 9] and Chinese [9, 21]
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languages with promising results. To this aim, we first describe
our datasets for the Vietnamese punctuation prediction task. We
collect our data from different online Vietnamese news sources and
movie subtitles. These data can be considered as the first corpora
for Vietnamese punctuation prediction. After that, we explain how
to model the problem as a sequence labeling task and employ a
suitable CRF model. More specifically, we introduce our label sets
and features for the CRF model. Subsequently, we measure the cor-
responding performance of CRF models in two different datasets
and compare results with human evaluation.

The rest of this paper can be organized as follows. In Section
2, we provide a brief introduction to the conditional random field
model. We illustrate our approach for the Vietnamese punctuation
prediction task and present the corresponding experimental results
in Section 3 and 4. Finally, the paper ends with our conclusion and
future work.

2 CONDITIONAL RANDOM FIELDS
Conditional randomfields [8] are discriminative, undirectedMarkov
models which can capture various dependencies between a struc-
tured observation x and its corresponding formal label y. In this
section, we briefly introduce linear-chain CRFs, a particular type
of CRFs that is widely used in practice, especially for sequence
labeling tasks. As we only focus on linear-chain CRFs, we use the
term CRF to refer to a linear-chain CRF throughout this paper.

To formally define what is a CRF model, we consider the follow-
ing notations. First, let x = (x1,x2, . . . ,xT ) be an input sequence
and Y be a random vector of the corresponding output sequence
with values of the form y = (y1,y2, . . . ,yT ). Suppose we have a set
of real-valued feature functions

{ fk (yt ,yt−1, t , x)}
K
k=1

for the CRF model and λk is the corresponding weight of fk .
A CRF defines the conditional distribution p(Y | x) as:

p(Y = y | x) = p(y | x) =
1

Z (x)
exp

( K∑
k=1

T∑
t=1

λk fk (yt ,yt−1, t , x)

)
,

where Z (x) =
∑
y exp

(∑K
k=1

∑T
t=1 λk fk (yt ,yt−1, t , x)

)
is the nor-

malization function, and also called the partition function.
Given the training dataD = {(xi , yi )}i , the CRFmodel is trained

by choosing the parameters ®λ = (λ1, λ2, . . . , λK ) that maximize the
following regularized conditional log-likelihood of the data:

L(®λ) =
∑
i
lnp(yi |xi ) −

K∑
k=1

λ2k
2σ 2 ,

where σ is a parameter that controls the degree of regularization.
This function is concave and thus the global optimum can be found
using any convex optimization algorithm. Optimization algorithms
for L(®λ) usually require inference on CRFs. Similar to hidden
Markov models [15], inference on CRFs is made by defining a set
of the forward and backward variables and using dynamic pro-
gramming to compute them efficiently. During testing, the label
sequence for a new test input is determined by a Viterbi-like al-
gorithm [18], which returns the label sequence with the highest

probability according to the trained model. We use these algorithms
in our punctuation prediction system.

3 PUNCTUATION PREDICTION FOR
VIETNAMESE TEXTS: THE MODEL AND
DATA SETS

In this section, we describe our sequence labeling model and data
sets for punctuation prediction for Vietnamese texts. Our contribu-
tions are a useful set of CRF features and two new data sets, which
are the first data sets for the task for the Vietnamese language.

3.1 Punctuation Prediction as Sequence
Labeling

Similar to previous works for both English and Chinese languages
[9, 21], we formulate the punctuation prediction task as a sequence
labeling problem. For this reason, one can naturally apply CRF
models for solving it. Notably, we treat each sentence as a sequence
and aim to label each word by the punctuation that immediately
follows the word. In the simple case, we use the label O to indicate
that a word is not followed by any punctuation.

For instance, the following sentence in Vietnamese1

Khu vực Đà Nẵng - Bình Định có tần số bão ít
hơn và bão thường tập trung tháng 10 và 11.
(The area of Da Nang - Binh Dinh has a lower storm
frequency and storms usually occur in October and
November.)

can be labeled as follows:
khu/O vực/O đà/O nẵng/O -/O bình/O định/O
có/O tần/O số/O bão/O ít/O hơn/O và/O bão/O
thường/O tập/O trung/O tháng/O 10/O và/O
11/Period

Note that all the words are in lower case because the word case
information is usually not available for the punctuation prediction
task. For instance, when the texts are transcribed from speeches,
we do not have the case information for the words.

3.2 Features for CRFs
To apply CRF models for punctuation prediction in Vietnamese
texts, we need to construct a set of features that is useful for the
punctuation prediction task. Our baseline zero-th order CRF fea-
tures include the following unigram features: the current label
without any word, the current word itself, the words within four
positions preceding the considering words, and words within two
places succeeding the present words. Next, we add all pairs of
consecutive words within a window of size 2 before and after the
current position as bigram features. For extracting the first-order
CRF features, we include transitions between two labels as features.
Table 1 describes all the details of our set of features. The table
follows the template of the CRF++ toolkit [7], which we use to train
and test our model.

Usually, including other words surrounding the current position
as unigram features (such as words at the 3rd or 4th position suc-
ceeding the current location) and the trigram features is helpful
1 http://vnexpress.net/tin-tuc/thoi-su/bao-xuat-hien-nhieu-nhat-o-quang-ninh-th
anh-hoa-3077937.html.
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(a) Movie Subtitle. (b) News Dataset.

Figure 1: The performance among different sets of features in two datasets: Movie Subtitle and News Dataset.

Table 1: The set of features for the CRF model.
The feature template %x[r,0] denotes the words at the r th position relatively to the current position

ID CRF++ feature template Feature definition

U N/A The current label without any word
U00 %x[0,0] The current word and its label
U01 %x[-1,0] The preceding word and the current label
U02 %x[-2,0] The word at position -2 and the current label
U03 %x[1,0] The succeeding word and the current label
U04 %x[2,0] The word at position +2 and the current label
U05 %x[-3,0] The word at position -3 and the current label
U06 %x[-4,0] The word at position -4 and the current label
U07 %x[-2,0]/%x[-1,0] Bigram of words at positions -2 and -1, plus the current label
U08 %x[-1,0]/%x[0,0] Bigram of preceding and current words, plus the current label
U09 %x[0,0]/%x[1,0] Bigram of current and succeeding words, plus the current label
U10 %x[1,0]/%x[2,0] Bigram of words at positions 1 and 2, plus the current label
B N/A Transitions between labels

for punctuation prediction in the English language [3, 9]. However,
our preliminary experiments indicate that they are not useful for
the Vietnamese language. Thus, we do not include these features
in our model.

In Table 2, we describe three different sets of features we choose
for doing experiments with CRF models.

3.3 Datasets
As there was no standard dataset available in the Vietnamese lan-
guage for the punctuation prediction task, we create our data from
online news sources. More specifically, we collect 500 online news-
paper articles and 100 transcribed movie subtitles to build two
datasets and release them publicly as a contribution to the research
community.

As a pre-processing step, we clean the data by manually fixing
common writing errors and non-standard uses of punctuations
such as two or more punctuations at the end of a sentence. For
each data set, we also remove rare punctuations whose occurrence
is less than 0.1% of the total punctuations in the data. Because the

nature of each dataset is different, the collection of punctuations for
each dataset is also disparate. For the news article data set, we have
three labels: PERIOD, COMMA, and O. For the movie subtitle data
set, we have five classes: PERIOD, COMMA, QMARK (question
mark), EXCLAM (exclamation mark), and O.

Table 3 shows the statistic of each data set, including the number
of each punctuation and its percentage. Note that we do not show
the default punctuation O in the table.

4 EXPERIMENTAL RESULTS
To evaluate the performance of CRF models in the punctuation pre-
diction problem, we consider several experiments on two datasets.
In what follows, we introduce details of these experiments and the
corresponding results.

4.1 Setup
For the experiments, we run our punctuation prediction models
on each dataset separately. Each dataset is divided into two parts:
2/3 for training and the rest for testing. We use three metrics
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Table 2: The list of all feature sets used in the experiments

Type Description

Feature Set 1 U, U00, U01, U02, U03, U04, U05, U06
Feature Set 2 U, U00, U01, U02, U03, U04, U05, U06, U07, U08, U09, U10
Feature Set 3 U, U00, U01, U02, U03, U04, U05, U06, U07, U08, U09, U10,

Table 3: Distribution of punctuations in training and testing data sets.
The rest of the data sets contain the empty punctuation (label O)

Punctuation News Dataset Movie Subtitle

Number Percentage (%) Number Percentage (%)

Comma 12713 5.33 1867 3.64
Period 7860 3.29 5544 10.81
Question mark N/A N/A 1547 0.95
Exclamation mark N/A N/A 488 3.02

Table 4: Micro-averaged metrics on two datasets

Punctuation News Dataset Movie Subtitle

P R F P R F

Feature set 1 67.18 35.28 46.27 84.62 72.53 78.11
Feature set 2 75.01 37.37 49.89 85.51 72.50 78.47
Feature set 3 74.28 38.12 50.39 85.54 72.69 78.59

to measure the performance of our system: precision (denoted
by P), recall (denoted by R), and F1 (denoted by F). From Table 3,
the punctuations are not equally distributed, hence we use micro-
averaged scores [4] instead of macro-averaged scores for the overall
performance of the system. The formula of the micro-averaged
precision and recall can be given as follows:

P =

∑
j tpj∑

j (tpj + f pj )
R =

∑
j tpj∑

j (tpj + f nj )

where tpj is the number of punctuations correctly classified as
class j (true positive), f pj is the number of punctuations incor-
rectly classified as class j (false positive), and f nj is the number of
punctuations in class j that are misclassified as another class (false
negative). The micro-averaged F1 score is computed as:

F =
2PR
P + R

.

In our experiments, we shall illustrate the effects of different
combinations of features to the performance of our Vietnamese
punctuation prediction system. We begin with the unigram words
features and subsequently add the bigram word features as well as
the label transition features.

After obtaining the best set of features, we use it to train a CRF
model using the expanded label set described in Section 3.1. Then,
we compare this model with the CRF model using the original label
set. For all the experiments, we train CRF models on the training
set with the regularizer σ = 1 and then test our models on the
testing set. Our scores are computed on the token level.

4.2 Results
In Table 4, we show the micro-averaged metrics of each feature set
on our datasets. As visualized in Figure 1, using unigram word fea-
tures (the red line) alone achieves the lowest performance, 46.27%
and 78.11% F1 score on the news and movie subtitle datasets, re-
spectively. Meanwhile, adding unigram further (the purple line)
improves the models’ performance and increases F1 score to 49.89%
and 78.47% on both datasets. Finally, the best model (the green line)
is achieved by adding the label transition label. On the news dataset,
it decreases the precision by 0.73%, but increases the recall by 0.75%,
and hence overall increases the F1 score by 0.5%. However, on the
subtitle dataset, transition label increases all precision, recall and
F1 to 85.54%, 72.69%, and 78.59%, respectively.

4.3 Human Evaluation
We do another experiment by comparing the performance of our
trained model with the human. In this case, we randomly sampled
100 sentences in the movie subtitle dataset; then, we removed the
labels and asked four candidates to inserted the missing punctu-
ations to the plain text. For fair comparisons, we also gave the
candidates another 100 different and fully annotated sentences for
training before the test. Subsequently, we used the best-trained
model to predict punctuations on these 100 samples and compare
its performance with those candidates.

Table 5 shows the F1 scores of each candidate on this dataset; we
report the F1 score on each punctuation and micro-averaged score
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Table 5: The performance of different candidates on the sample test

Candidate Punctuation

PERIOD QMARK COMMA EXCLAM O micro F1

Candidate 1 89.33 83.33 80.00 21.05 99.1 81.6
Candidate 2 61.53 62.85 12.5 17.77 97.59 46.28
Candidate 3 64.46 84.21 51.16 14.81 98.72 54.68
Candidate 4 70.00 75.00 0.00 23.53 97.42 54.22
Average 71.33 76.3475 35.915 19.29 98.2075 59.195

Model 86.20 0.00 6.25 0.0 96.74 65.23

Figure 2: Validation results from different testing persons.

as the combined metric. In Figure 2, one can see that our candidates
could achieve micro-averaged F1 scores ranging from 46.28% to
81.6%. Although our model gets a higher F1 score than the average
score of all candidates, it fails to predict both question marks and
exclamation marks. Besides, it has an abysmal performance on
inserting commas.

The experiment results have shown that punctuation prediction
task is quite difficult, even for a human. It turns out that building an
appropriate model that can insert meaningful punctuation marks
to Vietnamese texts is still challenging.

5 CONCLUSION AND FUTUREWORK
We have studied the punctuation prediction task for Vietnamese
texts and presented our results for a system trained using the CRF
model. We have also conducted a small scale experiment where
we ask four candidates to fill the missing punctuations in a movie
subtitle sample. The system shows promising results on the movie
subtitle dataset, even better than the average score of our candidates.
For future works, we plan to include more sophisticated types of
features to achieve better results in prediction. These features may
consist of POS tags, person name dictionary, etc. We also want
to increase the scale of experiments by collecting more data with
a focus on those rare punctuation marks that we omitted in our
current investigation. Finally, our experiments are somehow limited

since we constructed our corpus from online news texts, not from
real transcribed speeches. As a result, in the future, we may need
to consider the domain where data come from actual transcribed
speeches. In that case, it will be interesting to investigate how to
transfer the knowledge learned from the online news texts domain
to this new domain.
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