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Abstract

Background/Introduction: Stock trending prediction is a chal-
lenging task due to its dynamic and nonlinear characteristics.
With the development of social platform and artificial intelli-
gence (AI), incorporating timely news and social media informa-
tion into stock trending models becomes possible. However, most
of the existing works focus on classification or regression prob-
lems when predicting stock market trending without fully consid-
ering the effects of different influence factors in different phases.
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Method: To address this gap, this research solves stock trending pre-
diction problem utilizing both technical indicators and sentiments of the
social media text as influence factors in different situations. A 3-phase
hybrid model is proposed where daily sentiment values and technical
indicators are considered when predicting the trends of the stocks. The
proposed method leverages both traditional learning and deep learn-
ing methods as the core predictors in different phases. Accuracy and
F1-score are used to evaluate the performance of the proposed method.
Results: Incorporating the technical indicators and social media
sentiments, the performance of the proposed method with differ-
ent learning-based methods as core predictors are analyzed and
compared in different situations. Specifically, Multi-Layer Perceptron
(MLP), Näıve Bayes (NB), Decision Tree (DT), Logistic Regression
(LR), Random Forest (RF), Extreme Gradient Boosting (XGBoost),
Long Short-Term Memory (LSTM) and Convolutional Neural Net-
works (CNN) are leveraged as the core learning predictor module,
with different combinations of the degree of involvement of techni-
cal and sentiment information. The result demonstrates the effec-
tiveness of the proposed method with an accuracy of 73.41% and
F1-score of 84.19%. The result also shows that various learning-based
methods perform differently for the prediction of different stocks.
Conclusion: This research not only demonstrates the merits of the
proposed method, it also shows that integrating social opinions with
technical indicators is a right direction for enhancing the perfor-
mance of learning-based stock market trending analysis methods.

Keywords: Stock Market Trending, Social Media Sentiment Analysis,
Machine Learning, Deep Learning, Technical Indicators

1 Introduction

In recent years, stock market trending analysis has become one of the more
popular research areas due to the high returns of the stock market. Stock
market time series has been characterized as dynamic and largely non-linear,
and stock price prediction is a challenging task [1–3]. Given the dynamic nature
of the stock market, the relationship between market parameters and target
price is not linear. This results in many economists’ belief that stock market
prediction does not seem to be viable, and this is being explained by the
Efficient Market Hypothesis (EMH) and Random Walk Theory (RWT) [1, 2,
4]. EMH states that the price of a security reflects all information available
and everyone has access to the information. As for RWT, it states that stock
market prediction is impossible as prices are determined randomly, and hence
outperforming is infeasible.

However, with the advent of modern technologies such as machine learning
and Artificial Intelligence (AI), more and more researchers have started ven-
turing into the possibilities of using AI technologies such as Machine Learning
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and Deep Learning in stock market trending analysis and prediction. As early
as in the 1990s, Varfis et al. [5] had tried to apply artificial neural network to
financial time series tasks [31]. In addition, researchers are constantly improv-
ing the prediction models in the attempt to further enhance the performance
of stock market predictions. More and more different machine learning and
deep learning methods such as Support Vector Machine (SVM), Artificial Neu-
ral Network (ANN), Long Short-term Memory Networks (LSTM) and their
fusion models have been applied to stock market predictions [6–10].

Inspired by behavioral finance, researchers began to add information that
can reflect investors’ behavior toward the stock forecasting model. Bollen et
al. [1] used an emotion tracking tool to analyze the content of tweets and used
the generated emotion time series to predict the change rate of the Dow Jones
Industrial Index. After that, many researchers began to use the tools that
can reflect or influence the market to study the stock market based on the
emotional and psychological information of participants. Furthermore, with the
rise of social networks, huge amount of data is being generated every day, and
there is a gaining in popularity of using these data to enhance the prediction
performance [11–20].

Unlike most existing research focusing on simple classification or regression
tasks for the stock trending problem, this paper not only solves the stock
trending problem as a multi-label classification task to predict the trending of
the stock price, but also utilizes both technical indicators and sentiment values
from social platform as influence factors. Related work of this direction mostly
focuses on using only technical indicators [21–23] or sentiment values [24],
while this paper leverages both of them for the stock trending prediction task.
Furthermore, compared with the existing work [25] which also leveraged both
technical indicators and sentiment values, our paper explores the effectiveness
of various learning-based algorithms when applied to different stocks, which
illustrates the differences of various learning-based algorithms for real-world
stock market trending.

In this research work, we propose a hybrid learning-based model to pre-
dict the stock’s trend. The hybrid model is an integration of learning-based
algorithms such as ANN with social media technical indicators and sentiment
analysis. The results show that the performance can be improved when relevant
technical indicators and social sentiment are considered.

The contributions of this paper are summarized as follows:
1. Unlike most existing research focusing on simple classification or regres-

sion tasks for the stock trending problem, this paper not only solves the stock
trending problem as a multi-label classification task to predict the trending of
the stock price, but also utilizes both technical indicators and sentiment val-
ues from social platform as influence factors. It is more fine-grained and more
suitable for the real stock market analysis.

2. This paper proposes a hybrid learning-based model which utilizes a
three-stage method to determine the final trend prediction based on two
intermediate predictions. Different learning-based models are leveraged and
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compared, with different combinations of usage of different technical and
sentiment information.

3. Abundant experiments are conducted on one stock index Dow Jones
Industrial Average (DJIA) and the five very famous stocks including Google
(GOOG), Amazon (AMZN), Apple (AAPL), eBay (EBAY) and Citigroup (C)
using eight learning-based algorithms. The proposed model outperforms the
baseline models for predicting stock’s trend, which proves the effectiveness of
utilizing technical indicators and social sentiment. The results also illustrate
the differences of various learning-based algorithms for the prediction of real-
world stock market trend.

The rest of the paper is organized as follows: Section 2 discusses related
work on stock prediction; Section 3 presents the proposed stock trending pre-
diction methodology; Section 4 describes parameter setting in the experiments
and discusses the results of the experiments; finally, Section 5 offers concluding
remarks and illustrates future work.

2 Related Work

There are many internal and external factors influencing the stock price in the
stock market, and the fluctuation of stock price volatility is not only affected
by macro monetary policy, but also affected by macro-economic environment
and emergencies. According to the different mechanisms of stock price predic-
tion, the related work is reviewed under two different aspects: Learning-based
Method for Stock Forecasting and Stock Trending Analysis with Social Media
Sentiment Analysis.

2.1 Learning-based Method for Stock Forecasting

Compared with the traditional algorithm, machine learning algorithm has the
capability of processing large amount of data and multi-dimensional data.
Due to the better prediction performance, more and more researchers applied
machine learning algorithms to stock market trending analysis and prediction.

The stock forecasting problems can be solved as regression problems to
predict the values of the special stocks [15]. In recent years, with the develop-
ment of deep learning technology, many stock forecasting models based on deep
learning have been proposed, and promising results have been obtained [26–
30]. However, there are more and more research works which treated the stock
forecasting problems as trending classification tasks as described below.

As learning-based methods, SVM, ANN and Näıve Bayes (NB) are widely
applied in the field of financial forecasting [31–33]. SVM is known to have
capacity control of decision function, use of kernel functions and sparsity of
solutions [34]. It has been applied to stock market analysis and has been verified
to be effective when it is being compared with other algorithms, such as the
Random Walk Model (RW), Linear Discriminant Analysis (LDA), Quadratic
Discriminant Analysis (QDA) and Elman Backpropagation Neural Networks
(EBNN) (Huang et al. [31]). It has been used for stock market daily price
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prediction [35, 36] and Producer Price Index (PPI) prediction [35]. Although
the feasibility has been proven, the research also pointed out the limitations
for solving such a problem as a regression task [35].

Neural network is known to have the capability for pattern recognition [37].
Nacini et al. [32] compared feed forward Multi-Layer Perception (MLP) and
Elman recurrent network by leveraging linear regression. Their experiment
showed that linear regression was comparatively better in terms of predicting
the direction of changes on the next day, whereas MLP displayed a lowest error
in predicting the amount of value changed. This implied that neural networks
adapted well to the dynamic nature of the stock market by providing the
lowest error rate. From the perspective of the relationship between the stock
technical indicators and the stock market, Gken et al. [38] used harmony search
algorithm and genetic algorithm to select the most relevant technical indicators
and applied them to ANN for stock price prediction. The experimental results
showed that the mean absolute percentage error of the ANN model based on
harmony search and genetic algorithm is 3.38% and 3.36% respectively, which
is better than the model using only ANN algorithm.

As for NB based prediction method, it is a type of supervised learning
method that learns from historic records or expert’s knowledge and utilizes
probabilistic approaches to find an optimal solution [39]. Huang et al. [33]
utilized a set of independent data which was collected randomly from Taiwan
Stock Exchange Corporation (TSEC), and 9 attributes were used to build the
NB predictor. Their result showed successful prediction, with a probability of
13.46% of making a loss. This implies the possibility of using the NB based
predictor for stock market prediction in obtaining good results.

Besides the traditional machine learning methods mentioned above, there
are Ensemble Learning (EL) methods that have been used to forecast future
trends of stock price movements [40, 41]. Random Forest (RF) can overcome
overfitting problems by training multiple decision trees on different subspaces
of the features at the cost of slightly increased bias. Previous experiment indi-
cated that RF resulted in a high accuracy rate for all periods, and the longer
the trading period, the higher the accuracy rate [40].

Extreme Gradient boosting (XGboost) was proposed by Chen and
Guestrin [41]. It has been proven that XGboost has the characteristics of low
computational complexity, fast running speed and high accuracy. For the anal-
ysis of time series data, although Gradient Boosting Decision Tree (GBDT)
can effectively improve the stock prediction results, the relatively slow detec-
tion rate limits the method. In order to find a fast and high accuracy prediction
method, XGboost model has been used for stock prediction, which can improve
the prediction accuracy as well as the prediction speed.

With the success of learning-based methods for stock trending analy-
sis, some researchers further enhanced the performance of the methods by
considering the influence of social event (e.g., social media news sentiment
analysis)



Springer Nature 2021 LATEX template

6 Stock Trending Prediction

2.2 Stock Trending Analysis with Social Media
Sentiment Analysis

Social media sentiment analysis is a popular research area in the Natural Lan-
guage Understanding (NLU) domain that identifies and categorizes opinions
that are expressed in news, articles, tweets or text [42–44]. In the field of stock
market prediction, it is often used as an indicator of the public sentiment
towards events and scenarios. A very popular method is to use the sentiment
value as an external factor and feed it as an input that will affect the final
prediction [11–14, 14–18, 25, 45].

Bharathi and Geetha [11] aimed to present the impact of Really Simple Syn-
dication (RSS) feeds on stock market values. The approach of this article is to
utilize the Sentiment Analysis result as an external factor that is used together
with the Sensex-Moving Average results to produce a final-result prediction of
the trend. Ichinose and Shimada [12] proposed a system that utilized Bag of
Keywords from expert articles (BoK-E) to predict the trend of the next day. In
the experiment conducted, it was reported that the average accuracy obtained
using BoK-E was 61.8%, which is a 9.5% increase in accuracy compared to
using standard Bag of Word approach. Zhang et al. [13] utilized the correla-
tion of events from web news and public sentiments from social media and
stock movement to determine the next day trend. The proposed coupled stock
correlation (CMT) method (accuracy of 62.50%) performs better compared to
models without stock correlation information (accuracy of 60.25%)).

In addition, Si et al. [14] proposed the use of a Semantic Stock Network
(SSN) to model the relationship between stocks. It proved that the utilization
of SSN has a higher capability than Correlation Stock Network (CSN) to pre-
dict the stock market. Xing et al. [46] designed a framework which captured
the bi-directional interaction between movements of asset price and market
sentiment for stock return fluctuation prediction. Picasso et al. [25] combined
both technical and fundamental analysis using machine learning techniques
for the stock market prediction problem. A high frequency trading simulation
with over 80% of annualized return was conducted to exploit the prediction
results. Merello et al. [47] presented a transfer learning method to estimate the
amount of price change and the most performing assets, in which price fluc-
tuations of different magnitude are treated differently through the application
of different weights on samples.

There is also a gaining in popularity of using Twitter data for Sentiment
Analysis [17]. In addition, Li et al. [17] also suggested that the proposed
approach of using Twitter data for stock market prediction achieved a better
performance when using the tweets sentiment values to predict the stock price
of three days later. Gupta and Chen [48] analyzed the StockTwits tweet con-
tents and extracted financial sentiment using a set of text featurization and
machine learning algorithms. The correlation between the aggregated daily
sentiment and daily stock price movement was then studied, and the effective-
ness of the proposed work on stock price prediction was demonstrated through
experiments on five companies (Apple, Amazon, General Electric, Microsoft,
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and Target). In addition, Google Trends data was used to provide the search
volume for keywords searched such that the model could determine the impact
of events that might affect the stock market. Hu et al. [18] considered the
use of Google Trends data in improving the performance of stock market pre-
diction. According to the experimental results, Google Trends was capable of
enhancing the accuracy in predicting the trend of the stock market.

Besides public sentiment, Khan et al. [49] also explored the effect of polit-
ical situation on the stock prediction accuracy, and the experimental results
showed that the sentiment feature improved the prediction accuracy of machine
learning algorithms by 0-3% while political situation feature improved the
prediction accuracy of algorithms by about 20%.

Unlike the work mentioned above, this paper aims to solve the stock trend-
ing problem as a triple classification task to predict the trending of the stock
price, e.g., Buy or Rise (1), Sell or Drop (-1) and Hold (0). In addition, related
work of this direction mostly focuses on using only technical indicators [21–
23] or sentiment values [24], while this paper leverages both of them for the
stock trending prediction task. Our paper explores the effectiveness of various
learning-based algorithms when applied to different stocks, which illustrates
the differences of various learning-based algorithms for real-world stock market
trending. Not only the stock index, Dow Jones Industrial Average (DJIA) is
analyzed, but also the individual stocks, such as the very famous stocks, Google
(GOOG), Amazon (AMZN), Apple (AAPL), eBay (EBAY) and Citigroup (C)
are analyzed by using different enhancement technologies. Our research work
demonstrates the merits of the proposed method and points out the correct
direction for future work in this area.

3 The Proposed Methodology

This research aims to leverage the stock market time series data to investigate
the performance of different learning-based methods by incorporating technical
indicators and social media sentiment analysis.

The proposed methodology consists of 3 phases, each with multiple steps.
These are described in the following sub-sections.

3.1 Problem Formulation

In this research, the stock market forecasting problem is treated as a three-
class classification task. It is to predict the stock market trend: Up, Hold and
Down (i.e., 1, 0, -1). Specifically, given the stock prices sequences XT (T =
1, 2, 3, · · · , n), generated technical indicator features TIT (T = 1, 2, 3, · · · , n)
and sentiment features ST (T = 1, 2, 3, · · · , n), the task is to predict stock price
trend of the next day YT + 1. It can be formulated as equation (1):

YT+1 = F (XT , XT−1, XT−2, · · · , XT−K , T IT , T IT−1,

T IT−2, · · · , T IT−K , ST , ST−1, ST−2, · · · , ST−K)
(1)
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where F () represents the mapping function from input to output; K represents
the size of the sliding window.

3.2 Stock Data Pre-processing

The stock index and various stocks from S&P 500 were identified and retrieved
from Yahoo Finance (https://sg.finance.yahoo.com). The period for data
extraction was between 1st Jan 2014 to 31th Dec 2018. Entries in the data
include:

-Date: Index of each record
-Open: Price of stock at opening of trading (in USD)
-High: Highest price of stock during trading day (in USD)
-Low: Lowest price of stock during trading day (in USD)
-Close: Price of stock at closing of trading (in USD)
-Volume: Amount of stocks traded (in USD)
-Adjusted Close: Price of stock at closing adjusted with dividends (in USD)
Learning-based methods can be leveraged to analyze all the time series

datasets, such as Open, High. Low, Close and Adjusted Close for the stock
market data. In this paper, we illustrate the results of analyzing Adjusted
Close time series for the purpose of comparing different prediction methods.

All available stock market data were downloaded for analysis, which were
daily data. The trending is grouped under Buy or Rise (1) when the percentage
change is above +1% and Sell or Drop (-1) when the percentage change is
below -1%, else it would be grouped under Hold (0). The various learning-based
methods were performed on different stocks and the results were compared.

Five stocks from the S&P 500 index were selected for performing the
experiment. They were namely GOOG, AMZN, AAPL, EBAY, EBAY and C.

3.3 Stock Trending Analysis by Incorporating Technical
Indicators and Social Media Sentiment Analysis

The proposed stock trending analysis by incorporating technical indicators
and social media sentiment is presented and explained in detail in this section.
The proposed methodology consists of 3 phases, each with multiple steps. The
details of the methodology are illustrated in Fig. 1.

Phase 1: In phase 1, the 1st Intermediate Prediction is obtained using
learning-based algorithms with technical indicators. The steps in this phase
are as follows:

-Step 1: The model first retrieves the data either manually or automatically
by using a crawler that is coded using Python.

-Step 2: The dataset then undergoes pre-processing to ensure the dataset
is ready to be fed into the learning-based algorithms. In addition, techni-
cal indicators would be considered, and they can be added as part of the
input dimensions. The technical indicators can be calculated using the Python
library TA with the stock’s Open, High, Low, Close and Volume values as
inputs to the TA library.
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Fig. 1 Layout of the proposed method. (A) Phase 1, the first intermediate prediction, (B)
Phase 2, the second intermediate prediction, (C) Phase 3, the final stock market trending
prediction

-Step 3: The dataset is fed into the model as inputs and the learning-based
algorithms are used to perform intermediate prediction of the trend of the next
day.

Phase 2: In phase 2, the model generates a 2nd Intermediate Prediction.
This intermediate prediction is the news headline. The steps in this phase are
as follows:

-Step 1: In the first step, it retrieves news items that are related to the
stocks from online media sources such as the New York Times. The duplicate
rows and redundant information within the news are removed.

-Step 2: In this pre-processing stage, duplicated news is first removed and
redundant punctuations, special characters and short words (less than 2 char-
acters long) are then removed. Next, the New York Times News undergoes
tokenization, stemming and lastly, joining the stemmed tokens back to form a
stemmed sentence.

-Step 3: The pre-processed dataset then undergoes sentiment analysis to
determine the daily sentiment value (polarity scores). Such scores (compound
score) are then calculated using SenticNet [50], a cognitive-inspired framework
for sentiment analysis. To derive the daily sentiment value for the News, the
compound score (normalized, weighted composite score) of each news items
within the same day is summed up and divided by the total number of news
items generated on the same specific day.

Phase 3: In phase 3, the two intermediate predictions (Trend Intermediate
Predictions and Daily Sentiment Values) are combined to determine the final
trend prediction of the next day. The steps in this phase are as follows:
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-Step 1: Once the two intermediate prediction values have been obtained, a
sliding window of 3 days is applied to the two intermediate prediction datasets
(Trend Intermediate Prediction and Daily Sentiment Value). The two datasets
are then joined together to form a final dataset with their dates included.

In addition, the daily sentiment value of each day in the sliding window will
be further pre-processed such that the impact of the Daily Sentiment Value
will decrease as the days go by. The weighted daily sentiment value of Dayt−x

on Dayt can be calculated using the following equation:

WeightedV aluet−x =
w − x

w
∗ V aluet−x (2)

where w represents the window size.
-Step 2: After the final datasets have been generated, it is now ready to be

fed into the learning-based algorithm for prediction. This final trend will then
be the final prediction result of the proposed hybrid learning-based model.

4 Experiment Results and Discussion

4.1 Stock Market Data Used

One stock index and five stocks were identified to be used, namely Dow
Jones Industrial Average (DJIA), Google (GOOG), Amazon (AMZN), Apple
(AAPL), eBay (EBAY) and Citigroup (C). Two types of datasets are required.
The first is the historical values of stocks, and the second is the relevant New
York Times News headlines.

For the stocks historical values dataset, the daily data were downloaded
from Yahoo! Finance. The dataset contains 7 columns, Date, Open, High, Low,
Close, Volume, and Adjusted Close. The interval taken was from 1st Jan 2014
to 31st Dec 2018 five years in total.

New York Times News dataset was obtained using the New York Times
Archive API. The API also allows the News to be filtered based on the stock’s
name and the dataset retrieved was of 5 years, from 1st Jan 2014 to 31st Dec
2018.

4.2 Experiment Parameter and Evaluation Measure

A total of eight learning-based models are used for the comparison in
this research, including MLP, Decision Tree, NB, RF, Logistic Regression,
XGBoost, LSTM and CNN. 80% of the dataset was selected as training set to
build the model for the learning-based methods, and the remaining 20% was
used as testing set to verify the performance of the learning-based methods.

For hyper-parameter tuning of the models, we used grid search and expert
experience to select the parameters. To maintain fairness in the comparison
of different learning-based methods, we made sure that each model used the
best optimized parameters. For example, the neural network model is a 3-layer
MLP model with hidden layer sizes of 30. For DT, the CART algorithm was
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used for feature selection. For RF and XGboost, 100 sub models and 1000
sub models were used, respectively. For LR, L2 regularization was selected as
the penalty term. For LSTM, the number of hidden layer nodes with RELU
activation function was 50. For CNN, 32 filters were used, and the kernel size
was 5.

For technical analysis, we used the technical analysis library in Python to
generate a total of 58 features through an original stock time series dataset, and
then the Recursive Feature Elimination method (RFE) was used for feature
selection. Finally, five most important features were selected.

Different window sizes, n, were used for the trending prediction, it means
that we use the value of the previous n days to predict the value of the (n+1)th
day. After experimental exploration, we chose 3 as the window size.

Under data preprocessing, empty or infinite values were replaced with the
value 0. In addition, the independent variable (X) was normalized from the
actual value to its percentage change to obtain a smaller range of values to
reduce variability, as formulated by using the following equation:

xnorm =
x− xmin

xmax − xmin
(3)

where xnorm is the normalized data, X is the original data, and xmin and xmax

are corresponding minimal and maximal of each data dimension.
The dependent variable (Y ) would be the trending label based on n days

of prediction. Finally, the performances were evaluated based on accuracy rate
and F1-score for the triple classification task.

4.3 Performance Comparison for Stock Trending
Prediction

In this section, results obtained by the proposed approach are briefly discussed
and are evaluated against the Accuracy and F1-score evaluation metrics for the
stock tickers: DJIA, GOOG, AMZN, AAPL, EBAY and C. For the comparison
experiments, “with Technical Analysis (TA)” denotes only adding generated
technical indicators to the learning-based models, similar to the methods used
in some research ([21], [22]) mentioned in Section 2. “with Sentiment Analy-
sis (SA)” denotes only adding sentiment values - i.e., New York Times news
polarity - to the learning-based models. “with TA&SA” denotes the proposed
method which utilizes both technical indicators and sentiment values for the
stock prediction task. The results can be seen in Table 1 and Table 2.

Table 1 shows the Accuracy obtained from analyzing the stock index and
individual stocks by using eight different learning-based methods. It can be
observed that the baseline model with TA&SA achieves the best results in 15
out of 48 cases for all stocks while only 3 and 5 best results are achieved by
Baseline and Baseline with TA, respectively. Among the one stock index and
five stocks, the baseline model with TA&SA achieves the best results three
times, for the stocks ’DJIA’, EBAY and C, followed by the baseline model
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Table 1 Accuracy of Different Learning-Based Methods for Individual Stock

Stock Models Baseline with TA with SA with TA&SA

DJIA

MLP 73.09 64.26 72.69 64.67
DT 61.04 60.64 72.69 64.08
NB 66.05 57.43 72.69 72.29
RF 69.08 70.28 72.69 72.69
LR 72.69 71.89 72.69 72.69
XGBoost 67.07 65.86 72.69 73.09
LSTM 72.69 73.09 72.69 72.69
CNN 72.69 73.09 72.69 73.41

GOOG

MLP 47.01 44.62 51.60 38.89
DT 43.82 37.85 50.80 38.62
NB 34.97 43.82 52.40 47.20
RF 49.40 45.02 50.80 46.80
LR 49.40 47.41 50.80 50.80
XGBoost 39.44 43.82 51.20 46.80
LSTM 49.40 49.40 50.00 49.60
CNN 49.40 50.60 50.40 50.00

AMZN

MLP 48.40 42.80 50.20 39.55
DT 44.40 38.80 50.20 49.00
NB 40.84 33.20 50.20 39.49
RF 46.80 47.60 50.20 48.19
LR 47.20 48.40 50.20 49.00
XGBoost 46.40 47.20 50.20 48.19
LSTM 46.80 46.80 50.20 48.59
CNN 46.80 46.80 51.20 48.59

AAPL

MLP 53.01 43.78 54.84 40.78
DT 44.98 34.14 53.63 51.06
NB 45.11 38.15 54.84 54.44
RF 49.40 53.41 55.24 55.24
LR 55.02 56.63 54.03 54.84
XGBoost 42.97 50.60 54.44 55.65
LSTM 55.02 55.02 54.84 54.84
CNN 55.02 55.02 54.84 55.24

EBEY

MLP 58.13 54.88 60.00 46.13
DT 43.09 42.28 60.00 46.13
NB 46.80 49.19 60.00 61.82
RF 56.10 58.54 60.00 59.59
LR 60.16 59.76 60.00 60.41
XGBoost 48.78 50.81 60.00 60.41
LSTM 60.16 60.16 60.00 60.82
CNN 60.16 60.38 60.00 60.82

C

MLP 53.63 44.76 55.06 53.94
DT 37.90 39.52 55.06 53.94
NB 44.95 40.73 55.06 55.47
RF 49.60 54.03 55.06 54.66
LR 54.84 52.42 55.06 55.47
XGBoost 42.34 47.18 55.06 54.25
LSTM 54.84 54.84 55.06 53.85
CNN 54.84 53.63 55.06 54.25
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Table 2 F1-score of Different Learning-Based Methods for Individual Stock

Stock Models Baseline with TA with SA with TA&SA

DJIA

MLP 67.37 64.35 84.19 64.67
DT 60.08 61.52 84.19 64.08
NB 66.05 60.63 60.63 73.67
RF 63.87 66.95 84.19 63.80
LR 84.19 66.21 84.19 63.11
XGBoost 63.90 63.60 84.32 64.08
LSTM 61.20 62.97 61.20 62.06
CNN 61.20 66.06 61.20 62.89

GOOG

MLP 38.54 42.41 41.33 38.89
DT 43.20 37.87 40.09 38.62
NB 34.97 42.82 42.82 41.36
RF 43.51 37.73 40.13 39.06
LR 38.13 39.09 39.77 38.68
XGBoost 36.90 40.67 40.78 38.80
LSTM 32.67 32.67 39.28 39.59
CNN 32.67 39.66 39.18 44.27

AMZN

MLP 39.31 41.85 48.94 39.55
DT 43.32 37.78 48.94 39.55
NB 40.84 30.62 30.62 39.49
RF 41.57 40.96 48.94 39.55
LR 39.37 35.87 48.94 39.55
XGBoost 45.18 41.34 48.94 52.38
LSTM 29.84 29.84 48.94 39.78
CNN 29.84 29.92 48.94 39.78

AAPL

MLP 42.50 43.00 44.91 40.78
DT 43.29 35.67 40.79 51.06
NB 45.11 41.06 41.06 47.74
RF 41.21 47.10 45.60 51.06
LR 41.37 43.18 54.57 55.98
XGBoost 38.24 44.38 44.68 53.06
LSTM 39.06 39.06 38.84 39.54
CNN 39.06 39.06 39.72 39.74

EBEY

MLP 50.07 49.21 45.00 46.13
DT 44.14 43.70 45.00 46.13
NB 46.80 49.88 49.88 48.84
RF 50.30 50.46 75.00 45.39
LR 75.13 59.46 75.00 46.99
XGBoost 46.17 46.76 75.00 47.05
LSTM 45.20 45.20 45.00 47.07
CNN 45.20 48.67 45.00 47.16

C

MLP 41.07 38.12 63.15 53.94
DT 38.00 39.80 63.15 53.94
NB 44.95 50.72 50.72 43.23
RF 40.54 40.58 63.15 40.56
LR 70.83 57.59 63.15 41.50
XGBoost 37.70 38.94 64.34 40.39
LSTM 38.84 38.84 39.10 38.85
CNN 38.84 41.96 39.10 38.75
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with SA. In addition, the baseline model with TA&SA manages to achieve
the highest accuracy of 61.82% for the stock EBAY in all cases of the five
individual stocks. The results show that the proposed approach baseline with
TA&SA outperforms the other strategies in most cases.

As for different learning-based methods, NB achieves the best result for
the stock GOOG and ’EBAY’ while CNN achieves the best result for the stock
index ’DJIA’ and the stock AMZN. LR achieves the best result for AAPL
while NB and XGboost both achieve the best result for the stock C.

Table 2 shows the F1-score obtained for analyzing the stock index and
individual stocks by using eight different learning-based methods. Consistent
with the results above from the Accuracy measure in Table 1, it can be observed
that the baseline model with TA&SA achieves the highest F-score three times,
followed by the baseline model with SA. It is worth mentioning that compared
to the baseline model, the baseline model with SA can obtain competitive
results for the stock index ’DJIA’ and the stock ’C’. In addition, the baseline
model with SA manages to achieve the highest F1-score of 84.19% for DIJA
by five different machine learning algorithms, which shows the effectiveness of
sentiment analysis.

As for different learning-based methods, LR achieves the best result for
four individual stocks including GOOG and AAPL, EBAY and C, which shows
that LR can be a good choice for individual stocks.

In addition, to verify the robustness and stability of the proposed method,
we run the models N times (N=5 in this paper) and report the mean value
of the performance as well as the variance (e.g., standard deviation) obtained
from using different learning-based models. Table 3 shows the accuracies, F1-
scores as well as standard deviations obtained from analyzing the stock index,
DJIA. It can be seen that the standard deviations are relatively small, which
indicates that the proposed method is stable. The results also indicate that
the performance of the proposed method implemented using different learning-
based models are slightly different but are stable as shown in Table 3. This
discovery is consistent with the results obtained from analyzing different stocks
in the previous section.

4.4 Result Analysis and Discussions

From the results obtained, it is discovered that the performance varies from
stock to stock.

Firstly, by comparing the baseline model and the baseline model with TA,
it is observed that the accuracy and F1-score of prediction both drop in most
cases when utilizing technical indicators. However, there are also some cases
where the baseline model with TA improves the accuracy and manages to
generate the best accuracy compared to the other 3 approaches. The result
implies that utilization of technical indicators has the potential in increasing
the accuracy of prediction. However, such technical indicators must be carefully
selected through an optimized feature selection algorithm to prevent it from
causing the opposite effect of reducing the accuracy.
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Table 3 Accuracy and F1-score of Different Learning-Based Methods for DJIA

Models Baseline with TA with SA with TA&SA

Accuracy

MLP
73.09

(±0.40)
64.26

(±0.21)
72.69

(±0.34)
64.67

(±0.53)

DT
61.04

(±0.21)
60.64

(±0.23)
72.69

(±0.34)
64.08

(±0.32)

NB
66.05

(±0.00)
57.43

(±0.00)
72.69

(±0.00)
72.29

(±0.00)

RF
69.08

(±0.41)
70.28

(±0.43)
72.69

(±0.34)
72.69

(±0.54)

LR
72.69

(±0.00)
71.89

(±0.00)
72.69

(±0.00)
72.69

(±0.00)

XGBoost
67.07

(±0.00)
65.86

(±0.00)
72.69

(±0.00)
73.09

(±0.00)

LSTM
72.69

(±0.40)
73.09

(±0.54)
72.69

(±0.68)
72.69

(±0.75)

CNN
72.69

(±0.35)
73.09

(±0.42)
72.69

(±0.67)
73.41

(±0.54)

F1-score

MLP
67.37

(±0.52)
64.35

(±0.63)
84.19

(±0.67)
64.67

(±0.54)

DT
60.08

(±0.23)
61.52

(±0.34)
84.19

(±0.67)
64.08

(±0.33)

NB
66.05

(±0.00)
60.63

(±0.00)
60.63

(±0.00)
73.67

(±0.00)

RF
63.87

(±0.76)
66.95

(±0.84)
84.19

(±0.77)
63.80

(±0.68)

LR
84.19

(±0.00)
66.21

(±0.00)
84.19

(±0.00)
63.11

(±0.00)

XGBoost
63.90

(±0.00)
63.60

(±0.00)
84.32

(±0.00)
64.08

(±0.00)

LSTM
61.20

(±0.65)
62.97

(±0.53)
61.20

(±0.64)
62.06

(±0.72)

CNN
61.20

(±0.47)
66.06

(±0.56)
61.20

(±0.67)
62.89

(±0.55)

Secondly, looking at the results obtained using the baseline model and
the baseline model with SA, it can be observed that the utilization of daily
sentiment values from New York Times News as an external factor (Phase 2 of
the proposed model) to the predicted trend is largely capable of increasing the
accuracy of stock prediction. However, there are cases where slight reductions
of accuracy when utilizing SA are experienced. This can be caused by reasons
such as failing to capture negation in News, and an insufficient number of news
items considered in the Sentiment Analysis Phase.

Thirdly, comparing the results obtained by machine learning models and
deep learning models, it can be found that deep learning algorithm has no
obvious advantages for stock trending prediction, which explains that for some
relatively simple tasks, traditional machine learning models can also achieve
competitive performances.

Lastly, from the observation of the one stock index and five stocks, the pro-
posed baseline model with TA & SA outperforms the other three approaches
in most cases. Thus, this implies that the utilization of technical indicators
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together with daily sentiment values of New York Times News might have the
effect of further increasing the accuracy of stock prediction.

5 Conclusion, Limitations and Future Works

In conclusion, different from EMH and RWT, where both theories emphasize
the non-viability of stock market prediction, this research has demonstrated
that it is possible to predict the trending of stock market by using the right
methods.

The proposed method is a 3-phase hybrid prediction model where daily
sentiment values and technical indicators are considered when predicting the
trends of the stocks, GOOG, AMZN AAPL, EBAY and C. The 3 phases in
the approach are Phase 1: Intermediate prediction using learning-based algo-
rithms to generate the first intermediate trend prediction, Phase 2: Sentiment
analysis where daily sentiment values of New York Times News are calculated,
and Phase 3: Final prediction where the final trend is predicted by consid-
ering sentiment analysis as an external factor to the first intermediate trend
prediction.

The performance of the model is evaluated using Accuracy and F1-score
and the results show that the proposed approach managed to achieve the
highest accuracy of 73.41% and the highest F1-score of 84.19% for DJIA. In
addition, the effect of utilizing sentiment analysis and technical indicators was
discussed in detail. Also, utilizing technical indicators together with sentiment
analysis can be seen to further enhance the prediction performance.

It is observed that no learning-based method is capable of consistently
achieving the best performance. This has been demonstrated across eight
different learning-based models in this research. This suggests that the appli-
cability of each learning-based method differs from stock to stock. In addition,
this research demonstrates the merit of incorporating both technical indica-
tors and sentiment information for stock trending analysis. Further parameter
optimization and consideration of other influence factors are our ongoing work.
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