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Abstract
The aspect sentiment triplet extraction (ASTE) task aims to extract the target term and the opinion term, and simultaneously 
identify the sentiment polarity of target-opinion pairs from the given sentences. While syntactic constituency information 
and commonsense knowledge are both important and valuable for the ASTE task, only a few studies have explored how 
to integrate them via flexible graph convolutional networks (GCNs) for this task. To address this gap, this paper proposes 
a novel end-to-end model, namely GCN-EGTS, which is an enhanced Grid Tagging Scheme (GTS) for ASTE leveraging 
syntactic constituency parsing tree and a commonsense knowledge graph based on GCNs. Specifically, two types of GCNs 
are developed to model the information involved, namely span GCN for syntactic constituency parsing tree and relational 
GCN (R-GCN) for commonsense knowledge graph. In addition, a new loss function is designed by incorporating several 
constraints for GTS to enhance the original tagging scheme. The extensive experiments on several public datasets demon-
strate that GCN-EGTS outperforms the state-of-the-art approaches significantly for the ASTE task based on the evaluation 
metrics. The outcomes of this research indicate that effectively incorporating syntactic constituency parsing information and 
commonsense knowledge is a promising direction for the ASTE task.

Keywords  Aspect sentiment triplet extraction · Syntactic constituency parsing tree · Commonsense knowledge graph · 
Graph convolutional network

Introduction

Aspect-based sentiment analysis (ABSA) is an aggregation 
of several fine-grained sentiment analysis tasks [1]. The 
aspect sentiment triplet extraction (ASTE) task [2] is the 
most recently proposed subtask of ABSA, aiming to extract 
the target term and decide its associated sentiment polarity, 

and simultaneously extract the option term to explain the 
reason for the sentiment polarity. As a result, the corre-
sponding sentiment triplets (target term, option term, senti-
ment) can be obtained for the given sentences. Sentiment 
triplets make the results of sentiment analysis more complete 
and more interpretable: the target term provides informa-
tion on the evaluation target, the sentient gives the senti-
ment polarity of the target, and the opinion term explains 
the reason why the sentiment is given. For instance, for the 
sentence “The coffee is great but hot dogs are so so”, it aims 
to extract two triplets (coffee, great, positive) and (hot dogs, 
so so, negative).

Due to the necessity of extracting these three elements 
simultaneously, the ASTE task is promising, but challeng-
ing. The initial method designed for the ASTE task was a 
two-stage pipeline model. In the first stage, target terms and 
opinion terms are extracted, and then in the second stage, 
the extracted target and opinion terms are paired to identify 
the sentiment [2]. However, such pipeline approaches usu-
ally suffer from the error propagation problem and cannot 
capture the relationship of the three elements accurately. 
Recently, end-to-end models become mainstream for the 
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ASTE task [3–6], which can jointly extract the sentient tri-
plets. Among these models, an innovative tagging scheme, 
Grid Tagging Scheme (GTS), was proposed by [4], which 
has the capability of extracting all sentiment triplets simulta-
neously via one unified grid tagging task. The compatibility 
and effectiveness of GTS have been demonstrated [7].

However, there is a gap between a GTS model’s perfor-
mance on triplets of single and multiple words [6]. The term 
“multi-word triplet” refers to having at least one target word 
or opinion term that is made up of more than one word, as 
opposed to the term “single-word triplet” [6]. Therefore, 
improving the performance on such difficult multi-word 
triples is a promising direction. Recently, there have been 
successful studies for enhancing the performance of ABSA 
using syntax information [8–10]. Instead of constituent trees, 
they employed syntactic dependency representations [7]. 
The dependency edges represent the inter-relations between 
arguments and predicates, while the constituency structure 
locates more about phrase boundaries of argument spans, 
and then directs the paths to the predicate globally. There-
fore, the constituency structures which locate more about 
phrase boundaries of argument spans have the potential to 
contribute to multi-word triples.

Some researchers tried to introduce external sentiment 
knowledge to provide additional information for sentiment 
analysis tasks, for improving the performance and enhancing 
the generalization ability of the models [11–14]. Specifi-
cally, external sentiment knowledge mainly includes explicit 
sentiment lexicons [15], syntactic information [7, 16, 17], 
structured knowledge base [12, 18] and commonsense 
knowledge graph [11, 16]. It has been proved that the utili-
zation of external knowledge can improve the performance 
of sentiment analysis systems. Moreover, meta-based self-
training for ABSA [19], detecting neutrality in sentiment 
analysis [20] and sentiment sensing with ambivalence han-
dling [21] are also challenging topics, which represent good 
examples of utilization of external knowledge as reflected 
in the good results obtained. Especially for commonsense 
knowledge graph, it can provide additional information 
about sentiment domain knowledge which is not contained 
in the given sentences [22, 23].

However, only a few studies have explored how to simul-
taneously integrate such syntactic constituency information 
and commonsense knowledge graph via graph convolutional 
networks (GCNs) for ASTE. GCNs are extensively applied 
in several NLP tasks such as text classification [24], machine 
translation [25] and semantic role labelling [26], which have 
been demonstrated to be flexible and effective. Because 
both syntactic constituency parsing tree and commonsense 
knowledge are based on graph-structured data, GCNs can be 
used to encode both of them.

Therefore, this paper proposes an enhanced GTS model, 
namely GCN-EGTS, which utilizes GTS as our basic 

tagging scheme, and fuses syntactic constituency informa-
tion and commonsense knowledge via GCN. First, GCN-
EGTS adopts two frequently used deep learning models 
including CNN and LSTM, to encode the input sentences, 
and contextual semantic embeddings for each word in the 
given sentence can be obtained. Next, GCN-EGTS applies 
span GCN to model the syntactic constituency parsing 
tree constructed for each sentence. Then, GCN-EGTS uti-
lizes relational GCN (R-GCN) to model the extracted sub-
graph from ConceptNet. Finally, an inference strategy and 
an updated loss function are designed for extracting more 
accurate triplets. To verify the effectiveness of GCN-EGTS, 
the extensive experiments are also conducted on four public 
datasets designed for ASTE.

In summary, this paper contributes to the following areas:

•	 This research proposes an enhanced GTS model, named 
GCN-EGTS, which incorporates syntactic constituency 
information and commonsense knowledge through GCN 
for the ASTE task.

•	 The proposed model fuses the syntactic constituency 
parsing information about boundaries and utilizes infor-
mation about the word’s neighbourhood in the constitu-
ent structure as well as syntactic labels of constituents for 
enhancing word representations via span GCN.

•	 The proposed model leverages an external knowledge 
graph, ConceptNet, to learn domain-specific common-
sense knowledge features of concepts via R-GCN, and 
adds the commonsense knowledge to enhance the ASTE 
task.

•	 The results of extensive experiments demonstrate that 
GCN-EGTS outperforms the state-of-the-art approaches 
significantly.

Related Work

ASTE is one of the most recent sub-tasks of ABSA, first 
defined by [2], which aims to extract all targets and corre-
sponding opinion terms in the given sentences, and simul-
taneously identify associated sentiments and complete the 
matching of the three parts to form a triple (target, senti-
ment, opinion). Peng et al. [2] adopted a two-stage pipeline 
model. The first stage is to predict all target words and asso-
ciated sentiment polarities, as well as to predict all sentiment 
words that may describe the target word. The second stage 
is to pair the target words with sentiment and the sentiment 
words. One problem of these pipeline methods is that they 
cannot take full advantage of the relationship between the 
three elements in the ternary combination. The other prob-
lem is the error propagation issue.

To address these problems, several end-to-end models 
were developed [5, 6]. Xu et al. [5] designed an end-to-end 



Cognitive Computation	

1 3

model, namely JET, which first designed a new set of tags 
with a stronger expression ability and directly avoided the 
disadvantages of extracting incomplete features caused by 
using the original model in stages. The model mainly cal-
culated the label of each word according to the relationship 
between the three elements to obtain the best label order 
using the conditional random field (CRF). Span ASTE [6] 
explicitly considered the interaction between phrases in 
ASTE task, which overcame the issue of incomplete extrac-
tion and sentiment conflicts in the existing methods. Chen 
et al. [7] designed a graph-sequence dual representation and 
modelling paradigm for the ASTE task using graph neural 
networks (GNNs) and also demonstrated feasible. Trueman 
and Cambria [27] designed a convolutional stacked bidi-
rectional LSTM with a multiplicative attention mechanism. 
Mao and Li [28] proposed a novel gating mechanism for the 
bridging of multi-task learning towers. Their method has 
been evaluated based on ABSA and sequential metaphor 
identification tasks.

Different from the work above, Balazs and Velásquez 
found that through the integration of information from 
various sources, fusion of knowledge and information 
could markedly strengthen sentiment analysis models by 
increasing the availability of data [29]. Such methods have 
been widely explored in various research fields, which can 
enhance semantic representation to improve the performance 
and generalization ability of sentiment analysis systems 
[29, 30]. Specifically, external sentiment knowledge mainly 
includes explicit sentiment lexicons [15], syntactic informa-
tion [7, 16, 17], knowledge base [12, 18] and the missing 
information contained in the commonsense knowledge graph 
[11, 16, 22], which can provide useful sentiment clues.

For example, Sun et al. [17] proposed a convolution over 
a dependency tree (CDT) model for the ABSA task. The 
model introduced the dependency tree information parsed by 
Stanford parser to help identify the evaluation words related 
to the evaluation target, and combined the syntactic infor-
mation features learned by GCN on the dependency tree. 
SenticLSTM [22] fused external knowledge from SenticNet 
to enhance the performance of targeted ABSA. Similarly, a 
domain adaptative model was designed by leveraging com-
monsense-related information for ABSA [11]. Dragoni et al. 
proposed OntoSenticNet 2 [23], a conceptual model for the 
structuring of emotion analysis from multimodal resources.

In addition, Zhou et al. proposed a new syntax- and 
knowledge-based GCN (SK-GCN) model for ABSA, utiliz-
ing the syntactic dependency tree and commonsense knowl-
edge [16]. Zhao and Yu [12] proposed a knowledge-enabled 
BERT for ABSA. Specifically, they injected sentiment 
domain knowledge into the language representation model 
to take advantage of the additional information from the 
sentiment graph. Lu et al. [31] designed a syntactic knowl-
edge adapter and commonsense knowledge adapter-based 

network to handle position information, syntactic structure 
and external knowledge.

Among earlier approaches that incorporated syntax into 
neural networks, some research [32, 33] utilized recursive 
neural networks to model constituency trees. However, there 
are few studies which utilize syntactic constituency infor-
mation for the ASTE task. Inspired by the work for ASTE 
as well as ABSA above, this paper proposes a new method 
named GCN-EGTS, which incorporates syntactic constitu-
ency information and commonsense knowledge through 
GCN for the ASTE task.

Proposed Method

In this section, we propose an end-to-end model, namely 
GCN-EGTS, which is designed to accomplish the ASTE 
task. This section includes two sub-sections. Firstly, in 
the “Task Definition and Preliminaries” sub-section, we 
describe the ASTE task definition and preliminaries, 
which include GTS, the triplets decoding strategy and the 
GCN model. Next, in the “GCN enhanced-GTS (GCN-
EGTS)” sub-section, we present our proposed GCN-EGTS 
model in detail, which utilizes constituency parsing tree and 
commonsense knowledge, followed by the inference strategy 
and an enhanced loss function. The overall architecture of 
GCN-EGTS is presented in Fig. 1, in which constituency 
parsing tree encoding is on the right part and commonsense 
knowledge encoding is on the left part. Before describing 
the details of the proposed model, we introduce the task 
definition and preliminaries first.

Task Definition and Preliminaries

ASTE Task Definition  Here we define the ASTE task. Given 
a sentence s =

{

w1,w2,⋯ ,wn

}

 consisting of n words, the 
objective of ASTE is to extract a set of opinion pairs {a, o} 
from s, and identify the sentiment polarity c of the opinion 
pair at the same time. As a result, several aspect sentiment 
triplets {a, o, c} can be obtained for the given sentence.

GTS  We adopt an effective tagging scheme, GTS [4], 
as our basic scheme to complete the task. The overall 
structure of GTS can be seen in Fig. 2. In total, six tags 
{A,O,Pos,Neu,Neg,N} are used for the relation of each 
word-pair 

(

wi,wj

)

 . A tagging example is given in Fig. 3. 
Specifically, A represents two words belonging to the same 
aspect term, while O represents two words belonging to 
the same opinion term. The three tags, Pos, Neu and Neg, 
denote the positive, neutral and negative sentiment polari-
ties between a target-opinion pair, respectively. N repre-
sents no relation between the word-pair. Note that using 
GTS, all pairs of words are tagged in accordance with their 
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relations by accomplishing end-to-end fine-grained senti-
ment extraction.

Triplets Decoding  We adopt the decoding algorithm 
designed by [4]. First, the predictive tags of all word pairs 
(

wi,wj

)

 on the main diagonal are used to identify both 
aspects and opinions. It is taken as a complete aspect when 
the span contains continuous A, while it is considered a com-
plete opinion when the span contains continuous O. Then, 
the predicted tags of all word pairs 

(

wi,wj

)

 are counted when 

wi ∈ a and wj ∈ o . The sentiment label s ∈ S with the maxi-
mum probability is considered as sentiment polarity for a 
triplet (a, o, s) . If they are all predicted to be label N, it can 
be considered that a and o cannot form a triplet.

Graph Convolutional Network (GCN)  GCN was first devel-
oped by [34], which can be used to compute the node repre-
sentation conditioned on the neighbouring nodes. The input 
to GCN is an undirected graph G = (V ,E) , where V denotes 
the set of nodes and E denotes the set of edges. The node 
representation is calculated by the following equation:

where N(v) represents neighbours of v; ReLU is the activa-
tion function. As mentioned in [35], a variant of GCN is 
adopted. The node representation is calculated by the update 
function:

(1)hv = ReLU

(

∑

u∈N(v)

Whu + b

)

,

(2)

hv = ReLU

(

LayerNorm

(

∑

u∈N(v)

gv,u(WTf (u,v)
hu + bTf (u,v))

))

,

Fig. 1   The overall architecture 
of GCN-EGTS. Constituency 
parsing tree encoding is on the 
right part and commonsense 
knowledge encoding is on the 
left part. The new representa-
tion of each token with constitu-
ency parsing tree information 
and commonsense knowledge 
would be sent to enhanced GTS

Fig. 2   The overall structure of GTS
Fig. 3   A tagging case for ASTE. The aspect terms are highlighted in 
blue and opinion terms are in green
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where Tc(u, v) and Tf (u, v) are fine-grained and coarse-
grained versions of edge labels, and g(v, u) is the sca-
lar gate to weight the contribution of each node in the 
neighbourhood.

GCN Enhanced‑GTS (GCN‑EGTS)

This sub-section presents the details of our proposed GCN-
EGTS. First, GCN-EGTS adopts two frequently used deep 
learning models including convolutional neural networks 
(CNN) and long short-term memory (LSTM) to encode the 
input sentences, so that contextual semantic embeddings for 
each word in the given sentence can be obtained. In order to 
capture more abundant features, GCN-EGTS next applies 
span GCN to model the syntactic constituency parsing tree 
constructed for each sentence. Then, GCN-EGTS utilizes 
R-GCN to model the extracted sub-graph from ConceptNet. 
Finally, an inference strategy and an updated loss function 
are designed for extracting more accurate triplets.

Input Sentence Encoding

Given a sentence s =
{

w1,w2,⋯ ,wn

}

 , CNN and LSTM [36] 
can be used as the encoder of GCN-EGTS to obtain the 
representation hi of each word and then generate the repre-
sentation rij of the word-pair (wi,wj) .  

CNN:	� Following the design of DE-CNN [33], an effec-
tive aspect term extraction model, we employ a 
stack of 4 CNN layers to encode the sentences and 
get the feature representation hi for each word wi.

LSTM:	� We adopt BiLSTM, which employs a standard for-
ward LSTM and a backward LSTM, to encode the 
sentences, and then concatenate the hidden states 
in two LSTMs as the representation hi for each 
word wi.

BERT:	� We adopt BERT [37], which employs a multi-layer 
bidirectional transformer [38], to generate the con-
textual represenation hi for each word wi.

Syntactic Constituency Parsing Encoding

Adding syntactic constituency parsing information to the 
word representation can supplement the boundary infor-
mation of multi-word spans. Marcheggiani and Titov [35] 
have demonstrated that using span GCN to fuse constituent 
trees information into word representations is an effective 
way. Following [35], we utilize span GCN to inject constitu-
ency syntax into word representations. Span GCN consists 

of three parts in total: constituent composition, constitu-
ent GCN and constituent decomposition. The details are as 
follows:

1.	 Constituent composition
	   After obtaining the word representation from input 

sentence encoder, syntactic constituency information 
would be added to each word. Firstly, we conduct the 
syntactic constituency parsing for each sentence to get 
the constituency tree as shown in the right part of Fig. 1. 
For the sentence “Great food and reasonable prices”, 
we can obtain the constituency tree “(([Great]JJ [food]
NN)NP [and]CC ([reasonable]JJ [prices]NNS)NP)NP” 
after syntactic constituency parsing. A constituency tree 
is made up of words and constituents in the sentence. 
We need to encode each constituent (not including leaf 
nodes) and add the constituent representation to the 
words related to the constituent. For each constituent, 
there are a start token and an end token of its span (blue 
and yellow arrows in Fig. 1, respectively). For the exam-
ple, for the constituent NP1 , “great” is the start token and 
“food” is the end token.

2.	 Constituent GCN
	   This layer is for constituent nodes to exchange 

information which ensures the children nodes can get 
information from their parent node and vice versa. The 
constituents in the constituency tree correspond to the 
nodes in the graph. As shown in Fig. 1, orange and black 
arrows denote parent-to-children and children-to-parent 
information, respectively.

3.	 Constituent decomposition
	   This layer is the inverse of the constituent composi-

tion. In this layer, the constituents transmit information 
to the tokens at the start and at the end of their spans.

	   Through syntactic constituency parsing encoding, we 
can obtain a new representation of each word, ĥi , which 
has fused the syntactic constituency information.

Commonsense Knowledge Encoding

The process of commonsense knowledge encoding includes 
three parts: Commonsense Graph Construction, Knowl-
edge Graph Pre-training and Commonsense Graph Feature 
Extraction as shown in Fig. 4. The details are presented as 
follows:

1.	 Commonsense Graph Construction
	   For the construction of commonsense graph, we uti-

lize ConceptNet [39] as our source knowledge graph. 
ConceptNet is a directed labelled graph and we use 
G = (V ,E,R) to represent it. Each triplet in Concept-
Net is represented as 

(

vi, rij, vj
)

∈ E , for example (cof-
fee, AtLocation, restaurant). ConceptNet has about 
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34 million triplets and we only extract a subset of the 
whole graph in our experiment. Firstly, we extract the 
set of all the unique nouns, adjectives and adverbs in the 
review sentences as the seeds. Then, a sub-graph can be 
obtained from ConceptNet through the seeds. Particu-
larly, if the distance between the triplet and these seeds 
is within 1, the triplet would be extracted. As a result, 
we obtain a sub-graph Ḡ = (V̄ , Ē, R̄) . Concepts from all 
domains would be included in this sub-graph Ḡ , as well 
as links between them.

2.	 Knowledge Graph Pre-training
	   In order to compute the representations of all nodes, a 

graph autoencoder model is trained to conduct link pre-
diction. Following [40], our graph autoencoder model 
includes an entity encoder and a scoring decoder.

	   For the encoder module, an effective variant of GCN, 
R-GCN [40] is adopted. Through multiple steps of infer-
ence, it has the ability that accumulates relational infor-
mation from the neighbourhood of a given concept. For 
the specific structure of the encoder, two stacked R-GCN 
encoders are adopted. The two-step process is designed 
to generate the domain-aggregated feature vector hi ∈ Rd.

	   For the decoder module, we utilize DistMult factori-
zation [41] as the scoring function, which has been dem-
onstrated to be effective for training knowledge graph. 
For a triplet 

(

ci, r, cj
)

 , the score can be computed through 
the following equation:

where l is the logistic function; hci , hcj ∈ Rd are the 
R-GCN encoded feature vectors for concept ci,cj respec-
tively. Each relation r ∈ R is also associated with a 
diagonal matrix Rr ∈ Rd×d.

	   For the training process, the graph autoencoder model 
is trained through the way of negative sampling [40]. 
The task becomes a binary classification task to predict 
the triplets are positive or negative using the standard 

(3)s
(

ci, r, cj
)

= l
(

hT
ci
,Rr, hcj

)

cross-entropy loss function. After training, the encoded 
node representations will contain the graph information.

3.	 Commonsense Graph Feature Extraction
	   To obtain the sentence-specific commonsense graph 

features, we take the following steps. Firstly, we extract 
a set W of all seed words presented in the sentence. Next, 
we extract a subgraph ḠW from Ḡ . Then, we get feature 
vectors kj for all unique nodes j in ḠW and average all 
unique nodes. Finally, we can obtain the feature vector g 
for each sentence and concatenate the feature vector and 
the representation of each word which is nouns, adjec-
tives or adverbs.

	   Consequently, if the word in the given sentence is 
a noun, adjective or adverb, the new representation 
fusing commonsense knowledge is h̄i =

[

ĥi; g
]

 ; if not, 
h̄i =

[

ĥi; �
]

 , where � is a zero vector and ;  denotes the 
vector concatenation.

Attention Layer

Following GTS, using an attention layer to improve the inter-
action between wi and wj will have the effect of learning a 
robust representation for word-pair (wi,wj) . The calculation 
steps are as follows:

where Wa1 and Wa2 are weight matrices, and ba is the bias. 
Finally, we concatenate the enhanced representations of wi 
and wj to represent the word-pair (wi,wj) , i.e. rij =

[

h̃l; h̃J
]

.

(4)oij = vT
(

Wa1h̄i +Wa2h̄j + ba
)

,

(5)�ij =
exp

�

oij
�

∑n

k=1
exp

�

oik
� ,

(6)�h𝚤 = h̄i +

n
∑

j=1

𝛼ijh̄j,

Fig. 4   The process of common-
sense knowledge encoding
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Inference on GTS

Following the strategy of GTS, we use the following equa-
tions to inference the relation of word-pairs. However, dif-
ferent from the original inference strategy in GTS, we only 
adopt one turn inference strategy due to the effectiveness of 
one turn inference strategy and it can save computing costs 
[4]. The equations are as follows:

where Ws and bs are trainable parameters, and pt
ij
 denotes the 

prediction after the t-th turn. The t is a hyperparameter 
denoting the inference times.

Constraints in the Loss Function

Moreover, on the basis of the original loss function in GTS, 
we also define two intuitive constraints including diagonal 
constraint and implication constraint.

1.	 Diagonal constraint: It means that the label in the diago-
nal belongs to {A,O,N}.

where Cs denotes the set of sentiment tags, including 
tags Pos, Neu and Neg; Ca∕o denotes the set of Aspect 
or Opinion term Tag; and H(u) = max(u, 0) is the hinge 
loss.

2.	 Implication constraint: A key intuition is that if a senti-
ment exists, then its aspect term and opinion term must 
also exist. In other words, it is impossible for a sentiment 
to exist without two corresponding terms. It implies that 
the probability of sentiment is not greater than the prob-
ability of each argument term. Since we model term and 
sentiment labels in a unified probability space, we use it 
in the model as the implication constraint.

(7)p0
ij
= softmax

(

Wsrij + bs
)

,

(8)p0
i
= maxpooling

(

p0
i,∶

)

,

(9)p0
j
= maxpooling

(

p0
j,∶

)

,

(10)q0
ij
=

[

z0
ij
; p0

i
; p0

j
; p0

ij

]

,

(11)z1
ij
= Wqq

t−1
ij

+ bq,

(12)p1
ij
= softmax

(

Wsz
1
ij
+ bs

)

,

(13)Ldia =

n
∑

i=1

(

H(max
l∈Cs

{

pi,i,l
}

)

)

,

	   For each word in the diagonal, its maximum possibil-
ity over the term type space Ca∕o must not be lower than 
the maximum possibility for other words in the same 
row or column over the sentiment type space Cs.

where H(u) = max(u, 0) is the hinge loss.
3.	 Cross entropy loss: The original GTS calculates the 

cross-entropy loss between the true distribution and the 
predicted distribution p1

ij
 of the whole word-pairs. We 

also adopt this function.

where I() is the indicator function and C denotes the 
label set, i.e. {A,O,Pos,Neu,Neg,N}.

	   As a result, the final training loss L of GCN-EGTS 
consists of three parts, including Lcross , Ldia and Limp . We 
add them through the following equation:

Experiments and Results

Dataset

We adopt the same datasets as that in [4], which is avail-
able through the link given in [4]. The four datasets are all 
from SemEval Challenges [1, 42, 43]. The datasets are all 
split into three parts: training set, validation set and test set. 
As shown in Table 1, there may be multiple target terms or 
opinion terms in one sentence. Note that one target term can 
match more than one opinion term, and the reverse holds 
true too.

Experimental Settings

We initialize the word vectors by utilizing word embeddings 
from Glove and fastText. Specifically, 300-dimension GloVe 
embeddings and 100-dimension vectors trained by fastText 
are adopted as domain-general and domain-specific embed-
dings, respectively. To encode the input sentences, we set 
the CNN kernel size to 5 and set the dimension of LSTM 
cell to 50. The dropout layer with probability 0.5 is also 
applied. For BERT encoder, uncased BERT Base version is 
used. For training, the initial learning rate is 0.001 and the 
batch size is set to 32. The Adam optimizer [44] is adopted 
for optimizing networks.

(14)

Limp =

n
∑

i=1

(

H(max
l∈Cs

{

pi,∶,l, p∶,i,l
}

− max
l∈Ca∕o

{

pi,i,l
}

)

)

,

(15)Lcross = −

n
∑

i=1

n
∑

j=1

∑

k∈C

I
(

yij = k
)

log
(

p1
i,j∣k

)

,

(16)L = Lcross + Ldia + Limp.
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For span GCN training, the Adam optimizer is adopted. 
The learning rate is set to 0.001 and the batch size is set to 
64. For commonsense graph pre-training, the fraction of graph 
edges used in training is set to 0.5. The Adam optimizer is also 
adopted for training R-GCN and the learning rate is set to 0.01.

To evaluate the performance of different models, three 
classic evaluation metrics including precision, recall and 
F1-score are used. The best model weights are selected 
according to the F1 scores on the development set and the 
average results are reported on the test set of 5 runs.

Table 1   Statistics of the four datasets

#S, #A, #O, #T, #SW and #MW represent the number of sentences, target terms, opinion terms, triplets, single-word triplets and multi-word tri-
plets respectively

Res14 Lap14

Type Train Dev Test Train Dev Test

#S 1259 315 493 899 225 332
#A 2064 487 851 1257 332 467
#O 2098 506 866 1270 313 478
#T 2356 580 1008 1452 383 547
#SW 1586 388 657 824 190 291
#MW 752 189 337 636 156 252

Res15 Res16

Type Train Dev Test Train Dev Test

#S 603 151 325 863 216 328
#A 871 205 436 1213 298 456
#O 966 226 469 1329 331 485
#T 1038 239 493 1421 348 525
#SW 678 165 297 918 216 344
#MW 335 84 188 476 123 170

Table 2   Results on the ASTE task

We rerun GTS model [4] with BiLSTM encoder and report the results. The results of other three baseline models are directly obtained from the 
references [5, 7, 46]

Res14 Lap14

Model P. R. F1 P. R. F1

IMN+IOG[46] 59.57 63.88 61.65 49.21 46.23 47.68
JET [5] 61.50 55.13 58.14 53.03 33.89 41.35
GTS(BiLSTM) [4] 66.13 59.91 63.73 55.35 42.99 48.31
S
3
E
2 [7] 69.08 64.55 66.74 59.43 46.23 52.01

GCN-EGTS(BiLSTM) 70.86 60.56 65.30 55.62 43.38 48.67
GCN-EGTS(CNN) 68.74 62.07 65.72 55.94 45.25 49.89
GCN-EGTS(BERT) 70.14 68.07 69.20 54.54 52.27 53.64

Res15 Res16

Model P. R. F1 P. R. F1

IMN+IOG[46] 55.24 52.33 53.75 59.25 58.09 58.67
JET [5] 64.37 44.33 52.50 70.94 57.00 63.21
GTS(BiLSTM) [4] 60.10 47.89 53.65 64.28 60.56 62.79
S
3
E
2 [7] 61.06 56.44 58.66 71.08 63.16 66.87

GCN-EGTS(BiLSTM) 60.64 49.61 54.55 67.31 62.39 64.76
GCN-EGTS(CNN) 61.54 51.29 55.97 63.73 63.86 63.77
GCN-EGTS(BERT) 59.23 58.15 58.84 66.89 65.86 66.28
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Results of Sentiment Triplet Extraction

The experiment results of ASTE are presented in Table 2. 
We compare GCN-EGTS with several state-of-the-art mod-
els in terms of precision (P.), recall (R.) and F1 score on 
the four datasets. When choosing the compared models, for 
pipeline models, we employ IMN [45] to extract the aspect-
sentiment pair, and then use IOG [46] to make a combina-
tion. For end-to-end models, JET [5] is employed. In JET, 
three elements in a triplet are tagged using a position-aware 
tagging scheme for the ASTE task. In addition, we rerun the 
basic model GTS [4] with BiLSTM encoder. A more recent 
model named S3E2 [7] is also employed as a baseline model.

The experimental results show that GCN-EGTS consist-
ently outperforms the first three baseline models with both 
BiLSTM and CNN sentence encoders. Especially compared to 
GTS(BiLSTM), GCN-EGTS(BiLSTM) can both obtain about 
2% improvements on Res14 and Res16, which demonstrates 
the advantages when utilizing syntactic constituency parsing 
and commonsense knowledge. Compared to S3E2 , GCN-
EGTS(BERT) achieves an apparent absolute increase of F1 
scores by 2.46% and 1.63% on Res14 and Lap15, respectively.

Comparison of Single‑Word and Multi‑Word Spans

For the two settings of single-word and multi-word spans, 
we compare the performance of our proposed GCN-EGTS 
with the original GTS model [4]. The results are shown in 
Table 3. For the single-word triplets, both the precision 
and recall score of our model consistently improve on the 
four datasets, resulting in an improved F1 score. It can be 
found that GCN-EGTS improves more significantly when 

comparing the performances on multi-word triplets for all 
the evaluation metrics. Because GCN-EGTS explicitly con-
sider the syntactic constituency information to enhance the 
original GTS, the interactions of word-pair can be learnt 
more fully. In addition, for both the two models, multi-word 
triplets are more challenging and the F1 scores decline for 
over 10 points on all the datasets.

Ablation Study

To study the influences of syntactic constituency information 
and commonsense knowledge on our GCN-EGTS model, an 
ablation study is conducted and the experiment results of F1 
scores are presented in Table 4.

After removing the syntactic constituency information 
encoding, the F1 score of GCN-EGTS declines over 1% 
both for the BiLSTM and CNN encoder, which indicates 
that the syntactic constituency information can contribute 

Table 3   Analysis with different evaluation modes

Res14 Lap14

Type Model P. R. F1 P. R. F1

Single GTS 73.33 61.11 66.67 62.50 54.42 58.18
GCN-EGTS 75.67 62.29 68.28 64.06 56.95 60.24
Δ +2.34 +1.18 +1.61 +1.56 +2.53 +2.06

Multi GTS 58.87 45.06 51.05 35.12 28.69 34.58
GCN-EGTS 62.65 49.95 55.37 38.86 34.92 39.36
Δ +3.78 +4.89 +4.32 +3.74 +5.23 +4.78

Res15 Res16

Type Model P. R. F1 P. R. F1

Single GTS 70.93 51.60 59.74 77.93 57.62 66.25
GCN-EGTS 72.61 54.49 61.73 78.86 59.47 67.78
Δ +1.68 +2.98 +1.99 +0.93 +1.85 +1.53

Multi GTS 48.25 31.07 37.80 70.78 53.29 60.80
GCN-EGTS 48.89 37.29 42.31 72.99 56.12 63.25
Δ +0.64 +6.22 +4.51 +2.21 +2.83 +2.45

Table 4   Results of ablation study for the ASTE task

Encoder Model Res14 Lap14 Res15 Res16

BiLSTM GCN-EGTS 65.30 48.67 54.55 64.76
w/o -constituency 64.03 46.98 53.21 63.20
w/o -commonsense 64.23 47.16 53.53 63.64

CNN GCN-EGTS 65.72 49.89 55.97 63.77
w/o -constituency 64.29 48.11 54.50 62.52
w/o -commonsense 64.60 48.26 54.73 62.90

BERT GCN-EGTS 69.20 53.64 58.84 66.28
w/o -constituency 68.60 52.96 57.74 65.01
w/o -commonsense 68.07 52.46 57.35 65.03
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to predict the relation between words. In terms of common-
sense knowledge encoding, it is found that GCN-EGTS 
with the full setting outperforms GCN-EGTS without 
commonsense knowledge encoding significantly on all 
the datasets. It makes sense because the commonsense 
knowledge graph can contribute to obtaining the missing 
commonsense knowledge information not contained in the 
text and it can also make more complete predictions. Note 
that when BERT encoder is adopted, the improvement by 
utilizing constituency is limited. It shows that the value of 
the contributions of constituency would be influenced by 
a pre-trained contextualized model.

Conclusion

In this paper, a novel end-to-end model, namely GCN-EGTS 
is developed, which is an enhanced GTS for the ASTE task. 
Besides a new loss function designed by incorporating several 
constraints, GCN-EGTS incorporates syntactic constituency 
parsing tree and commonsense knowledge graph via two types 
of GCNs: (1) Using span GCN, the proposed model leverages 
the syntactic constituency parsing information about bounda-
ries and utilizes information about the word’s neighbourhood 
in the constituent structure as well as syntactic labels of con-
stituents for enhancing word representations, and (2) using 
R-GCN, the proposed model leverages an external knowledge 
graph, ConceptNet, to learn domain-specific commonsense 
knowledge features of knowledge base concepts, and utilizes 
the commonsense knowledge. The results of experiments 
demonstrate that GCN-EGTS developed in this research 
outperforms the state-of-the-art approaches significantly for 
the ASTE task. The outcomes of this research indicate that 
effectively utilizing syntactic constituency parsing informa-
tion and commonsense knowledge is a promising direction 
for the ASTE task.
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