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ABSTRACT

It is not a trivial problem to collect API-relevant examples, usages,

and mentions on venues such as Stack Overflow. It requires efforts

to correctly recognize whether the discussion refers to the API

method that developers/tools are searching for. The content of

the Stack Overflow thread, which consists of both text paragraphs

describing the involvement of the API method in the discussion

and the code snippets containing the API invocation, may refer to

the given API method. Leveraging this observation, we develop

ARSeek, a context-specific algorithm to capture the semantic and

syntactic information of the paragraphs and code snippets in a

discussion. ARSeek combines a syntactic word-based score with a

score from a predictive model fine-tuned from CodeBERT. In terms

of 𝐹1-𝑠𝑐𝑜𝑟𝑒 , ARSeek achieves an average score of 0.8709 and beats
the state-of-the-art approach by 14%.
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1 INTRODUCTION

Developers typically use existing libraries or frameworks to imple-

ment common functionalities. Understanding which APIs to use,

the methods they offer, their distinctive names, and how to use them

is vital in this regard. There may be hundreds or even thousands of

APIs in a large-scale software library such as the .NET framework

and JDK. Microsoft conducted a survey in 2009 in which 67.6%

of respondents said that inadequate or absent resources hindered

learning APIs [40].

In order to gain a deeper understanding of APIs and their usage

information, developers need to inspect many web pages man-

ually and they use automated code search tools [25, 35, 49, 53].

Stack Overflow is a commonplace for the developers to discover
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Figure 1: An example in thread 44902324 shows that API

when() and thenReturn() are ambiguous as both Powermockito

andMockito libraries have APIs with these simple names1

APIs, their simple method names, and their usages through crowd-

sourced questions and answers. As many API names share simple

names but provide different functionality, it is difficult to find code

snippets and APIs that correspond to the specific problems posted

by the developers on these platforms. Moreover, API mentions

in the informal text content of Stack Overflow are often ambigu-

ous, which makes it difficult to track down APIs and learn their

uses. Therefore, we require API disambiguation to support several

downstream tasks such as API recommendation [19, 39] and API

mining [19, 39]. To properly index and link APIs to their related

information in various sources (e.g., Stack Overflow, Javadoc, etc.),

it is important to link ambiguous API mentions to their actual APIs

correctly.

Figure 1 shows an issue created by the ambiguity of the simple

API names. The context is that an automatic tool is collecting the

Stack Overflow threads mentioning the API when(), which belongs

to the library Mockito. While collecting the Stack Overflow threads

by searching ones containing the simple API name, the tool cannot

find the fully qualified name of those APIs as the code snippet is

not complete. Powermockito is a library that depends on Mockito,

so the error log given in the thread is raised by the invocation

from Powermockito’s API. However, for automatic tools or novice

developers, they can be confused by the ambiguity and consider

that this thread is about APIs from the Mockito library. This may

lead to the result that the tool collects incorrect information and it

would take more time to clean the collected data. In case a developer

1https://stackoverflow.com/questions/44902324
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mistakenly applies the usage of another API, he might get confused

because of the incorrect usage and unnecessarily waste his time or

even introduce a bug. Therefore, there is a need for an approach

that can link the resources/threads containing the ambiguous API

mentions to the correct API.

Luong et al. recently proposed DATYS [27], which uses type-

scoping to disambiguate API mentions in informal text content

on Stack Overflow. In type scoping, they considered API methods

whose types appear in more parts (i.e., scopes) of a Stack Over-

flow thread as more likely to refer to the searched API method.

However, the statistical word alignment model it uses is based on

the appearance of words in a sentence rather than considering

in which context the sequence of words are being used and what

connotations do these words relay to the readers.

To incorporate a deeper understanding of the underlying seman-

tics in a natural language text content of Stack Overflow, we intro-

duce ARSeek, a context-specific algorithm to capture the semantic

and syntactic information of the paragraphs and code snippets in

a crowd-sourced discussion. We call this API resource retrieval

task because ARSeek focuses on finding Stack Overflow threads

mentioning a given API method. Our work also modified DATYS

to perform a better search over the code snippets in the Stack Over-

flow discussion threads. The modified DATYS, denoted as DATYS+

provides an additional metric to better capture the occurrence of

an API method type (i.e., class or interface) in the Stack Overflow

thread. By greedily matching the type name with the tokens in the

code snippet, DATYS+ performs the syntactic search in ARSeek. Yet,

both DATYS and DATYS+ are only searching based on the syntactic

information provided by the fully qualified name of a target API

method. It cannot capture the semantic meaning in paragraphs and

code snippets of threads on Stack Overflow and how similar they

are to the target API method. Thus, to capture the semantics, in ad-

dition to the weighted syntactic information provided by DATYS+,

ARSeek has a semantic search component that leverages a deep

attention-based Transformer model, CodeBERT [14]. This semantic

search component measures the similarity between the paragraphs

and code snippets of a Stack Overflow thread with the target API

method comment and implementation code. The more similar they

are, the more likely the thread is to be relevant to the target API

method that we search for. To efficiently leverage both semantic

and syntactic knowledge of the Stack Overflow thread and the API

method, ARSeek joins the semantic and the syntactic search ele-

ment to get the joint relevance score that determines whether a

thread relates to a given API method. The contributions of each

element in the joint relevance score are defined by a weighting

factor.

The significance of this work is thatmultiple types of information

(code snippets, informal textual content) related to API methods

are collected to identify relevant APIs for the queries. The collected

resources (e.g., thread) from Stack Overflow are a useful knowledge

base not only for studies regarding APIs such as API recommen-

dation but also software development in general. Considering that

the Maven Central Repository has over 3 million unique software

libraries [7], developers can use some help in selecting the right

ones for their tasks. To be able to give correct recommendations, the

information (e.g., usage, pros, cons, relevant libraries/APIs) related

to the libraries or APIs are required. Unfortunately, finding such

information for a specific API, which may be buried in the mass of

online discussions, is not trivial [55]. With ARSeek, since a large

set of related resources (e.g., Stack Overflow threads) from various

APIs is collected, developers can directly access the relevant API

resources without scouring through the irrelevant ones.

In this paper, we are going to answer the following research

questions:

RQ1 Can ARSeek perform better than the baseline (DATYS)?

RQ2 How well does each component of ARSeek perform?

RQ3 Howdoes theweighting factor affect the F1-score of ARSeek?

These research questions will help us understand the effective-

ness of our approach ARSeek and the internal mechanism through

which it yields better results than the current baseline. Our work

has offered the following main contributions:

(1) To our knowledge, we are the first to adopt a transformer-

based deep learning technique to incorporate semantic knowl-

edge understanding for API resource retrieval task.

(2) As compared to state-of-the-art techniques, our approach

performs better while searching for the contents related to

the queried API. On a dataset of 380 Stack Overflow threads,

ARSeek beats the state-of-the-art by 14%.

(3) We have also open-sourced our code and additional arti-

facts required for recreating the results and re-purposing

our approach for other tasks. The source code of ARSeek is

available at https://github.com/soarsmu/ARSeek.

The rest of the paper is structured as follows: Section 2 deals

with the preliminary knowledge about the components on top of

which we have built our method. Section 3 provides an overview

of our proposed approach, while Section 4 elaborates the various

components of our proposed approach. We describe our experiment

details and results in Section 5. The related works and the threats to

validity are presented in Sections 7 and 6.3. Finally, we concluded

our work and present future work in Section 8.

2 PRELIMINARIES

2.1 DATYS

On Stack Overflow, APIs are mentioned informally and these men-

tions are often ambiguous. When seeking the discussions regarding

a specific API, this ambiguity impedes the identification and collec-

tion of the correct piece of content mentioning the API. To resolve

the ambiguity of the API mentions, API mentions disambiguation

links the API mentions with the APIs they refer to. Given identified

mentions, DATYS [27] disambiguates Java API mentions via type

scoping.

After extracting API method candidates from input Java libraries,

DATYS scores API method candidates based on how often their

types (i.e., classes or interfaces) appear in different parts (i.e., scopes)

of the Stack Overflow thread with identified API mentions. Having

a type that appears in more scopes will increase the API candidate

score. Here, DATYS considers three scopes: Mention scope, which

covers the mention itself. Text scope, which covers the textual con-

tent of the thread, including the mentions. Code scope, which covers

the code lines inside code snippets in the thread. API candidates

are ranked according to their scores for each API mention in the

thread. DATYS takes the top API candidate with a non-zero score
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as the mentioned API. If the leading API candidate has a zero score,

DATYS considers the mention as an unknown API. Luong et al.

built a ground truth dataset containing 807 Java API mentions from

380 threads in Stack Overflow.

2.2 CodeBERT

CodeBERT [14] was developed using amultilayered attention-based

Transformer model, BERT [12]. As a result of its effectiveness in

learning contextual representation from massive unlabeled text

with self-supervised objectives, the BERT model has been adopted

widely to develop large pre-trained models. Thanks to the multi-

layer Transformer [52], CodeBERT developers adopted two differ-

ent approaches than BERT to learn semantic connections between

Natural Language (NL) - Programming Language (PL) more effec-

tively.

Firstly, The CodeBERT developers make use of both bimodal

instances of NL-PL pairs (i.e., code snippets and function-level com-

ments or documentations) and a large amount of available unimodal

codes. In addition, the developers have pre-trained CodeBERT us-

ing a hybrid objective function, which includes masked language

modeling [12] and replaced token detection [10]. The incorporation

of unimodal codes helps the replaced token detection task, which

in turn produces better natural language by detecting plausible

alternatives sampled from generators.

Developers trained CodeBERT from Github code repositories in

6 programming languages, where only one pre-trained model is

learned for all six programming languages with no explicit indica-

tors used to mark an instance to the one out of six input program-

ming languages. CodeBERT was evaluated on two downstream

tasks: natural language code search and code documentation gen-

eration. The study found that fine-tuning the parameters of Code-

BERT obtained state-of-the-art results on both tasks.

3 APPROACH OVERVIEW

3.1 Task Definition

Our goal is to find Stack Overflow threads that mention a given

API method2. Specifically, given an API method, we strive to find

Stack Overflow threads containing words matching the simple

name of the given API method. In Java, the simple name of an

API method is the name of the method without the class and the

package names. For example, m is the simple name of API method
com.example.Class.m. We want to classify whether the thread

having the simple name m is actually relevant to the API method
com.example.Class.m. In summary, the task is defined as: “For

each APImethod in a set of given APImethods, identify Stack Overflow

threads that refer to it.”

3.2 Architecture

The pipeline of ARSeek is presented in Figure 2. It is divided into 2

main steps:

(1) Collecting various API-related resources from a given API

method name; and (2) Recommending relevant threads using the

collected API-related resources.

2In this paper, we use the terms API, method, and API method interchangeably.

Query using the FQN of
the given API method
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API method

API comment & 
API Implementation

code
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Figure 2: The architecture of ARSeek

In step (1), ARSeek finds Potential Threads from Stack Overflow

using the simple name of the given API method as the query. Poten-

tial Threads are the threads that have at least one word matching

with the simple name of the given API. The API method comment

and implementation code are directly obtained from the source code

repository of the given API. Last but not least, the API Candidates

are obtained from a database of API methods as a knowledge base

as same as [27, 56]. The API Candidates are API methods that have

the same simple name as the given API method.

The objective of step (2) is to identify whether each Stack Over-

flow thread in the Potential Threads actually refers to the given API.

ARSeek has two components: API relevance classifier and DATYS+.

API relevance classifier is designed to draw the relevance between

a thread and an API method by capturing the semantic similarity

between (1) paragraphs and code snippets in the thread; and (2) API

method comment and implementation code. API relevance classifier

outputs a semantic relevance score representing the relevance it

measures. In contrast, DATYS+ outputs a syntactic relevance score

based on the existence of the terms from the fully qualified name

of the given API in different scopes of a Stack Overflow thread. For

example, API "A.B.c" has terms such as "A", "B", and "c". The last

term, "c", is the simple name of the API method. The second last

term, "B", is the type of the API method. Both DATYS and DATYS+

use type scoping [27] to give a score based on the existence of the

type of the API (i.e., "B" in the example) in different scopes of the

Stack Overflow thread (code scope, text scope, etc.). A new scope

of DATYS+ is modified to be suitable for the search task and we are

going to describe it in Section 4.1. It outputs a score that indicates

the syntactic relevance between the given API and the thread, we

call it DATYS+ score.
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After step (2), each thread will have a score indicating if the

thread refers to the given API method. This score is combined

from semantic relevance score and DATYS+ score and is called joint

relevance score. Threads predicted referring to the given API method

are then returned to the user. We describe ARSeek components (i.e.,

DATYS+ and API relevance classifier) in detail in Section 4.

4 ARSEEK

ARSeek consists of two main components: DATYS+ and API rele-

vance classifier . DATYS+ takes as inputs Potential Threads and API

Candidates and outputs scores indicating its confidence that the

given API is referred to in the threads (Section 4.1). Given Potential

Threads and API method comment and implementation code, AR-

Seek first converts them to API relevance embedding (Section 4.2).

The API relevance embedding is input to API relevance classifier ,

which outputs confidence scores indicating the likelihood that the

given threads refer to the API (Section 4.3). Finally, the scores from

DATYS+ and API relevance classifier are combined to a joint rele-

vance score, and threads with scores larger than a threshold are

returned as the relevant threads (Section 4.4).

4.1 DATYS+

DATYS+ is an extension of DATYS. DATYS used regular expressions

to capture the types of API method invocations available in code

snippets of the thread. However, these regular expressions are lim-

ited and thus DATYS may miss some mentions in code snippets. To

capture more types, DATYS+ modifies the type scoping algorithm

by adding a new score. This score helps capture the occurrence of

types that would be missed by DATYS scopes. To be specific, DATYS

has Code Scope and Text Scope to capture method types available in

the code snippets and textual content of the thread, respectively.

However, when a method type is available in a comment inside a

code snippet, DATYS cannot capture it as it neither belongs to Code

Scope nor Text Scope of DATYS. Thus, DATYS+ adds code comments

to the Code Scope and refers to the new scope as the Extended Code

Scope, highlighting the extension made by DATYS+ over DATYS.

Algorithm 1 indicates how modified type scoping works. Com-

pared to DATYS’s, DATYS+’s type scoping algorithm receives Code-

Comment as input. CodeComment represents the comments inside

code snippets of the Stack Overflow thread. In addition, inputs of

the original type scoping algorithm are also considered.APIMention,

PTypeList, APIMethodCandidate, and ThreadContent stand for the

simple name of the given API, the list of possible types extracted

from code snippets following the algorithm used by DATYS, the

API Candidates, and the thread’s textual content (i.e., title, text,

tags), respectively. The three scopes used by DATYS are also used

in DATYS+. In Mention Scope (Lines 3-8), DATYS+ increases an

API score if its type appears within the API mention. In Text Scope

(Lines 10-13), DATYS+ increases an API score if its type appears

within the textual content of the thread. In Code Scope (Lines 14-

18), DATYS+ increases an API score if its type matches with the

type of method invocations or imported types in the code snippet.

Additionally, in Extended Code Scope, DATYS+ also looks at the

content of the comments inside the code snippets and increases the

API score of the corresponding API candidate if there are tokens

Algorithm 1 Scoring an API Candidate with Type Scoping in

DATYS+

Input: 𝐴𝑝𝑖𝑀𝑒𝑛𝑡𝑖𝑜𝑛, 𝑃𝑇 𝑦𝑝𝑒𝑠𝐿𝑖𝑠𝑡,𝐴𝑃𝐼𝑀𝑒𝑡ℎ𝑜𝑑𝐶𝑎𝑛𝑑𝑖𝑑𝑎𝑡𝑒,
𝑇ℎ𝑟𝑒𝑎𝑑𝐶𝑜𝑛𝑡𝑒𝑛𝑡,𝐶𝑜𝑑𝑒𝐶𝑜𝑚𝑚𝑒𝑛𝑡

Output: 𝐶𝑎𝑛𝑑𝑆𝑐𝑜𝑟𝑒
1: 𝐶𝑎𝑛𝑑𝑆𝑐𝑜𝑟𝑒 = 0
2: 𝐶𝑎𝑛𝑑𝑇 𝑦𝑝𝑒 = 𝑔𝑒𝑡𝑇 𝑦𝑝𝑒 (𝐴𝑃𝐼𝑀𝑒𝑡ℎ𝑜𝑑𝐶𝑎𝑛𝑑𝑖𝑑𝑎𝑡𝑒)
3: if ℎ𝑎𝑠𝑃𝑟𝑒 𝑓 𝑖𝑥 (𝐴𝑝𝑖𝑀𝑒𝑛𝑡𝑖𝑜𝑛) then
4: 𝑃𝑟𝑒 𝑓 𝑖𝑥 = 𝑔𝑒𝑡𝑃𝑟𝑒 𝑓 𝑖𝑥 (𝐴𝑝𝑖𝑀𝑒𝑛𝑡𝑖𝑜𝑛)
5: if 𝑒𝑛𝑑𝑠𝑊 𝑖𝑡ℎ (𝑃𝑟𝑒 𝑓 𝑖𝑥,𝐶𝑎𝑛𝑑𝑇 𝑦𝑝𝑒) then
6: 𝐶𝑎𝑛𝑑𝑆𝑐𝑜𝑟𝑒 = 𝐶𝑎𝑛𝑑𝑆𝑐𝑜𝑟𝑒 + 1
7: end if
8: end if
9: 𝑇𝑒𝑥𝑡𝑢𝑎𝑙𝑇𝑜𝑘𝑒𝑛𝑠 = 𝑡𝑜𝑘𝑒𝑛𝑖𝑧𝑒 (𝑇ℎ𝑟𝑒𝑎𝑑𝐶𝑜𝑛𝑡𝑒𝑛𝑡 )
10: 𝐶𝑜𝑚𝑚𝑒𝑛𝑡𝑇𝑜𝑘𝑒𝑛𝑠 = 𝑡𝑜𝑘𝑒𝑛𝑖𝑧𝑒 (𝐶𝑜𝑑𝑒𝐶𝑜𝑚𝑚𝑒𝑛𝑡 )
11: if 𝐶𝑎𝑛𝑑𝑇 𝑦𝑝𝑒 𝑖𝑛 𝑇𝑒𝑥𝑡𝑢𝑎𝑙𝑇𝑜𝑘𝑒𝑛𝑠 then
12: 𝐶𝑎𝑛𝑑𝑆𝑐𝑜𝑟𝑒 = 𝐶𝑎𝑛𝑑𝑆𝑐𝑜𝑟𝑒 + 1
13: end if
14: for 𝑃𝑇 𝑦𝑝𝑒 in 𝑃𝑇 𝑦𝑝𝑒𝑠𝐿𝑖𝑠𝑡 do
15: if 𝑖𝑠𝑆𝑎𝑚𝑒𝑇 𝑦𝑝𝑒 (𝑃𝑇 𝑦𝑝𝑒,𝐶𝑎𝑛𝑑𝑇 𝑦𝑝𝑒) then
16: 𝐶𝑎𝑛𝑑𝑆𝑐𝑜𝑟𝑒 = 𝐶𝑎𝑛𝑑𝑆𝑐𝑜𝑟𝑒 + 1
17: end if
18: end for
19: if 𝐶𝑎𝑛𝑑𝑇 𝑦𝑝𝑒 𝑖𝑛 𝐶𝑜𝑚𝑚𝑒𝑛𝑡𝑇𝑜𝑘𝑒𝑛𝑠 then
20: 𝐶𝑎𝑛𝑑𝑆𝑐𝑜𝑟𝑒 = 𝐶𝑎𝑛𝑑𝑆𝑐𝑜𝑟𝑒 + 1
21: end if
22: return 𝐶𝑎𝑛𝑑𝑆𝑐𝑜𝑟𝑒

in the code snippets or comments that match with the API type

(Lines 19-21).

After executing type scoping, DATYS+ returns scores for the

API Candidates. The scores are then normalized to a range of [0,

1] following the minimum and the maximum score from the API

Candidates. DATYS+ then takes the normalized score of the given

API method and passes it to the next step.

4.2 API relevance embedding

We follow the process described in Figure 3 to build API relevance

embedding. Firstly, each thread in Potential Threads needs to be

converted into an embedding. We define a thread as a question post

and its answer posts. Comments of posts are excluded, as was also

done in the DATYS paper [27]. A thread may containm paragraphs

and n code snippets. A paragraph is a piece of textual content on a

Stack Overflow thread that is separated from other contents in the

thread via a newline character. A code snippet is a piece of code

content on a Stack Overflow thread. It is typically enclosed with

a starting tag 〈𝑝𝑟𝑒〉〈𝑐𝑜𝑑𝑒〉 and an ending tag 〈/𝑐𝑜𝑑𝑒〉〈/𝑝𝑟𝑒〉. To be
more specific, the 〈𝑐𝑜𝑑𝑒〉 〈/𝑐𝑜𝑑𝑒〉 tags covered by the 〈𝑝𝑟𝑒〉 〈/𝑝𝑟𝑒〉
tag represent the code snippets while the ones without the 〈𝑝𝑟𝑒〉
〈/𝑝𝑟𝑒〉 tag are highlighted words/sentences within the paragraphs.
Each paragraph is paired with each code snippet to create a pair

of thread content. Therefore, a Stack Overflow thread would have

𝑚×𝑛 thread content pairs. A natural-programming language model,

CodeBERT3, is used to extract the semantic meaning of each thread

content pair. It encodes the𝑚 × 𝑛 thread content pairs into𝑚 × 𝑛
thread embeddings. thread embedding is the representation vector

of thread content created by CodeBERT’s encoder. By converting

the pairs from a textual form to a numerical vector form with a

pre-trained CodeBERT model, the semantic relationship between

the paragraphs and code snippets is extracted. Before feeding the

thread content pairs into the encoder of CodeBERT, each pair is

3https://github.com/microsoft/CodeBERT
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pre-processed following the format:

〈𝐶𝐿𝑆〉 𝑝𝑎𝑟𝑎𝑔𝑟𝑎𝑝ℎ 〈𝑆𝐸𝑃〉 𝑐𝑜𝑑𝑒 𝑠𝑛𝑖𝑝𝑝𝑒𝑡 〈𝐸𝑂𝑆〉

〈𝐶𝐿𝑆〉 is the token that informs the start of the pair according to
the design of RoBERTa model [26] which CodeBERT is based on.

〈𝑆𝐸𝑃〉 is the token that separates a Paragraph from a Code Snippet

and 〈𝐸𝑂𝑆〉 indicates the end of the pair.
The maximum number of tokens in a pair before being fed into

the CodeBERT encoder is 512, which is twice the number of tokens

used in the original CodeBERT [14]. This is intended to provide

more contextual information to the CodeBERT encoder. We con-

sider the paragraph and the code snippet to be equally important.

Therefore, each of them is given 256 tokens. However, we have

to cater the 〈𝐶𝐿𝑆〉, 〈𝑆𝐸𝑃〉, and 〈𝐸𝑂𝑆〉 tokens. Thus, the number of
tokens for a paragraph and a code snippet is set to 254 and 255

tokens, respectively. The two numbers add up to 512 when the three

tokens are counted. If the number of tokens in the paragraph is less

than 254, then padding tokens would be added to reach 254 tokens.

On the other hand, if the number of tokens in the paragraph is

more than 254, we truncate the paragraph following [26] and take

the first 254 tokens. The same process is applied to the code snip-

pet with 255 tokens. The CodeBERT encoder receives these thread

content pairs under this format as inputs and outputs embedding

vectors. For a thread with𝑚×𝑛 thread content pairs, there would be
𝑚 ×𝑛 thread embedding vectors created and each thread embedding
vector has a length of 768. We created𝑚 ×𝑛 embeddings for thread

content pairs rather than one embedding since the content of a

whole thread cannot be fit into CodeBERT at once (i.e., due to the

limited number of input tokens of the CodeBERT’s encoder) and

we want to capture all the information from the thread.

Secondly, to build API relevance embedding, API comment and

implementation code also need to be converted into an embedding.

The API method comment (i.e., Javadoc) is a piece of textual content

that describes the functionality of the API method and how to use

it. The API implementation code is the code inside the API method

body that implements the described functionality. JavaParser is

used to extract the API comment and implementation code from the

Javadoc and the JAR files, respectively. They are pre-processed to

the following format:

〈𝐶𝐿𝑆〉 𝑐𝑜𝑚𝑚𝑒𝑛𝑡 〈𝑆𝐸𝑃〉 𝑖𝑚𝑝𝑙𝑒𝑚𝑒𝑛𝑡𝑎𝑡𝑖𝑜𝑛 𝑐𝑜𝑑𝑒 〈𝐸𝑂𝑆〉

They are then transformed into a numerical representation vector

via the CodeBERT encoder.

Finally, each thread embedding vector and themethod embedding

vector are then concatenated to a vector. We call this concatenated

vector API relevance embedding. In total,𝑚 × 𝑛 API relevance em-
bedding vectors would be created.

4.3 API relevance classifier

TheAPI relevance classifier is a binary classifier that utilizes a neural

network with two fully connected layers to predict whether the

API relevance embedding comes from a Stack Overflow thread that

refers to the given API method.

The API relevance classifier has two modes of operation: training

and deployment modes. In the training mode, the API relevance

embeddings are used to train the API relevance classifier . When

there is an imbalance between positive and negative labels, the API
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method

API method
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API method
implementation
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Thread Content  
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1 Method
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Figure 3: How API relevance embeddings are created

relevance classifier upsamples the minority label. Whenever the

thread refers to the given API method, all API relevance embedding

created from the thread would be considered as positive by the

classifier. Otherwise, in case the given API method is not referred

to by the thread, every API relevance embedding of the thread would

have negative labels. In the deployment mode, the API relevance

classifier produces probability scores for the𝑚 × 𝑛 API relevance
embedding. These scores are averaged and passed to the next step.

The averaged score indicates the likelihood that the thread refers

to the given API.

4.4 Computing joint relevance score

We follow the process in Figure 4 to compute the joint relevance

score. DATYS+ and API relevance classifier output scores 𝐴 and 𝐵,
respectively. Both represent their confidence that the given API

method is mentioned in the thread. While 𝐴 represents the score

given by the syntactic information of DATYS+, 𝐵 is given by the se-

mantic information from API relevance classifier . The two scores are

then combined to a joint relevance score 𝐶 following this formula:

𝐶 = 𝑥 ×𝐴 + (1 − 𝑥) × 𝐵 (1)

The weighting factor 𝑥 decides the contributions of DATYS+ score

andAPI relevance classifier in joint relevance score𝐶 . The higher the
value of 𝑥 is, the more DATYS+ score contributes to the final joint

relevance score. The range of 𝐴, 𝐵, and 𝑥 is from 0 to 1. A thread is

considered to refer to the given API if the joint relevance score𝐶 is
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larger than a threshold 𝑡 . Otherwise, the thread is considered not
to refer to the given API. By default, 𝑡 is set to 0.5.

The value of 𝑥 will be estimated based on the training data. In

detail, we let 𝑥 increase gradually from 0 to 1 with a step of 0.1.

There are ten possible values of 𝑥 : {0, 0.1, 0.2, ..., 0.9, 1.0}. The value
of 𝑥 giving the highest performance on the training data is then

chosen.

5 EXPERIMENT RESULT

5.1 Dataset and Experimental Settings

We utilize the dataset provided in DATYS work [27] to evaluate

both ARSeek and DATYS. We split 380 Stack Overflow threads into

training threads and testing threads using 3-fold cross-validation.

The training threads are utilized to train the API relevance classifier

while the testing threads are used to evaluate ARSeek and the

baseline (i.e., DATYS). Next, as mentioned in Section 4.2, for each

Stack Overflow thread in the training threads, we extract its thread

embeddings and these thread embeddings are grouped into a training

set. Similarly, for each Stack Overflow thread in the testing threads,

we extract its thread embeddings and these thread embeddings are

grouped into a testing set. The number of API relevance embeddings

of each fold on the dataset is shown in Table 1. As the embeddings

are created from the combination of paragraphs and code snippets

in each Stack Overflow thread, the numbers of the embeddings on

training sets of fold 1, 2, and 3 are 57 690, 59 660, 58 017, respectively,

Table 1: Number of API relevance embeddings in each set

Fold 1 Fold 2 Fold 3

Training set 57,690 59,660 58,017

Testing set 26,212 24,242 25,885

Table 2: Number of positive and negative API relevance em-

beddings in each set

Fold 1 Fold 2 Fold 3

Positive Embeddings in Training set 9,934 10,878 10,131

Negative Embeddings in Training set 47,756 48,782 47,886

Positive Embeddings in Testing set 5,607 4,663 5,410

Negative Embeddings in Testing set 20,605 19,579 20,475

while the numbers on testing sets of fold 1, 2, and 3 are 26 212, 24 242,

and 25 885, respectively.

To generate API relevance embeddings for the API relevance clas-

sifier for training, for each thread, if the given API appears in the

thread, we generate API relevance embeddings for thread contents

and method contents as described in Section 4.2. These embeddings

would have a positive label because they are created from the API

that is referred to by the thread. To generate embeddings with a

negative label for a thread, we find APIs that have the same simple

name as the given API and are not mentioned in the thread. We

then create API relevance embeddings from these APIs and label

these API relevance embeddings as negative.

While the APIs on the training set are used to generate the

training method embeddings. The testing method embeddings on

the corresponding testing set are created from the APIs on that

testing set. Table 2 shows the numbers of positive and negative

API relevance embeddings created on training and testing sets. The

negative API relevance embeddings for an API method are collected

from threads that do not refer to the API method while the positive

ones are collected from threads referring to the API method. Since

the number of threads that do not refer to the API method is higher

than the number of threads that refer to it, the number of negative

API relevance embeddings is naturally higher than the number of

positive ones. The number of negative API relevance embeddings

is approximately four times the number of positive ones on the

set of threads in our dataset. Due to this imbalance, positive API

relevance embeddings are randomly up-sampled to balance the two

classes within the API relevance classifier training process. The API

relevance classifier is trained using 6 epochs and the learning rate

of 10−3. After the first 6 epochs, the value of the loss function has

relatively converged.

5.2 Metrics

To evaluate the proposed approach on identifying threads that are

relevant to an API, we use three metrics: Precision, Recall, and

𝐹1-𝑠𝑐𝑜𝑟𝑒 . In order to calculate the three aforementioned metrics,

True Positive, False Positive, and False Negative should be defined

first. Our task focuses on finding threads that actually refer to a

given API. True Positive is the case where a thread is deemed to
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be relevant by the approach is indeed relevant. False Positive is the

case where the thread that is deemed to be relevant by the approach

is actually irrelevant. False Negative is the case where a thread that

is deemed to be irrelevant by the approach is relevant. The metrics

are calculated using the following formulas:

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =
𝑇𝑟𝑢𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒

𝑇𝑟𝑢𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒 + 𝐹𝑎𝑙𝑠𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒
(2)

𝑅𝑒𝑐𝑎𝑙𝑙 =
𝑇𝑟𝑢𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒

𝑇𝑟𝑢𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒 + 𝐹𝑎𝑙𝑠𝑒 𝑁𝑒𝑔𝑎𝑡𝑖𝑣𝑒
(3)

𝐹1-𝑠𝑐𝑜𝑟𝑒 =
2 × 𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 × 𝑅𝑒𝑐𝑎𝑙𝑙

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 + 𝑅𝑒𝑐𝑎𝑙𝑙
(4)

We measure the above scores of all given APIs in the testing set

and report the averages of the scores.

5.3 Research Questions

Research Question 1: Can ARSeek perform better than the base-

line (DATYS)?

The baseline, DATYS, was designed for a task of API mention dis-

ambiguation. We adopt it to our task of finding threads that are

relevant to an API. If DATYS finds an API is mentioned in the thread,

the thread is considered to be relevant to the API. To evaluate the

improvement over DATYS, we evaluate them on the testing data

set and compare them in terms of 𝐹1-𝑠𝑐𝑜𝑟𝑒 . We also analyze some

cases that ARSeek can resolve and DATYS cannot in Section 6.1.

Research Question 2: How well does each component of ARSeek

perform?

There are three possible variants of ARSeek depending on which

component that comes along with it. The variants are (1) ARSeek

with API relevance classifier ; (2) ARSeek with DATYS+; and (3) AR-

Seek with DATYS+ and API relevance classifier . API relevance classi-

fier is a semantics-based algorithm while DATYS+ is a syntactic-

based algorithm. In this study, we aim to analyze the contribution

of each component to ARSeek. From the analysis, we would like

to answer the question of whether combining a semantic-based

algorithm and a syntactic-based algorithm leads to a better result

than running them individually.

Research Question 3: How does the weighting factor affect the

F1-score of the relevant thread classification? Does our strategy

work well?

The weighting factor is an important factor that would affect how

well ARSeek performs. We select the importance factor based on

the best performance on the training data. We analyze whether our

strategy leads to the best performance on the testing data. We vary

the values of the weighting factor in both the training data and

the testing data. The values that we use are {0, 0.1, 0.2, ..., 0.9, 1.0}.
We analyze whether picking values in the training data that leads

to the best performance on the training data also leads to the best

performance on the testing data.

5.4 RQ1: ARSeek Effectiveness

Table 3 shows the performance of the DATYS and ARSeek in find-

ing threads that are relevant to the given API. ARSeek, in general,

outperforms DATYS. On average, ARSeek achieves an F1-score of

Table 3: ARSeek vs DATYS in terms of average Precision, Re-

call, and 𝑭1-score on the testing set in 3-fold cross validation

Approach Avg. Avg. Avg.

Precision Recall 𝑭1-score
DATYS 0.7372 0.7718 0.7304

ARSeek 0.8725 0.8962 0.8709

Table 4: Contribution of ARSeek Components

Components Avg. Avg. Avg.

Precision Recall 𝑭1-score
ARSeek (1) 0.8725 0.8962 0.8709

ARSeek with only API 0.3792 0.4137 0.3821

relevance classifier (2)

ARSeek with only DATYS+ (3) 0.8673 0.8795 0.8596

Table 5: Average Precision, Recall, 𝑭1-score on testing sets in
3-fold cross validation when weighting factor varies

x Avg. Precision Avg. Recall Avg. 𝑭1-score
0 0.3792 0.4137 0.3821

0.1 0.4943 0.5187 0.4943

0.2 0.7795 0.8039 0.7770

0.3 0.8497 0.8800 0.8515

0.4 0.8725 0.8962 0.8709

0.5 0.8612 0.8782 0.8416

0.6 0.8631 0.8802 0.8573

0.7 0.8637 0.8802 0.8577

0.8 0.8637 0.8802 0.8577

0.9 0.8637 0.8802 0.8577

1.0 0.8673 0.8795 0.8596

0.8709, which is an improvement of 14% compared to DATYS. AR-

Seek also beats DATYS in terms of precision and recall. As DATYS

only focuses on the syntactic information available in a Stack Over-

flow thread, it returns incorrect results when the scopes (Code

Scope, Text Scope, Mention Scope) that it tracks do not contain

the API method name. DATYS+ improves the result by adding the

Extended Code Scope. By combining DATYS+ scope with the seman-

tic information from the API relevance classifier , ARSeek avoids

picking irrelevant threads that are within the scope.

5.5 RQ2: Ablation Study

Table 4 shows how well each component in ARSeek is. We can see

that the highest average 𝐹1-𝑠𝑐𝑜𝑟𝑒 , which is 0.8709, is achieved by
“ARSeek”(1) when weighting factor of 𝑥 is set to 0.4. The 𝐹1-𝑠𝑐𝑜𝑟𝑒 of
“ARSeekwith onlyAPI relevance classifier”(2) and “ARSeekwith only

DATYS+”(3) are 0.3821 and 0.8596, respectively. Since the “ARSeek

with only API relevance classifier” version gives the worst result,

the API relevance classifier may not be able to resolve the task well

independently. Partly, this might be due to the limited amount of the

training data (i.e., only 253 training threads). In addition, the “with
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only DATYS+” version of ARSeek performs much better compared

to the “ARSeek with only API relevance classifier” version. As the

difference between the ARSeek (1) and “ARSeek with only DATYS+”

(3) is small in terms of average 𝐹1-𝑠𝑐𝑜𝑟𝑒 , we perform the statistical

test to examine whether there is a statistically significant difference

between the result (i.e., 𝐹1-𝑠𝑐𝑜𝑟𝑒) of ARSeek and “ARSeek with only
DATYS+”. In detail, Mann-Whitney U test [30] is used and the result

is significant at the 0.05 level. Thus, the semantic component API

relevance classifier helps improve the syntactic component DATYS+.

5.6 RQ3: Effect of the weighting factor

Table 5 shows the performance of ARSeek on the test set when

we vary the value of the weighting factor x. The bold numbers in

each column of the table are the results of the chosen weighting

factor from the training sets. To be specific, we vary the weighting

factor x on the training sets. Then we choose the value that results

in the highest average 𝐹1-𝑠𝑐𝑜𝑟𝑒 of the 3 training sets. This chosen
weighting factor is equal to 0.4 and it is used for the model to make

decisions on the testing sets. From Table 5, the results show us the

best combination is also achieved when the weighting factor is 0.4.

In detail, the average 𝐹1-𝑠𝑐𝑜𝑟𝑒 of the 3 folds increases and reaches
its peak when the weighting factor is 0.4. After that, the results

slightly drop when the weighting factor increases to 1.

6 DISCUSSION

6.1 Cases where ARSeek outperforms DATYS

(1) The relevant thread does not contain the type name of the given

API method

Figures 5 and 6a show an example of a case where the content

of the thread does not relate to the given API method. As a Stack

Overflow thread may contain one question post and multiple an-

swer posts, Figure 6a represents the question post while the answer

post is shown in figure 5. Figure 5 contains a paragraph and code

snippet of a post belonging to thread 561353734. The fully qualified

name org.mockito.stubbing.OngoingStubbing.thenReturn5 is the API

method the thread refers to.

From the content of the thread in Figures 5 and 6a, it would

be difficult to find the relevance between the text written in the

paragraphs and the given API method (i.e., org.mockito.stubbing.

OngoingStubbing.thenReturn) since the type (i.e., OngoingStubbing)

does not appear in the thread. The text in figure 5 just shows the

user view towards the code snippet without having a description

mentioning the application or usage of the observed API method in-

vocation (e.g., thenReturn in the code snippet of Figure 5). Sentences

such as "This works like charm!" do not provide much information

to identify whether the observed API method refers to the given

API.

Therefore, we leverage the content of the thread which might

be relevant to the content of the API method. For example, in

the thread above, its title which is shown in Figure 6a, "Optional

cannot be returned by stream() in Mockito Test classes", relates to

the comment of the given API which is Sets a return value to be

returned when the method is called in Figure 6b. Due to this similar

4https://stackoverflow.com/questions/56135373/
5https://javadoc.io/doc/org.mockito/mockito-all/2.0.2-beta/org/mockito/stubbing/
OngoingStubbing.html

Figure 5: Thread 56135373 on Stack Overflow where API is

referred by a code snippet of the thread

relation, ARSeek can successfully consider this thread as relevant

while DATYS missed it.

(2) The irrelevant thread contains the type name of the given API

method

An example of this case is shown in Figure 7. In the thread6, the

given API method is com.google.common.base.CharMatcher.is and

there is a word that matches the simple name of the API method

is which we highlighted. Since the type of the given API method

(e.g., CharMatcher) appears in both the textual content and the code

snippet, DATYS mistakenly accepts the thread as referring to the

givenAPI. By leveraging the semantic knowledge learned by theAPI

relevance classifier , ARSeek is able to detect the irrelevance between

the textual content, code snippet around the word is and the API

comment and implementation code. ARSeek can conclude that the

thread is irrelevant to the given API com.google.common.base.Char-

Matcher.is.

6.2 Example case where ARSeek fail to exclude
irrelevant threads

Figure 8 shows a case where ARSeek fails to exclude the thread7 out

of the relevant results for the givenAPImethod org.mockito.Mockito-

.mock. The issue occurs when there is an API method that has

similar functionality as the given API method. These two methods

usually have the same simple name and highly similar description.

In Figure 8, PowerMock and Mockito, perform similar functions

such as mocking (i.e., creating a version of a service in order to

quickly and reliably run tests on that service8). Since both of them

have the API method whose simple name is mock, and both of their

mockmethods have the same API signature (i.e., parameters, return

type), it would be easy to mistakenly recognize one as the other. Fig-

ure 9 shows the comment of API method org.mockito.Mockito.mock9,

which is Creates mock object of the given class or interface. Because

of the similarity between the API method from Mockito library and

the title of thread 30127057 in Figure 8, ARSeek wrongly recognizes

that the simple API name mock in the thread refers to the given

API method org.mockito.Mockito.mock. In fact, the simple API name

mock refers to the one from the PowerMock library.

6https://stackoverflow.com/questions/16919751/
7https://stackoverflow.com/questions/30127057/
8https://circleci.com/blog/how-to-test-software-part-i-mocking-stubbing-and-
contract-testing/
9https://javadoc.io/static/org.mockito/mockito-all/2.0.2-beta/org/mockito/Mockito.
html
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(a)

(b)

Figure 6: The similarity in semantic meaning between

the API comment of method org.mockito.stubbing.

OngoingStubbing.thenReturn in Figure 6a and the tex-

tual content (i.e., the title) of thread 56135373 in Figure 6b

Figure 7: Thread 16919751 on Stack Overflow where API com.

google.common.base.CharMatcher.is is not referred by the

content of the thread.

6.3 Threats to validity

A threat to internal validity is related to errors in our code base. We

check our code multiple times but there still could be errors that

we did not notice.

A threat to external validity is related to the generalizability

of our approach. This experiment mainly focuses on analyzing

Stack Overflow threads in Java programming language, therefore,

it is uncertain whether ARSeek can be applied to other discussion

Figure 8: Thread 30127057 on Stack Overflow that ARSeek

falsely recognize as referring to the API method org.mockito.

Mockito.mock.

Figure 9: The API comment of method org.mockito.Mockito.

mock

venues that also talk about API issues. We pick Stack Overflow

and Java as they are one of the most popular Software Question

and Answer (SQA) sites and programming languages, respectively.

Indeed, changing the target programming language could affect

the accuracy of ARSeek. However, although we focus on Java, the

features (e.g., API comment/documentation, API implementation

code, fully qualified name, class/type name, etc.) required for the

approach can be found in other programming languages.

A threat to construct validity in concerned on whether precision,

recall, and 𝐹1-𝑠𝑐𝑜𝑟𝑒 is a suitable evaluation metric. Our task is a

classification task and a lot classification work in software engi-

neering have used precision, recall, and F1-score as the evaluation

metric [18, 27, 38, 56]. Thus, we believe the threat is minimal.

7 RELATEDWORK

API Disambiguation. Many publications [3, 4, 11, 31, 37, 43, 47,

56] deal with API disambiguation. There are two main groups:

informal text disambiguation [3, 4, 11, 31, 56] and code snippet

disambiguation [37, 43, 47]. As suggested by its name, the first aims

to disambiguate API mentions in textual content while the second

deals with disambiguating API mention in code snippets.

For informal text disambiguation, several works utilize classical

information retrieval approaches such as Vector Space Model and

Latent Semantic Indexing to disambiguate the API mentions [3,

4, 31] while some others use heuristics [11]. Bacchelli et al [4]
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combined string matching and information retrieval algorithms

to link emails to source code entities. Dagenais and Robillard [11]

identified Java APIs mentioned in support channels (e.g., mailing

list, forums), documents, and code snippets. Ye et al. [56] worked on

API disambiguation in the textual content of Stack Overflow thread

by utilizing mention-mention similarity, mention-entry similarity,

and scope filter. Luong et al.[27] used type scoping to disambiguate

the API mentions in a Stack Overflow thread.

The work on API disambiguation on Stack Overflow thread can

be viewed as another side of the coin of the task in finding threads

that are relevant to the API. When we disambiguate an API in a

thread, the disambiguated API is relevant to the thread as the thread

is talking about the API.

API Resource Retrieval. Several studies have explored how to

search for the code for API and related information retrieval. Lv

et al. [28] proposed Codehow to deal with the lack of query un-

derstanding ability of the existing tool. By expanding a user query

with APIs, Codehow can identify potential APIs and perform a

code search based on the Extended Boolean model, which considers

the impact of APIs on code search. Gu et al. [17] proposed Deep-

API to search for API usage sequences. As opposed to assuming a

bag of words, it learns the sequence of words within a query and

the sequence of APIs associated with it. DeepAPI encodes a single

user query into a fixed-length context vector to generate an API

sequence.

Other studies have also exploited different aspects of APIs and

natural language to better retrieve the APIs and their related infor-

mation. The techniques include: using global and local contexts of

the queries [34], leveraging usage similarity for effective retrieval

of API examples [5], employing word embeddings to document

similarities for improved API retrieval [57], exploiting user knowl-

edge [42], and task-API knowledge gap [20] during retrieval of

semantically annotated API operations.

Wang et al. [54] developed a transformer-based framework for

unifying code summarization and code search. Shahbazi et al. [44]

proposed API2Com to improve automatically generated code com-

ments by fetching API documentation. Alhamzeh et al. [2] built

DistilBERT-based argumentation retrieval for answering compara-

tive questions. Dibia et al. [13] and Vale et al.[51] developed a usable

library for question answering with contextual query expansion

and a question-answering assistant for software development using

a transformer-based language model, respectively. Ciniselli et al.[9]

performed an empirical study on the usage of Transformer Models

for code search and completion.

Our study also works on API resource retrieval. Specifically, we

retrieve Stack Overflow threads that are relevant to a target API

that we are searching for.

API Documentation. Treude et al. [48] studied the augmenting

API documentation with insights from stack overflow. [35] explored

the Crowd documentation by examining the dynamics of API discus-

sions on Stack Overflow, whereas [45] dubbed the Stack Overflow

as the Social Media for Developer Support in terms of provided util-

ities. [1] and [6] worked on classifying stack overflow posts on API

issues and contextual documentation referencing on stack overflow.

The dichotomy of these studies is notable where some research

like [50] and [58] studies how API documentation fails via the API

misuse on stack overflow, other studies [32, 41] heavily lean on the

Crowdsourced knowledge on stack overflow for automated API

documentation with tutorials. Similarly, crowdsourced knowledge

was hailed by [16] and [24], who explored the innovation diffusion

and web resource recommendation for hyperlinks through link

sharing on stack overflow.

Our work supports the effort in this line of study. ARSeek can

automatically find threads about a particular API in Stack Overflow

that can be augmented to the corresponding API documentation.

Word Sense andEntityDisambiguation Study.There are several

works focused on the disambiguation task [11, 33, 37, 47]. We also

have found a variety of word sense and entity disambiguation meth-

ods employed for different objectives [8, 15, 21–23, 29, 36, 46, 59].

These studies have solved myriads of problems via solving lexical

disambiguations in literature. The task of word sense disambigua-

tion is to identify a target word’s intendedmeaning by examining its

context. Researchers have used Word Sense Disambiguation to pre-

dict election results by enhanced sentiment analysis on Twitter data.

Researchers have associated place-name mentions in unstructured

text with their actual references in geographic space using word

disambiguation. Other research has also proposed unsupervised,

knowledge-Free, and interpretable Word Sense Disambiguation

for various applications. Researchers used this approach to add

meaning to social network posts when it comes to named entity

recognition and disambiguation. Different Entity-fishing tools were

also developed for facilitating the recognition and disambiguation

service. In recent years, tools that allow researchers to recognize

and extract named entities have become increasingly popular.

8 CONCLUSION AND FUTUREWORK

We present ARSeek, an approach to search Stack Overflow threads

that refer to API of which users or tools may want to find the usage.

We utilize the semantic and syntactic features of the paragraphs

and code snippets in a thread to determine whether the thread is

related to a given API. Our evaluation shows that ARSeek has an

improvement compared to DATYS when adapting both approaches

to the search task. We have added a weight parameter to balance

the usage of syntactic and semantic information for retrieving API

mentions and related threads. We have proved the utility of the

weight factor by incorporating an ablation study. In the future, we

plan to improve our approach with a larger dataset that has more

threads and APIs. Also, we plan to make our approach become

robust with more programming languages so that it can be more

useful to developers.

Replication Package. The source code for ARSeek is available at

https://github.com/soarsmu/ARSeek.
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