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Topic-Guided Conversational Recommender
in Multiple Domains

Lizi Liao , Ryuichi Takanobu , Yunshan Ma, Xun Yang , Minlie Huang , and Tat-Seng Chua

Abstract—Conversational systems have recently attracted significant attention. Both the research community and industry believe that

it will exert huge impact on human-computer interaction, and specifically, the IR/RecSys community has begun to explore

Conversational Recommendation. In real-life scenarios, such systems are often urgently needed in helping users accomplishing

different tasks under various situations. However, existing works still face several shortcomings: (1) Most efforts are largely confined in

single task setting. They fall short of hands in handling tasks across domains. (2) Aside from soliciting user preference from dialogue

history, a conversational recommender naturally has access to the back-end data structure which should be fully leveraged to yield

good recommendations. In this paper, we thus present a Topic-guided Conversational Recommender (TCR) which is specifically

designed for the multi-domain setting. It augments the sequence-to-sequence (seq2seq) models with a neural latent topic component

to better guide the response generation. To better leverage the dialogue history and the back-end data structure, we adopt a graph

convolutional network (GCN) to model the relationships between different recommendation candidates while also capture the match

between candidates and the dialogue history. We then seamlessly combine these two parts with the idea of pointer networks. We

perform extensive evaluation on a large-scale task-oriented multi-domain dialogue dataset and the results show that our method

achieves superior performance as compared to a wide range of baselines.

Index Terms—Conversational recommendation, topic modeling, graph convolutional networks

Ç

1 INTRODUCTION

CONVERSATIONAL systems such as Google Now, Apple
Siri, and Microsoft Cortana serve as the direct interac-

tive portal for end-users. It is expected to revolutionize the
way of human machine interaction. Specifically, due to
users’ constant need to look for help to sail through huge
amount of candidates and make choices, both the industry
and research community such as IT/RecSys have swarmed
into exploring conversational recommendation [1], [2], [3].

Although conversational recommenders show big poten-
tial, it is non-trivial to build such an intelligent system to
meet the various user needs. First of all, users often expect
such intelligent systems to be able to handle different tasks
in various situations, where existing works fall short of
hands. As the example illustrated in Fig. 1, it naturally
involves several sub-tasks such as hotel reservation, restau-
rant booking and attraction recommendation etc. Thus the
agent should have the ability to recognize those topics from
the context and generate within-topic responses. However,
current state-of-the-art methods might not be sufficient to
achieve this. In general, neural conversational models [4],
[5], [6] are the latest development in conversational model-
ing, where seq2seq-based models, such as HRED [6], are

employed for generating responses in an end-to-end fashion.
Such models are good at capturing the local structure of
word sequence but might face difficulty in remembering
global semantic structure of dialogue sessions.

Second, as shown in in Fig. 1, to satisfy users’ need such as
finding hotel or restaurant, the ability to make appropriate
venue1 recommendation considering various relationships is
essential. In early efforts, task-oriented dialogue systems tried
to form database queries based on user utterances to retrieve
venues [7], [8], [9], [10], [11]. However, such methods heavily
rely on the exact match of queries in database which is rather
sensitive to even slight language variations. More impor-
tantly, the various relationships among venues and attributes
are hard to be fully described via textual queries. Therefore,
the most recent studies such as [12], [13] integrated conversa-
tional system with recommendation components which are
more flexible and are able to capture more complicated inter-
actions. Nonetheless, the recommendation part of these work
only focus on learning the interplay between users and items
(same as venues in this work). The interplay between venues
and attributes as well as various relationships among venues
fall out of consideration. However, such information is impor-
tant for accurate venue recommendation especially in the
multi-domain setting. For example, in order to generate the
hotel ‘cambridge belfry’ as in Fig. 1, the agent needs to capture
not only the useful information like ‘4 stars’ and ‘free wifi’ via
textual utterance, but also the hidden location constraint via
venue ‘TR3211’.

In this paper, we thus propose a Topic-guided Conversa-
tional Recommender (TCR) as shown in Fig. 2 and apply it to
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1. The recommendation candidates are like venue names or train
numbers in dataset. For ease of illustration, we all describe as venues
throughout the paper.
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the multi-domain setting. First, in order to enable the agent to
swiftly differentiate topics in various domains, we leverage
the underlying seq2seq-based model to capture the local
dynamics of utterances while extract and represent its global
semantics by a mixture of topic components like topic models
[14]. Second, we employ a graph convolutional network
(GCN) to capture the various relationships between recom-
mendation candidates (we denote as venues as the example
in Fig. 1 thereafter) and attributes. It automatically learns the
match between venue and dialogue context. When generating
venue recommendations, the agent ranks the venues by calcu-
lating the matching scores between the learned venue repre-
sentations and dialogue context representations. The key idea
is that GCN-based component helps the conversational rec-
ommender to generate better representations of venues that

incorporate both venue attribute information as well as venue
relations. Third, we combine the topic-based component and
the GCN part via leveraging the idea of pointer networks. It
allows us to effectively incorporate the recommendation
results into the response generation procedure. Extensive
experiments are carried out on a large scale multi-domain
task-oriented conversational dataset. The proposed method
manages to achieve superior performance across baselines.

To sum up, the main contributions are threefold:

� We propose a conversational recommender which
handles multiple sub-tasks involving seven topics —
attraction, hospital, police, hotel, restaurant, taxi and
train. A neural topic component helps it to generate
within-topic responses by narrowing down the gen-
eration of tokens in decoding.

� We employ a GCN-based venue recommender which
captures the interplay between venues and attributes
as well as various relationships among venues. It also
helps to learn the match between venues and the
dialogue contexts. Inspired by pointer networks, an
integration mechanism is used to incorporate the
recommendation results to the final responses.

� Weconduct extensive experiments to evaluate the pro-
posed method under various evaluation metrics and
show superior performance over the state-of-the-art
methods.

In the rest of the paper,we review relatedwork in Section 2.
Section 3 describes the elementary building blocks of the pro-
posed learningmethod. Experimental results and analysis are
reported in Section 4, followed by conclusions and discussion
of futurework in Section 5.

2 RELATED WORK

2.1 Task Oriented Conversational Systems

Recently, end-to-end approaches for dialogue modeling,
which use seq2seq-based models, have shown promising

Fig. 1. A sample dialogue between a user (U) and an agent (A) from the
dataset. We observe the need for global topic control and accurate
recommendation.

Fig. 2. The proposed TCRmodel. The global topic component enables the system to switch between various sub-tasks quickly. The GCN-based com-
ponent generates venues by considering various information and relations. Finally, a pointed integration mechanism incorporates the two for final
response generation. The diamonds are stochastic nodes.
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results [6], [8], [15]. They directly map plain text dialogue
history to the output responses. Since the dialogue states
are latent, there is no need for hand-crafted state labels. In
order to make such models generate within-topic responses,
a possible way is to provide relevant database query results
as a proxy for language grounding. As shown in [16], a sto-
chastic neural dialogue model can generate diverse yet
rational responses mainly because they are heavily driven
by the knowledge the model is conditioned on. However,
despite the need for explicit knowledge representations,
building a corresponding knowledge base and actually
making use of it have been proven difficult [17], [18]. There-
fore, progress has been made in conditioning the seq2seq
model on coarse-grained knowledge representations, such
as a fuzzily-matched retrieval result via attention [19] or a
set of pre-organized topic or scenario labels [20], [21]. In our
work, we opt for a new direction to employ a hybrid of a
seq2seq conversational model and a neural topic model to
jointly learn the useful latent representations. Based on the
learned topics, the system manages to narrow down the
response generation.

2.2 Conversational Recommender

By offering a natural way for product or service seeking,
conversational recommendation systems are attracting
increasing attention [1], [2], [3]. Due to the big commercial
potential, companies like Amazon, Google, eBay, Alibaba
are all rolling out such kind of conversational recommen-
ders. Intuitively, integrating recommendation techniques
into conversational systems can benefit both recommender
and conversational systems, especially for travel. For con-
versational systems, good venue recommendations based
on users’ utterances, venue information and relations can
better fulfill user’s information need thus creating more
business opportunities. For recommender systems, conver-
sational systems can provide more information about user
intentions, such as user preferred type of food or the loca-
tion of a hotel, by interactively soliciting and identifying
user intentions based on multi-round natural language
conversation.

Although conversational recommendation has shown
great potential, research in this area is still at its infancy.
Existing approaches usually are goal-oriented and combine
various modules each designed and trained independently
[22], [23], [24]. These approaches either rely heavily on track-
ing the dialogue state which consists of slot-value pairs, or
focus on different objectives such as minimizing the number
of user queries to obtain good recommendation results. For
example, [12] employed user-based autoencoder for collabo-
rative filtering and pre-trained it with MovieLens data to do
recommendation. However, their recommendations are only
conditioned on the movies mentioned in the same dialogue,
while ignores other dialogue contents expressed in natural
language. As another example, [25] leveraged a generative
Gaussian model to recommend items to users in a conversa-
tion. However, their dialogue system only asks questions
about whether a user likes an item or whether the user pre-
fers an item to another, while a typical task oriented dialogue
system often directly solicits facets from users [8], [26].
Therefore, [1] defined a new system ask –user respond

paradigm for conversational search. [2] designed a new
approach to obtaining user preferences in dialogue and con-
tributed a large dataset. [3] proposed to interactively recom-
mend a list of items with visual appearance to harvest more
effective user feedback. There are also another line of
approaches using reinforcement learning (RL) to train goal-
oriented dialogue systems [11], [27]. For instance, in [13], a
simulated user is used to help train a dialogue agent to
extract the facet values needed to make an appropriate rec-
ommendation. In contrast, we propose to employ a GCN-
based venue recommender to take care of various relations
for venues and seamlessly integrate these results to the
response generation. From this angle, our work is also
related to [28] which stimulates the propagation of user pref-
erences over the set of knowledge entities. However, this
method focused on the traditional recommendation scenario.

3 THE TCR MODEL

The complete architecture of our approach is illustrated in
Fig. 2. Starting from the bottom of Fig. 2, there are mainly
three sub-components as follows.

(1) To help the system generate within-topic response ym,
a global topic control component takes in dialogue context
fu1; . . . ; um�1g and produces probability distribution pðymtÞ
over each token ymt that favor certain topics

pðymtÞ ¼ fTopicðfu1; . . . ; um�1gjCCÞ;
where fTopic denotes the global topic control model network
andCC denotes the network parameters.

(2) A graph convolutional neural network based venue rec-
ommendation component learns venue representation R by
capturing various venue information and relationships. It
learns thematching between dialogue contexts fu1; . . . ; um�1g
and the representationsR to generate recommendation scores
p for venues

p ¼ softmaxðRThÞ;
where h is the hidden representation of dialogue context.

(3) The recommender’s output p is used in response gen-
eration together with the topic part output pðymtÞ via a
pointed integration mechanism. The hard gate sentinel $ is
leveraged for choosing them.

3.1 Global Topic Control

3.1.1 Basic Encoder

Formally, we consider a dialogue as a sequence of M utteran-
ces D ¼ fu1; . . . ; uMg. Each utterance um is a sequence with
Nm tokens, i.e., um ¼ fym;1; . . . ; ym;Nmg. The ym;n are either
tokens from a vocabulary V or venue names from a set of ven-
ues V 0. In general, seq2seq-based conversational models like
[6] generate a target utterance given a source utterance anddia-
logue history. Given the dialogue context fu1; . . . ; um�1g, the
goal is to produce a machine response um that maximizes the
conditional probability u�

m ¼ argmaxum
pðumjum�1; . . . ; u1Þ.

Here, we apply the well-accepted hierarchical recurrent
encoder decoder (HRED) model [6] as the backbone network.
At the token level, an encoder RNNmaps each utterance um to
an utterance vector representation um, which is the hidden
state obtained after the last token of the utterance has been
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processed. At the utterance level, a context RNN keeps track of
past utterances by iteratively processing each utterance vector
and generates the hidden state hm

pðumjum�1; . . . ;u1Þ , pðumjhmÞ (1)

hm ¼ fWU
ðhm�1;um�1Þ: (2)

At the token level, when the decoder of the HRED model
generates tokens in machine response um, we initialize
hm;0 ¼ hm�1

pðym;tjym;1:t�1;hm�1Þ , pðym;tjhm;tÞ (3)

hm;t ¼ fWH
ðhm;t�1;ym;t�1Þ; (4)

where hm;t is the token level hidden state at step t inside
turn m, fWU

and fWH
are the hidden states that can either

be a vanilla RNN cell or complex cell like LSTM or GRU.

3.1.2 Generative Process

While RNN-based models can theoretically model arbi-
trarily long dialogue histories if provided enough capacity,
in practice even the improved version like LSTM or GRU
struggles to do so [29], [30]. In dialogues between user and
agent, there usually exist long-range dependencies captured
by topics such as hotel reservation, restaurant finding and
train ticket booking etc. Since much of the long-range
dependency in language comes from semantic coherence
[30], not from syntactic structure which is more of a local
phenomenon, the inability to memorize long-term depen-
dencies prevents RNN-based models from generating
within-topic responses. On the other hand, topic models are
a family of models that can be used to capture global seman-
tic coherency [14]. It relies on counting word co-occurrence
to group words into groups. Therefore, we leverage a neural
topic component to extract and map between the input and
output global semantics so that the seq2seq submodule can
focus on perfecting local dynamics of the utterances such as
the syntax and word order.

The generative process of the global topic control compo-
nent can be described as in Algorithm 1.

Algorithm 1. The Generative Process

1. Encode the user input um�1 and dialogue context C: hm�1 ¼
HREDðum�1; . . . ; u1Þ 2 Rd.

2. Draw a topic proportion vector uu � Nð0; IÞ.
3. In turnm, initialize the decoder hidden state hm;0 ¼ hm�1.
4. Given token ym;1:t�1, for the tth token ym;t:
Update the hidden state: hm;t ¼ fWH

ðhm;t�1;ym;t�1Þ.
Draw stopword indicator:
lt � BernoulliðsigmoidðWThm;tÞÞ.
Draw a token ym;t � pðym;tjhm;t; uu; lt;BÞ, where
pðym;t ¼ ijhm;t; uu; lt;BÞ/expðwT

i hm;t þ ð1� ltÞbT
i uuÞ.

The HREDð�Þ is the HRED model [6] which encodes dia-
logue history into a vector representation, and Nðmðhm�1Þ;
s2ðhm�1ÞÞ is a parametric isotropic Gaussian with amean and
variance both obtained fromMultilayer Perceptronwith input
hm�1 separately. The wi and bi are the corresponding col-
umns in weight matrix W and B. To combine with the

seq2seq-based model, we adopt the hard-decision style from
TopicRNN [30] by introducing a random variable lt. The stop
word indicator lt controls how the topic vector uu affects the
output. Note that the topic vector is used as a bias which ena-
bles us to have a clear separation of global semantics and those
of local dynamics. For example, when lt ¼ 1 which indicates
that ym;t is a stop word, the topic vector uu will have no contri-
bution to the output. This design is especially useful as topic
models do not model stop words well, because stop words
usually do not carry semantic meaning while appear fre-
quently in almost every dialogue session.

3.1.3 Inference

During model inference, the observations are token sequen-
ces um and stop word indicators l1:Nm . The log marginal like-
lihood of um is

log pðum; l1:Nm ju1:m�1Þ

¼ log

Z
uu

pðuuju1:m�1Þ
YNm

t¼1

pðym;tjhm;t; lt; uuÞpðltjhm;tÞduu:

(5)

Since direct optimization of Eq. (5) is intractable due to the
integral over the continuous latent space, we use variational
inference for approximating it [31]. Suppose qðuuju1:mÞ be the
variational distribution on the marginalized variable uu, the
variational lower bound of Eq. (5) can therefore be con-
structed as

Lðum; l1:Nm jqðuuju1:mÞ;CCÞ

, Eqðuuju1:mÞ
hXNm

t¼1

logpðym;tjhm;t; lt; uuÞ

þ
XNm

t¼1

logpðltjhm;tÞ
i
�DKLðqðuuju1:mÞjjpðuuju1:m�1ÞÞ

� log pðum; l1:Nm ju1:m�1;CCÞ:

(6)

Inspired by the neural variational inference framework in
[32], [33] and the Gaussian reparameterization trick in [34],
we construct qðuuju1:mÞ as an inference network using a feed-
forward neural network

qðuuju1:mÞ ¼ Nðuu;mðu1:mÞ; diagðs2ðu1:mÞÞÞ: (7)

Denoting tt 2 N jV =Vsj
þ as the term-frequency vector of u1:m

excluding stop words (with Vs as the stop word vocabulary),

we have mðu1:mÞ ¼ ReLUðWT
mttÞ and sðu1:mÞ ¼ ReLUðWT

s ttÞ
where bias is omitted. Note that although qðuuju1:mÞ and

pðuuju1:m�1Þ are both parameterized as Gaussian distributions,

the former one only works during training while the later one
generates the required topic distribution vector uu for compos-

ing themachine response.
Suppose during training, the one-hot vector for any

token y and its stop word indicator are y and l respectively.
The predicted correspondence vectors are y0 and l0. Inspired
by Eq. (6), the loss for this global topic control component
consists of two cross entropy losses and a KL divergence
between the assumed distribution and learned distribution
as follows:
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LTopic ¼ avg:
h
Lcrossðy;y0Þ þ Lcrossðl; l0Þ

i
�DKLðNð0; IÞjjqðuuju1:mÞÞ; (8)

where avg: indicates the averaged cross entropy loss over all
training tokens.

3.2 GCN-Based Venue Recommendation

Given the dialogue context and ground truth venue node
pairs, our task in this subsection is to find a good match
between them.We need to leverage both the venue attributes
such as ‘free wifi’ for hotel and the various relationships
between these venues. For example,when user books a hotel,
he or she might also want to find a ‘nearby’ restaurant. To
jointly consider such attributes as well as the relationships,
we naturally resort to graph based methods. Recently, the
graph convolutional neural network (GCN) based methods
have set a new standard on countless recommender system
benchmarks [35], [36]. Unlike purely content-based deep
models (e.g., recurrent neural networks), GCNs leverage
both content information as well as graph structure. We thus
adopt the graph convolution operation into our venue
recommender.

We formulate an un-directed graph structure as G ¼
ðO;EÞ, where O ¼ fn1; n2; . . . ; nNg is a set of N nodes and
E � N 	N is a set of edges between nodes. Note that we
model two kinds of nodes in the graph. One is venue entities
such as hotel names, restaurant names or train numbers etc,
the other one is venue attribute nodes or say slot value nodes,
such as values of location, price range etc. For example, the
location slot has five values: north, east, center, south, west of
the city which yields five venue attribute nodes in the graph.
The slot values come from the slot ontology2 defined in the
dialogue dataset. In general, we selected 214 venue entities
and 59 slot values to construct the final graph.

Regarding the edges in the graph, the venue attribute
nodes are mainly used for connecting venues thus edges are
formed between venue entity nodes and their correspond-
ing attribute nodes. For venues co-occurred in the same dia-
logue session, we also construct edges between them.
Finally, there are 674 edges in the graph and most of them
are constructed via slot value belonging relationship. We
use A 2 RN	N to denote the adjacency matrix, eA ¼ Aþ I to
denote the adjacency matrix with added self-connections
and the new degree matrix eDii ¼

P
j
eAij. Since there are

also some brief description about venues provided in data-
set, we leverage such information to build an initial infor-
mation matrix X for venues. We denote the representations
of nodes in lth layer asRðlÞ. Initially, we haveRð0Þ ¼ X.

An important issue we need to point out here is that,
though we model both venue entities and slot values in the
graph, only the representations learned for venue entities
are leveraged for dialogue history matching. The slot value
nodes are actually treated as latent in the learning proce-
dure. We tried to directly connect venue entities by edges
while ignore slot value nodes which result in much lower
performance thus we discarded this way.

Given such a constructed graph, we generate high-quality
embeddings or representations of entities that can be used

for calculating the matching score with dialogue context
thus obtaining the venue recommendation results. Generally
speaking, to generate the embedding for a venue, we apply
multiple convolutional modules that aggregate feature infor-
mation from the venue’s local graph neighborhood. The core
idea is to learn how to iteratively aggregate feature informa-
tion from local graph neighborhoods. As shown in Fig. 3, we
first project the former layer node representation Rðl�1Þ into
a latent space using the weight matrix WðlÞ (we omitted the
bias term for simplicity)

R0 ¼ Rðl�1ÞWðlÞ:

Then the latent representation R0 is propagated via the nor-

malized adjacency matrix eD�1
2 eA eD�1

2 with self-connections.
As demonstrated in [37], this propagation rule is motivated
via a first-order approximation of localized spectral filters
on graphs. Finally, we use the ReLU function to increase the
non-linearity. Thus, a single “convolution” operation trans-
forms and aggregates feature information from a node’s
one-hop graph neighborhood as follows:

Rl ¼ ReLUðeD�1
2 eAeD�1

2Rðl�1ÞWðlÞÞ: (9)

By stacking multiple such convolutions, information can be
propagated across far reaches of a graph. Here we stack two
layers.

After introducing the updating rules for node representa-
tions as in Eq. (9), we present the objective function which
encourages the matching between dialogue context and
venues. Suppose there are M dialogue context and ground
truth node pairs, we obtain the dialogue context representa-
tion hi and the ground truth node vector si 2 RN for each
pair. The objective function resumes the cross-entropy loss
as follows:

LGCN ¼ � 1

M

XM
i¼1

½silogðpiÞ þ ð1� siÞlogð1� piÞ
; (10)

where pi ¼ softmaxðRThiÞ is a vector of scores predicted
by the GCN-based model, andR is the finial node represen-
tation matrix obtained via the graph convolution process.

3.3 Pointed Integration Mechanism

Now, given the dialogue context, we can predict the next
utterance via the global topic control component (branch 1)
and obtain the recommended venue through the GCN-
based recommender (branch 2). We sum up the process
described in former subsections here: at each decoding step

Fig. 3. The illustration of convolution operation in the constructed graph.
Two layers are stacked. Each rðlÞ denotes a node representation, corre-
sponds to the column inRl.

2. We ignore slots such as number-of-people, stay, day etc.
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t in turn m, the hidden state hm;t is passed to the two
branches as shown in Fig. 2.

In branch 1, the hm;t is passed to the global topic control
component. Following the generative process introduced in
Section 3.1, the probability of generating the next token is
calculated as

p1ðŷm;tÞ/expðWThm;t þ ð1� ltÞBT uuÞ: (11)

In branch 2, the hm;t is fed to the GCN-based recom-
mender. Following the process introduced in Section 3.2,
the recommender ranks the venues and outputs the top
ranked venue name

p2ðŷm;tÞ ¼ softmaxðRThm;tÞ: (12)

To integrate the two lines of results, we propose a
pointed integration mechanism. In the final response gener-
ation, whether a token is generated from Eqs. (11) or (12) is
decided via a sentinel. As detailed before, we have a set of
venue names V 0. At the very beginning, we substitute all
the venue names in dataset with the sentinel token $. Thus
the vocabulary for topic control component is V which con-
sists of all the tokens appearing in our dataset (expect the
venue names) plus the $ token. During the response decod-
ing process, once the sentinel is chosen, the model will gen-
erate the token from the GCN-based recommender, which
means the model will produce the top-ranked venue name
as the generated token (i.e., choose the branch of Eq. (12)).
Otherwise, the model chooses a token in V as the decoded
token (i.e., choose the branch of Eq. (11)). Basically, similar
to [38], the sentinel token is used as a hard gate to control
where the next token is generated from at each time step. In
this way, we do not need to separately learn a gating func-
tion as in [39]. Also, our model is not constrained by a soft
gate mechanism as in [40].

3.4 Training Objectives

As the generation of responses is controlled via the sentinel
token $ as a hard gate, the generation procedure actually
works in a two-step way. The substitution of $ with venue
recommendation result is separate from the token genera-
tion process. In order to achieve good results, we train the
whole model in a sequential way. At the beginning, we train
the global topic control component separately on the altered
dataset where all venue names are replaced with $. The
training objective of this component is LTopic detailed as
Eq. (8).

Then we change back the dataset and train the GCN com-
ponent for venue ranking on it. The dialogue context is
embedded via the trained global topic control model. The
training objective is �LGCN as detailed in Eq. (10).

Finally, we initialize the whole model with the compo-
nents trained and fine-tune them altogether. The final train-
ing objective is as follows:

L ¼ LTopic þ �LGCN;

where � is the weight to balance the losses of the two com-
ponents. In our experiments, we empirically set this hyper-
parameter to 0.1.

4 EXPERIMENTS

In this section, we systematically evaluate the proposed
method, termed as TCR. The experiments are carried out to
answer the research questions as follows.

RQ1: Can the proposed TCR properly respond to users’
queries in multi-domain? What are the key reasons
behind?

RQ2: Does the topic control component help the system
generate coherent responses? Are the learnt topics
reasonable?

RQ3: Does the GCN-based recommender help the system
find appropriate venues? Whether the relationships
between venues are important to capture?

4.1 Experimental Setup

4.1.1 Dataset

Arguably the greatest bottleneck for statistical approaches to
dialogue system development is the collection of appropriate
training dataset, and this is especially true for task-oriented
dialogue systems [41]. Fortunately, [9] contributed a dataset
consisting of over 10K conversation sessions in multi-domain
— MultiWOZ, which is a fully-labeled collection of human-
human written conversations. During the collection of this
dataset, it simulates natural conversations between a tourist
and a clerk from an information center in a touristic city. Vari-
ous possible dialogue scenarios are considered, ranging from
requesting basic information about attractions through book-
ing a hotel room or traveling between cities. In total, the pre-
sented corpus consists of 7 domains — Attraction, Hospital,
Police, Hotel, Restaurant, Taxi, Train. The dialogues cover
between 1 and 5 sub-topics per dialogue thus greatly varying
in length and complexity. This broad range of topics captures
the common scenarios where tasks are naturally connected in
travel. For example, a tourist needs to find a hotel, to get the list
of attractions and to book a taxi to travel between both places.

In total, there are 10, 438dialogues collected,where 3, 406 of
them focus in single-topic dialogues and 7,032 of themare dia-
logues consisting of at least 2 up to 5 sub-topics. In the experi-
ment, we follow random split of train, test and development
set in the original paper. The test and development sets con-
tain 1k examples each. Generally speaking, around 70 percent
of dialogues have more than 10 turns which shows the com-
plexity of the corpus. The average number of turns are 8.93
and 15.39 for single and multi-domain dialogues respectively
with 115, 434 turns in total. The average sentence lengths are
11.75 and 15.12 for users and system response respectively.
The responses are alsomore diverse thus enabling the training
ofmore complex generationmodels.

4.1.2 Comparing Methods

To evaluate the effectiveness of the proposed method, we
compare it with the following state-of-the-art solutions.

HRED [6]: It predicts the system utterance given the history
utterances. The history is modeled with two RNNs in
two levels: a sequence of tokens for each utterance and
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a sequence of utterances. This model works as the basis
for our method and other baselines.

MultiWOZ [9]: It frames the dialogue as a context to
response mapping problem, a seq2seq model is aug-
mented with an oracle belief tracker and a discrete data-
base accessing component as additional features to
inform the word decisions in the decoder. Note that a
seq2seq model is used in the original paper, we extend
it to HRED to model multi-turn dialogues.

Mem2Seq [38]: It augments the existing MemNN [42] frame-
work with a sequential generative architecture to pro-
duce coherent responses for task-oriented dialogue
systems. It uses global multi-hop attention mechanisms
to copy words directly from dialogue history or KBs.

TopicRNN [30]: It incorporates topic information into the
seq2seq framework to generate informative and inter-
esting responses for chatbots. We also extend the
encoder part to model multi-turn dialogues.

ReDial [12]: It integrates the HRED based conversational
model with a denoising auto-encoder based recom-
mender [43] via a switching mechanism. The recom-
mendation part is pre-trained separately and only
considers the co-occurrence of items while ignores the
dialogue context. The recommender part is also com-
pared in ablation study.

NCF [44]: It employs deep learning to model the key factor
in collaborative filtering — the interaction between user
and item features, and achieves good performance. The
inner product is replaced with a neural architecture.
We compare this recommender with our GCN-based
recommender in the ablation study.

RippleNet [28]: It stimulates the propagation of user prefer-
ences over the set of knowledge entities by iteratively
extending a user’s potential interests along links in the
knowledge graph. We compare this recommender with
our GCN-based recommender in the ablation study.

4.1.3 Evaluation Protocols

We evaluate the methods in various evaluation protocols.
Due to the difficulty in evaluating conversational agents
[45], a human evaluation is usually necessary to assess the
performance of the models. Therefore, we perform both
corpus-based evaluations and human evaluations. For cor-
pus-based evaluations, we adopt the BLEU score and Entity
Accuracy as our evaluation metrics, where:

– BLEU: Being commonly used in machine translation
evaluations, BLEU score has also been widely used
in evaluating dialogues systems [46]. It is based on
the idea of modified n-gram precision, where the
higher score denotes better performance.

– Entity Accuracy: Similar to [38], we average over the
entire set of system responses and compare the enti-
ties in plain text. The entities in each system response
are selected by a predefined entity list. This metric
evaluates the ability to recommend items from the
provided item set and to capture the semantics of
dialogues [46].

For human evaluations, we define a set of subjective scores
to evaluate the performance of various methods. We run a
user study to assess the overall quality of the responses of our

model as compared to the baselines. To do a less biased evalu-
ation, we recruit five participants (both are graduate students:
four males and one female student). We present each of them
ten generated dialogue sessions from our test set. The partici-
pants are asked to give Fluency scores and Informativeness
scores for the generated system responses. They are also asked
to provide the rankings of eachmethod for each dialogue ses-
sion. We allow ties so that multiple methods could be given
the same rank for the same dialogue session (e.g., rankings of
the form 1, 2, 2, 2, 2 are possible if the one method is clearly
the best, but the other four are of equivalent quality).

– Fluency: It evaluates howfluent the generated responses
are. The score ranges from zero to five, where a larger
score indicates the generated response ismore fluent.

– Informativeness: This score shows whether the gener-
ated responses are informative or not, or say whether
users’ queries get properly answered. It also ranges
from zero to five, where a larger score indicates that
the evaluator thinks that the generated response is
more informative.

– Ranking: This metric directly shows how good each
method is as compared to the others. It reflects the
overall feeling of users regarding the performance of
each method.

4.1.4 Training Details

The proposed model is implemented in PyTorch. We use the
provided development set to tune the hyper-parameters,
track the training progress and select the best performing
model for reporting the results on the test sets. The compo-
nents of the joint architecture are first trained separately to
achieve a relatively good performance. We then combine
them together and fine-tune by minimizing the sum of vari-
ous loss functions as detailed in Section 3.4. We use an
embedding size of 300, GRU state size of 100. The embed-
dings are initialized from pre-trained GloVe embeddings
[47] and fine-tuned during training. We use two layers of
graph convolutional operations. Mini-batch SGD with a
batch size of 64 and Adam optimizer with a learning rate of
0.01 are used for training.

We use the Python-based natural language toolkit NLTK
to perform tokenization. Entities in dialogue sessions
are recognized via heuristic rules plus database entries.
All counts, time and reference numbers are replaced
with the < value count > , < value time > and < domain
reference > tokens respectively. To reduce data sparsity fur-
ther, all tokens are transformed to lowercase letters. The stop
words are chosen using tf–idf [48]. The number of topicsK is
set to 20. All tokens that appear less than 5 times in the cor-
pus are replaced with the < UNK > token. We follow the
{S,U,S’} utterance “triples” structure as [6] in our experi-
ments, whichmeanswe aim to generate the system utterance
S’ by observing the former 1 turn of system utterance S and
user utterance U.

4.2 Performance Comparison (RQ1)

4.2.1 Corpus-Based Evaluation

The result of the corpus-based evaluation is presented in
Figs. 4 and 5. For each method, the results are obtained
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based on the best model chosen via the development set.
The key observations are as follows.

Overall, the proposed TCRmethod performs better than all
the other baselines in bothmetrics – BLEU and entity accuracy.
For example, regarding BLEU score, we observe a 6.82 percent
of performance improvement as compared to the second best
method, TopicRNN. The two methods perform better than all
the other conversational baselines. In terms of the entity accu-
racy score, TCR improves the performance of venue recom-
mendation by 17.2 percent as compared to the second best
method, Mem2Seq. The performance improvements of TCR
method demonstrate its effectiveness in multi-domain conver-
sational recommendation due to the following aspects: a) TCR
has a global topic control componentwhich enables the system
to adaptively generate within topic responses based on the
context topic. The learned topics narrow down the generation
of tokens in decoding. b) The graph convolution operation
incorporates venue information as well as venue relations in
the learned venue representations. It matches the venues with
the dialogue contexts which is essential for conversational
recommendation.

In more detail, we analyse the BLEU score shown in Fig. 4
first. It reflects the quality of generated text responses. Gener-
ally speaking, all methods manage to achieve some improve-
ments over the basic framework – HRED. For the MultiWoz
method, the performance improvement is due to the incorpo-
ration of a belief tracker and adiscrete database accessing com-
ponent. However, the improvement is less than that of the
Mem2Seqmethod, becauseMultiWoz encodes the belief states
into anonymous vectors and only the database search count is
leveraged. Mem2Seq, on the contrary, generates responses
from the dialogue history and KB — some tokens or entities
are directly copied to form responses. It happens frequently
that words appeared in dialogue context are re–used by later
responses, which is the underlying reason for its good perfor-
mance. For themethodReDial, since a pointer softmax is lever-
aged to integrate the text modeling and the recommendation
part, its BLEU score might get affected. When it comes to Top-
icRNN, we observe a performance improvement, which is
mainly attributed to the topic mechanism. It helps to generate
tokens matching the dialogue context topic and narrow down
the generation of tokens. In addition to a similar topic control
scheme, TCR manages to achieve superior performance by
achieving better entity prediction.

Regarding the entity accuracy score presented in Fig. 5, we
observe that the basic end-to-end framework method, HRED,

performs rather badly. It is as expected since the method only
treat venue entities as tokens and generate tokens based on
the encoded dialogue context. The basic information of venue
entities and the relationships between them are ignored. For
theMultiWozmethod, although a database query component
is leveraged, it only makes use of the number of obtained
results. Therefore, the performance is still relatively low.
When it comes to the Mem2Seq method, there is a large per-
formance leap. By observing the corpus, we find that the rea-
son might be due to frequent entity re-use phenomenon in
dialogues as we detailed before — venue entities appeared in
dialogue context will likely to re-appear in the following
responses. For the ReDial method, it manages to achieve bet-
ter performance than that of its basic framework HRED but
the improvement is limited. Although it has a denoising
autoencoder based recommender, it is largely affected by the
data sparsity problem in the dataset, and the recommenda-
tions are only conditioned on the entities mentioned in the
context but not directly on the language, e.g., texts like “a
cheap restaurant” in dialogue context are ignored. For the
TopicRNNmethod,we also observe a rather lowperformance
on entity prediction. The reason behind is similar to that of the
HREDmethod. On the contrary, the proposed TCRmethod is
able to achieve superior performance on finding the appropri-
ate venue entities. This is because the GCN-based recom-
mender jointly considers the venue information, venue
relationships and their match to the dialogue context.

4.2.2 Human Evaluation

We present the averaged human evaluation results in Table 1
(the Fleiss’ kappa value between evaluators is 0.65). It directly
reflects human perception of the quality of generated
responses. The results show that the proposed TCR achieves

Fig. 4. The BLEU scores for each method. (RQ1).

Fig. 5. The entity accuracy scores for each method. Note that this is the
top-1 accuracy score since only the top ranked venue is leveraged by
text response. (RQ1).

TABLE 1
Human Evaluation Results for Different Methods

Method Fluency Informativeness Ranking

HRED 2.64 2.34 3.08
MultiWOZ 2.74 2.82 2.7
Mem2Seq 3.04 3.06 2.3
ReDial 2.58 2.62 2.8
TopicRNN 3.64 2.78 2.66
TCR 3.96 3.82 1.8

(RQ1)
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the best performance across these various metrics, which indi-
cates that the responses generated by it are more fluent and
informative. We show that the performance improvements of
TCR over the other methods are significant. For example, in
terms of the Fluency score, TCR improves the performance of
response generation by 50.0, 44.5, 30.3, 53.5 and 8.8 percent as
compared to the HRED, MultiWoz, Mem2Seq, Redial and
TopicRNN methods, respectively. Intuitively, at a certain
degree, the BLEU score also reflects how fluent the responses
are. In the results, these two metrics indeed show similar pat-
tern of performance improvements. As detailed before, the
main reason for the superior performance of TCR might be
due to the global topic control mechanism. In real life scenar-
ios, intelligent systems naturally involve solving multiple
tasks, which leads to several topics in the dialogue flow. The
topic control component enables the system to swiftly switch
among topics and generatewithin-topic responses.

At the same time, the Informativeness score shows
whether user queries are properly addressed. It not only
includes the evaluation of recommended venues but also the
information slots appeared in responses such as food type, hotel
price etc. We observe that the general performance pattern
resembles that of the entity accuracy metric. However, the
Informativeness score of TCR is much larger than that of
Mem2Seq. This might be due to the fact that although the
venue entities can re-occur in responses, the value of informa-
tion slots usually require venue specific knowledge.

For the final ranking ofmethods,we find it in general accor-
dance with the Fluency and Informativeness score trends. The
TCR is ranked as the best method, followed by the Mem2Seq
method. It actually points out a future direction to enhance
our method – to make good use of the “re-use” phenomenon.
The reason behind is due to the interactive and updating
nature of dialogues. In the course of dialogue, the user and
agent interact to reach the same level of information awareness
regarding a specific task. Consequently, during the interaction
process, manywords or phraseswill be inevitably repeated by
themduring question answering, requirementmodification or
confirmation etc. Therefore, to encode dialogue history and
decode response directly via HRED might not be sufficient.
Incorporating copy mechanism to give special treatment for
tokens from history as in the Mem2Seq method opens a new
auxiliary road for response generation in dialogues.

4.3 Analysis on Components

In this subsection, we explore the performance and contri-
bution of the major components in our design.

4.3.1 Topic Control of Dialogues (RQ2)

Here we evaluate the performance of the global topic control
component. First of all, we test the performance of removing
the global topic control component while just using the
HRED. The BLEU score degrades to be similar to that of the
HRED baseline. This is as expected, since the encoder and
decoder are generally the same now while the effect from
GCN part is rather limited due to our hard gate mechanism.
For the entity accuracy, the score becomes about 13 percent
lower than that of TCR. It is still better than that of Mem2Seq,
but is much better than that of HRED. It demonstrates that the
major performance gain comes from the effectiveness of GCN
in capturing venue and attribute relations, and the topic con-
trol exerts relatively limited effect on recommendation during
the decoding process.

Also,we test whether the learned topicwords are coherent.
We run the component on dataset with the total topic number
K set to 20. To give a clear view, we show several representa-
tive topic words in Table 2. The first row entries indicate the
estimated topics for their corresponding column of topic
words, where these topic words are top-ranked ones within
each column group. Generally speaking, we observe that
words are grouped together and the top-ranked words show
certain topicmeaningswithin each group.

To further show whether the proposed model can coordi-
nate the contribution of the global topic part and the local
syntactic, we further analyze the probability of words being
assigned to stop words. This is because many words in
utterances are actually stop words which do not belong to
any topic. The generation of stop words are mainly con-
trolled by HRED locally and can largely affect the perfor-
mance of the final model. Therefore, we plotted the HRED
contribution ratios of some sample words in utterances as
in Fig. 6. Basically, we observed that the probability of
words like ‘a’, ‘of’, ‘the’ are relatively high which is desired
as these are common stop words. Other words such as
‘town’, ‘criteria’ are controlled by topic models more thus
the HRED rate is relatively small, which is also desired.

To show whether the global topic control component cor-
rectly captures the overall topic distribution of dialogue ses-
sions, we plot the topic distribution uu of dialogues as shown
in Fig. 7. Two example dialogue sessions are presented, and
both of them are paired with the learned topic distribution.
In the first example, the user asks the agent to book a table
in a cheap Indian restaurant first, then to recommend an
attraction in the center of town. There are two tasks
involved during the dialogue session. Accordingly, the
global topic control component picks up two topics success-
fully. By observing the top-ranked topic words for each
topic indicators, we find that the picked topic 9 refers to

TABLE 2
Representative Topics From theGlobal Topic Control Component

Restaurant Hotel Attraction Taxi

restaurant hamilton region runs
eastern guesthouse shopping vehicle
cantonese convenient modern departures
appeal stayed fabulous campus
vegetarian aylesbray world birmingham
menu warkworth churchhill arriveby
eritrean accommodation christ driving
caribbean arrangements shopping causeway

(RQ2)

Fig. 6. Analysis of the learned stop word indicators. (RQ2).
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restaurant while topic 5 refers to attraction. It demonstrates
the effectiveness of our topic control. Similarly, in the sec-
ond example, the user first wants to find a hotel and then
book the train tickets. There are also two sub-tasks involved
in the dialogue. Thus, two topics are picked up by the
model. We observe that topic 10 corresponds to hotel and
topic 19 corresponds to train. Indeed, when we delve into
individual words, we observe that co-appeared words
might belong to different topics which would possibly
introduce some noise. However, since the process is proba-
bilistic and each word can be assigned to different topics
with different probabilities at the same time, the response
fusion process is affected only slightly.

4.3.2 Venue Recommendation Analysis (RQ3)

In this subsection, we analyze our GCN-based venue recom-
mendation component in detail. To test the need of recom-
menders, we solicit user requirements from utterances using
templates and form database queries (DB-Q) to retrieve ven-
ues. The results are reported in Table 3. For recommenders,
the common user-item interaction situation is abstracted from
the dialogues by treating the dialogue contexts as representa-
tions of users and venue entities as items. This scenario is
used in the NCF method. For ReDial, a user-based autoen-
coder for collaborative filtering (U-Autorec) is leveraged
where venue entities appeared in the same dialogue session
are extracted to form the entity vector.

Table 3 shows that the GCN-based recommender compo-
nent achieves better performance as compared to DB-Q,
ReDial, RippleNet and NCF methods. The low performance
of DB-Q validates the requirement of recommender to handle
complicated interactions. For the ReDial recommender, it
projects the entity appearance vector v of each dialogue ses-
sion into a smaller vector space, then retrieve a new entity vec-
tor v0 with same dimension to minimize the difference
between them. It only models the co-occurrence relationship
among entities. The entity information and the dialogue con-
text information are largely ignored. At the same time, the
entity co-occurrence matrix formed via training dialogue ses-
sions is rather sparse. These factors together lead to its rela-
tively weak performance. Regarding the NCF method, the
dialogue contexts are gathered via HRED to form vector rep-
resentations of users. We adopt a multi-layer perceptron
(MLP) to learn the interaction between user and item features.
Still, the various relationships between venue entities are not
modeled. On the contrary, the GCN-based recommender
component in TCR manages to handle all the three evidence
sources — the venue information, relations between them
and the match to dialogue context. Thus, superior perfor-
mance is achieved. For RippleNet, the “ripples” are only acti-
vated when venues are literally mentioned in the dialogue
which might result in insufficient context information thus
yield lower performance than the GCN one. Our GCN com-
ponent captures structural information in database and helps
to learn good match between dialogue context and venues,
thusmanages to achieve better performance.

5 CONCLUSION

In order to build an intelligent conversational agent that is
capable of various tasks across domains, we proposed a deep
conversational recommender to answer various user queries.

Fig. 7. Inferred topic distribution of two example dialogue sessions. It shows that some of the topics have been picked up depending on the dialogue
content. (RQ2).

TABLE 3
Performance Comparison of Recommenders

Methods DB-Q ReDial NCF RippleNet GCN-based

Top-1 Acc 0.089 0.107 0.188 0.223 0.242
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It is equipped with a global topic control component to adap-
tively generate within-topic responses based on the dialogue
context topics, which narrows down the generation of tokens
in decoding. At the same time, a graph convolutional network
based recommender manages to pop candidates by modeling
the entity information, relations between them and the match
to dialogue history. Based on the results from the two compo-
nents, the final response is generated by incorporating them
via a pointed integration mechanism.We systematically eval-
uated the proposed method on a large-scale multi-domain
conversational dataset. Experimental results showed that the
proposed TCR method outperformed a wide range of base-
lines and demonstrated the effectiveness of it in generating
fluent and informative responses. In future, we will explore
the “re-use” phenomenon to further boost the performance of
response generation.
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