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Abstract

Person re-identification (Re-ID) aims to retrieve person images from a large

gallery given a query image of a person of interest. Global information and

fine-grained local features are both essential for the representation. However,

global embedding learned by naive classification model tends to be trapped in

the most discriminative local region, leading to poor evaluation performance. To

address the issue, we propose a novel baseline network that learns strong global

feature termed as Comprehensive Global Embedding (CGE), ensuring more

local regions of global feature maps to be discriminative. In this work, two key

modules are proposed including Non-parameterized Local Classifier (NLC) and

Global Logits Revise (GLR). The NLC is designed to obtain a score vector of

each local region on feature maps in a non-parametric manner. The GLRmodule

directly revises the logits such that the subsequent cross entropy loss up-weights

the loss assigned to samples with hard-to-learn local regions. The convergence
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of the deep model indicates more local regions (the number of local regions is

manually defined) on the feature maps of each sample are discriminative. We

implement these two modules on two strong baseline methods including the

BagTricks (BOT) [1] and AGW [2]. The network achieves 65.9% mAP, 85.1%

rank1 on MSMT17, 86.4% mAP, 87.4% rank1 on CUHK03 labeled, 84.2% mAP,

85.9% rank1 on CUHK03 detected, and 92.2% mAP, 96.3% rank1 on Market-

1501. The results show that the proposed baseline achieves a new state-of-the-

art when using only global embedding during inference without any re-ranking

technique.

Keywords: person re-identification, baseline, comprehensive

1. Introduction

Person re-identification (Re-ID) aims to associate images of the same person

across non-overlapping camera views. It plays an important role in a number

of practical scenarios of intelligent surveillance systems such as tracking and

person activity analysis. Re-ID is extremely challenging and remains unsolved5

due to various reasons. First of all, under different camera views, a person’s

appearance often changes drastically due to variations on body posture, camera

view, occlusion and lighting conditions. Second, in public places, many people

often wear very similar clothes (e.g., white T-shirt in summer), leading to the

discriminative clues existing in subtle region.10

Early Re-ID works delicate to design hand-crafted features which are invari-

ant to background, viewpoint as well as pose changes, and to conduct robust

distance metric learning such as XQDA [3], KISSME [4]. Recent Re-ID algo-

rithms deploy deep convolutional neural networks (CNNs) to learn deep fea-

tures that are robust to those variations. Top performing methods often learn15

fine-grained embeddings from local image regions, such as spatial stripes [5, 6],

semantic patches [7] and either of them with multiple scales [8] , particularly

effective against partial appearance changes and background clutter [6]. Nev-

ertheless, local features lack global information. Existing methods [8, 9] that
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(b) IDE(a) Input (c) CGE

Figure 1: Saliency maps. (a) is the input image (b) is the IDE feature extracted by ResNet-

50 [10], the local regions 2○, 3○ of which are less discriminative compared with region 1○.

(c) represents our proposed CGE which is comprehensive. The saliency maps are drawn via

taking the maximum of feature maps along the channel dimension [9].

blend global and local clues together should be the optimal choice. A fly in the20

ointment is that naive global feature has the problem of being trapped in the

most discriminative local region.

In this paper, we aim to tackle this problem by proposing a novel baseline

network to learn comprehensive global embedding, ensuring that more local

regions on feature maps are discriminative, as shown in Figure 1. How to realize25

this? We propose to use local discriminative ability to revise the global logits,

thus manipulating the loss value. Specifically, less dicriminative regions (e.g. 2○,

3○ in Figure 1) will enlarge the loss value computed on the global embedding,

thus increasing the gradient and assigning larger weights to these hard samples.

By contrary, if all the pre-defined local regions are discriminative, the loss value30

based on global embedding will decrease and these samples will be assigned

low importance. The convergence of the deep model indicates more regions on

the feature maps of each sample are discriminative. We term the module that

revises global logits as Global Logits Revise (GLR), and the module that obtains

local discriminative ability as Non-parameterized Local Classifier (NLC).35

The idea of making the local regions of the global feature discriminative via

regularization is very similar to random erasing augmentation (REA) [11]. REA
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randomly erases a certain part of an input image. The network has to focus

on other regions to identify the person, which leads to more local areas that

are discriminative in the global feature. Nevertheless, the impact of REA is40

random and in a global statistical sense. By contrast, the regularization effect

of our method is controllable and specific to each training sample. The network

actively adjusts the scale of its gradients to assign larger weights to the samples

that violate the constraint.

From the view of re-weighting, our method is also similar to focal loss [12].45

Focal loss makes a modification on the original cross entropy loss to make hard

negative samples play a leading role in training. The differences between our

method and focal loss lie in two folds. The focal loss relies on the confidence

computed on the global feature to adjust the importance of samples, while our

method makes the adjustment more fine-grained. Instead of classifying samples50

into easy and hard ones, CGE can divide them into the easiest, mid-easy, mid-

hard and hardest. For example, if all the pre-defined local regions of an image are

discriminative, it will be regarded as an easiest sample and assigned the lowest

weight. On the contrary, if all the regions are mis-classified, the sample will be

assigned the highest weight. Second, our method exhibits better performance55

in the Re-ID task according to vast experiments.

To sum up, this is the first work to utilize the discriminativeness of local re-

gions as guidance to directly revise the global logits, ensuring the comprehensive-

ness of global features. Our contribution is thus three-fold. (i) We propose two

novel modules named as Global Logits Revise (GLR) and Non-parameterized60

Local Classifier (NLC). The former module is novel while the latter is similar to

memory [13]. The main difference lies in that CGE uses multiple memory banks

to store the class-wise local features, aiming to measure the discriminative abil-

ity of each region on the global feature maps, which are then used as guidance

in the GLR module to revise the global logits. [13] proposed to use a memory65

bank to store the instance representation vectors of unlabeled data in the area of

domain adaptive Re-ID, aiming to introduce invariance learning. (ii) The pro-

posed baseline is versatile and can be used to enhance various existing Re-ID
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methods based on global features, e.g. BagTricks (BOT) [1] and AGW [2]. (iii)

We conduct extensive experiments on three popular Re-ID benchmarks includ-70

ing Market-1501, CUHK03 and MSMT17. We achieve state-of-the-arts results

on all these datasets with only global embedding during inference without any

re-ranking techniques or auxiliary information such as semantic attributes or

viewpoint information.

2. Related Work75

According to [2], we discuss the feature learning strategies in Re-ID mainly

from three distinct patterns: (1) Global (2) Local and (3) Auxiliary feature.

After that, we will emphasize the main differences between the proposed CGE

and existing methods that (1) apply random erasing augmentation (2) revise

cross entropy loss and (3) introduce attention mechanism.80

2.1. Global feature representation learning

Global feature representation learning extracts a compact global embedding

for each person image. IDE [14] learns global features in a simple identity

classification framework. This method is widely used in the Re-ID community

nowadays. [15] proposed to combine batch-hard triplet loss and classification85

loss based on global features to improve the Re-ID accuracy. BagTricks (BOT)

[1] proposed a bag of tricks including warm-up , random erasing [11], label

smoothing , BNNeck [1] etc., to improve the Re-ID performance based on global

features. AGW [2] designed a new baseline for Re-ID, containing non-local at-

tention block [16], generalized-mean (GeM) pooling and weighted regularization90

triplet (WRT) loss. This method has achieved the state-of-the-arts performance

under multiple Re-ID benchmarks via only global representation.

2.2. Local feature representation learning

Local feature representation learning usually extracts local features either via

roughly-divided stripes [6], pose estimation [17] or human parsing [7]. PCB [6]95

divided the feature maps before the global max pooling layer into several stripes
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to produce local features. Based on PCB, MGN [8] proposed to integrate the

discriminative information obtained from different sizes of partitioned stripes

which are assumed to contain various granularity. Deep-Person [5] applied Long

Short-Term Memory (LSTM) on local features to capture the context informa-100

tion about each identity. PL-Net [9] proposed to compute an individual identity

classification loss on each detected human part, and to concatenate global and

local features to be the final representation of the image. PDC [17] proposed

to align the local features under different poses. ISP [7] proposed to cluster

the pixel-level features to generate pseudo-labels and then re-train the network105

in a self-supervised manner. Recently, some methods introduced Graph Con-

volutional Network (GCN) to capture the local relation among parts, which

has achieved high performances. For example, HLGAT [18] and PGCN [19]

proposed to model both the inter-local and intra-local relation between local

features.110

2.3. Auxiliary feature representation learning

Auxiliary feature representation learning usually makes use of other supervi-

sion including attributes, pseudo-labels or frame stamp information in addition

to identity labels to tackle Re-ID. VA-reID [20] made use of viewpoint pseudo-

labels in a soft manner. st-ReID [21] utilized the spatiotemporal information of115

the input images. [22] added attribute annotations on two large-scale bench-

marks to learn more informative Re-ID embeddings. [23] leveraged the off-the-

shelf dense pose detector to automatically detect “pose annotations”. [24] made

use of texture image as additional supervision generated by the model trained

with synthesized person images.120

2.4. Erasing-related methods

[11] proposed Random Erasing Augmentation (REA) that randomly selects

a rectangle region in an image and erases its pixels with random values or the

mean values of ImageNet [25]. [26] introduced a Batch DropBlock that randomly

drops the same region of all input feature maps in a batch to reinforce the feature125
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learning of the rest local regions. [27] proposed SpatialDropout that zeros out

one(several) certain spatial region(s) on the feature maps. [28] proposed SCSN

to suppress the salient features learned in the previous cascaded stage, and

then to extract other potential salient features in the following stage, aiming

to obtain different clues of pedestrians. The first three methods are all derived130

from dropout. The proposed method differs from them in its controllability

and pertinence. SCSN [28] requires a specific fusion strategy, while our method

directly derives the comprehensive person representation.

2.5. Modifying cross entropy loss

[12] proposed focal loss to reshape the standard cross entropy loss such that135

it down-weights the loss assigned to well-classified examples. Our method ma-

nipulates cross entropy loss in a more fine-grained manner. We divide the train-

ing samples into multiple hardness levels and assign corresponding loss values

according to the discriminative ability of multiple local regions.

2.6. Attention-based methods140

Attention mechanism is widely applied in Re-ID to enhance pedestrian rep-

resentations. HA-CNN [29] extracted spatial attention to be the weights on

different body regions, channel-wise attention to catch the dependency, and hard

attention to yield local stripes. MEMF [30] proposed multi-level attention and

multi-layer feature fusion to enrich the global features. SDN [31] proposed to145

capture inter-image and intra-image correlations to solve the spatial dependency

problem. Whether the Re-ID model introduces spatial, channel-wise, or other

forms of attention, weights need to be calculated to strengthen the naive fea-

tures in the inference stage. However, our method gets rid of such constraints,

since the local region enhancement is conducted in the training of the backbone150

via the proposed GLR and NLC modules. A very recent work DAAF-BoT [32]

proposed to implicitly embed the attention information into the feature maps

without modifying the backbone. They utilized two branches guided by mask

prediction loss and keypoint prediction loss respectively.
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3. Methods155

This section presents the process to learn Comprehensive Global Embedding

(CGE). We first describe the main framework of CGE. Next, the implementa-

tions of two modules including Non-parameterized Local Classifier (NLC) and

Global Logits Revise (GLR) are introduced in detail. Finally, we briefly describe

the loss functions of our method.160

3.1. Overview

The framework of Comprehensive Global Embedding (CGE) is shown in

Figure 2. It mainly consists of five key components including Backbone, Pool-

ing Operations, Classifier, Global Logits Revise (GLR) and Non-parameterized

Local Classifier (NLC).165

• Backbone. A pedestrian image passes through a CNN (e.g., ResNet-50

[10]) to obtain feature maps, denoted as a tensor F ∈ Rh×w×c.

• Pooling Operations. One of two candidate pooling strategies (Global Av-

erage Pooling (GAP) or Generalized-mean Pooling (GeM) [2]) is applied

on F to obtain a compact feature embedding fg ∈ Rc. AAP denotes adap-170

tive average pooling which divides the feature maps into n stripes and then

conducts pooling on each stripe, resulting n local features {fi}ni=1, fi ∈ Rc.

Note that when GeM is applied, the learned exponential parameter is used

in AAP as well in the same way.

• Classifier. A fully-connected (FC) layer is used to transfer the feature175

embedding fg into the global logits p ∈ RN . Here N is the number of

training classes.

• Global Logits Revise. GLR module modifies the global logits, thereby

changing the gradients, which enables samples with hard-to-learn local

regions to have high weights while those with comprehensive global em-180

beddings to have low weights.
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Figure 2: The framework of the proposed CGE. Given a person image x, it is fed into a

backbone network, yielding the feature maps F . We obtain the global embedding fg via

global average pooling (GAP) on F . ‘AAP’ means dividing F into n stripes and conducting

average pooling on each stripe, resulting n local features {fi}ni=1. fg then goes through a

classifier. The output is global logits p. p is then revised by the GLR module. Another input

of GLR module is {wi}ni=1 which comes from the NLC module. Finally, after a Softmax

function, we compute the cross entropy loss based on p̂, as well as the triplet loss on fg .

• Non-parameterized Local Classifier. NLC computes the discriminative

abilities {wi}ni=1 of n local regions on F . The {wi}ni=1 is then used in GLR

module as weights to revise global logits p. The revised one is denoted as

p̂.185

3.2. Non-parameterized Local Classifier

The detailed structure of the proposed Non-parameterized Local Classi-

fier(NLC) module is demonstrated in the middle grey box of Figure 2. Given

the feature map F computed by backbone network from an input pedestrian

image, similar to some part-based methods, we split the initial F into multiple190

horizontal stripes of size h/n×w× c. Here n is the number of local regions. We

apply pooling operation to each of them (e.g. GAP or GeM Pooling [2]), and

obtain part-level features, denoted as {fi}ni=1, fi ∈ Rc.

Memory. The memory M is a feature bank [13] that stores the up-to-date

features of all the classes in the dataset. Given a dataset including N classes,195

we construct a memory M which has N slots. In particular, we design multiple

part-level memories, denoted as {Mi}ni=1,Mi ∈ Rc×N . Each slot of Mi stores

the L2-normalized local feature of each class, whose dimension is c.
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Read Operation. As the word ‘Read’ suggests, we fetch the local fea-

tures of each class from the above-mentioned memory M , to compute the local200

score vectors. We name the memory M as non-parameterized local classifiers.

Specifically, given a local feature fi of sample x with class y, we first compute

the cosine similarities between it and features saved in the memory Mi. Then,

we pass the similarity vector through a Sigmoid function to obtain the weight

vector of fi which is normalized to [0, 1], denoted as wi ∈ RN . For n regions,205

we obtain a set of weight vectors {wi}ni=1. These weight vectors will be used in

the Global Logits Revise (GLR) module.

Write operation. ‘Write’ here means to update the memory M . In the

initialization, we initialize the values of all the features in the memories to zeros.

For an input training sample x with the class y, we obtain the L2-normalized210

local features {∥fi∥2}ni=1, fi ∈ Rc. During the back-propagation, we update the

local features in the memory for the class y through,

Mi,y ← α ∗Mi,y + (1− α) ∗ ∥fi∥2 (1)

where Mi,y is the i-th local feature of class y in the y-th slot of Mi. The hyper-

parameter α ∈ [0, 1] controls the updating rate. Mi,y is then L2-normalized via

Mi,y ← ∥Mi,y∥2.215

3.3. Global Logits Revise

We aim to optimize the network to adaptively extract the comprehensive

feature of a pedestrian. To this end, we apply the Global Logits Revise (GLR)

module. It modifies the global logits by the weights computed from multiple

local regions, aiming to make all of them discriminative. We first introduce the220

forward process of GLR and then its impact in a later paragraph.

Forward. As demonstrated in the right grey box in Figure 2, we modifies

the global logits p by {wi}ni=1 and obtain p̂ before passing p to the loss function.

Specifically, we merge p with n weight vectors {wi}ni=1 of length N via element-

wise product. Each dimension of wi contains a scalar value between 0 and 1225

via Sigmoid function. These vectors are obtained by the NLC, indicating the
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Figure 3: A toy example of the impact of CGE on the learning process. Three paths including

(a), (b), (c) are shown in the figure. Path (a) denotes the baseline without any modification

on the global logits. The final cross entropy loss is 0.20 in this toy example. Path (b) indicates

the case where the input is an easy sample. ‘Easy’ here means the sample can be correctly

classified by any of the single local feature. Thus the value of the true class dimension is

enlarged and the cross entropy loss is reduced. Path (c) indicates the case where the input is

a hard sample. Thus the value of the false class dimension is enlarged, leading to an increase

in the cross entropy loss.

discriminative abilities over all classes of each region on feature map F . More

specifically, to obtain the new global logits p̂, we first compute the element-wise

product ⊙ between n local weights and obtain w.

w = w1 ⊙ w2 ⊙ · · · ⊙ wn (2)

Then we take the n-th root at each dimension of w to prevent the value of p̂230

from being too small, which is not conducive to network optimization. Finally

we merge the original global logits with this weight vector in the following

function.

p̂ = p⊙ w (3)

Impact of GLR. This section discusses the loss values for samples of dif-235

ferent hardness levels (easy/hard) and in different situations (baseline/CGE).
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We use a toy example to explain the impact of CGE behind. As illustrated in

Figure 3, follow the path (a), we derive that the cross entropy loss of baseline

is 0.20, computed on the prediction and label. While following the path (b), we

find the cross entropy loss much lower. The reason is that, for an easy sample,240

the local classifiers can identify the local region correctly, and obtain a high

value on the dimension of the true class (the first dimension is higher in w).

Correspondingly, w increases the value of true class dimension of p, thereby

reducing the loss. However, when following the path (c), the cross entropy loss

is much higher compared with baseline (Path (a)). Since the input sample is a245

hard one, all local classifiers identify it into a wrong class. We can see that the

second dimension of w is the highest, which increases the value of wrong class

dimension of p, thereby increasing the loss by a large margin.

To sum up, GLR module uses discriminative abilities of local regions on

feature map to revise the global logits, thereby influencing the loss, which in250

turn increases the importance of correcting local regions that are mis-classified.

GLR module thus affects the importance assignment of the backbone on samples

during the training process.

3.4. Loss Functions

We implement the CGE onto two baseline methods including BagTricks255

(BOT) [1] and AGW [2]. In these two versions, we adopt cross-entropy loss

with label smoothing [33] and triplet loss with hard sample mining [15]. Note

that Weighted Regularization Triplet (WRT) loss [34] is adopted in AGW [2].

Specifically, for each training sample x, our model computes the global logits

(the revised one) of each label k ∈ {1, 2, · · · , N}, denoted as p̂ ∈ RN . The260

identity label of x is y, and the smoothed label is denoted as ŷ. The cross-

entropy loss ℓxe(x) is computed as follows:

ℓxe(x) = −
N∑

k=1

ŷk log s(p̂k), (4)

12



where k denotes the k-th entry. s(·) denotes the Softmax function. ŷ is the

smoothed label, the k-th entry of ŷ is computed as :

ŷk = (1− ϵ)yk +
ϵ

N
, (5)

where ϵ is a hyper-parameter and is often assigned as 0.1. ℓxe is obtained by265

summing the losses of all training samples.

Secondly, we introduce the triplet loss with hard sample mining for the global

feature fg. We compute the triplet loss as follows:

ℓtri =
1

PK

PK∑
i=1

[m+D(fa
g,i, f

+
g,i)−D(fa

g,i, f
−
g,i)]+, (6)

where []+ = max(·, 0) and m is the margin between the positive and negative

pairs. Specifically, we form batches by randomly sampling P labels, and then270

randomly sampling K images of each label, thus resulting in a batch of P ∗K

images. For each sample in the batch, we select the hardest positive and the

hardest negative sample within the batch to form the triplets for computing

the loss. The representations of the i-th triplet is denoted as (fa
g,i, f

+
g,i, f

−
g,i). D

is the Euclidean distance and is used to compute the distance among feature275

representations. In our experiments, hyper-parameters are set as follows. m is

set to 0. We randomly sample P =16 labels, and K=4 images for each selected

label to form a mini-batch. Note that since we use the PK sampling, when we

conduct the write operation on the memories (mentioned in Section 3.2) in the

NLC module, we first compute the average feature of K instances, and then use280

the average one to update the memory.

Thirdly, we introduce the Weighted Regularization Triplet (WRT) loss. We

compute the WRT loss as follows:

ℓwrt =
1

PK

PK∑
i=1

[log(1 + exp(λ+D(fa
g,i, f

+
g,i)− λ−D(fa

g,i, f
−
g,i)))] (7)

λ+ =
exp(D(fa

g,i, f
+
g,i)∑

f+
g ∈P exp(f+

g )
, λ− =

exp(D(fa
g,i, f

−
g,i)∑

f−
g ∈N exp(f−

g )
(8)

where P is the positive set of anchor image and N is the negative set.285
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Finally, we train the CGE end-to-end with the following objective function

in the BagTricks (BOT) [1] version:

ℓ = λ1ℓxe + λ2ℓtri (9)

The objective function in the AGW [2] version is as follows:

ℓ = λ1ℓxe + λ2ℓwrt (10)

where λ1, λ2 are two hyper-parameters to assign different weights to the cross

entropy loss ℓxe and ℓtri/ℓwrt.290

4. Experiments

We run numerous experiments on three Re-ID benchmarks in order to val-

idate the effectiveness of the proposed CGE. In this section, we first introduce

the benchmarks and the implementation details. Then we conduct ablation

studies to analyze the behavior of CGE as well as evaluating the influence of all295

the hyper-parameters. After that, we show some visualization results to obtain

qualitative analysis results. Finally, we compare our proposed CGE with other

state-of-the-arts methods.

4.1. Datasets and Settings

4.1.1. Datasets300

We evaluate our approach on three widely used Re-ID datasets, i.e., Market-

1501 [35] CUHK03 [36] and MSMT17 [37].

• Market-1501 [35] is collected from six different camera views. It has

32, 668 bounding boxes of 1, 501 identities obtained using a Deformable

Part Model (DPM) person detector. Following the standard splits, we305

use 12, 936 images of 751 identities for training and 19, 281 images of 750

identities in the gallery for testing.

• MSMT17 [37] consists of 4, 101 pedestrians with 126, 441 images cap-

tured by 15 cameras. The training set consists of 1, 041 people, containing
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32, 621 images, and the test set consists of 3, 060 people, containing 93, 820310

images.

• CUHK03 [36] is composed of 1, 467 pedestrians with 14, 097 images cap-

tured by two of ten cameras. The training set consists of 767 people,

containing 7, 365 images, and the test set consists of 700 people, con-

taining 1, 400 query images and 5, 332 gallery images. CUHK03 provides315

manually-labeled and DPM-detected bounding boxes for all images. We

denote the former as ‘CUHK03-L’ and the latter as ‘CUHK03-D’.

4.1.2. Evaluation Metrics

Following related works [38], we use the Cumulative Matching Character-

istic (CMC) curve and the Mean Average Precision (mAP) for performance320

evaluation. For each query, its average precision (AP) is computed from its

precision-recall curve. The mAP is calculated as the mean value of average

precision across all queries. We report the rank1 score to represent the CMC

curve. Rank1 score reflects the retrieval precision, while the mAP reflects the

recall.325

4.1.3. Implementation Details

We will present the implementation details including the backbone model,

pre-processing, training settings and hyper-parameters in this section.

• Model. Fu et al. proved the effectiveness of unsupervised pre-training

in Re-ID [39]. Since we want CGE to work on high-performing baselines,330

we use a ResNet-50 [10] pre-trained on LUPerson (a large scale Re-ID

dataset presented in [39]) with the modified version of MoCo-v2 proposed

in [39] as our backbone network. To make a fair comparison with existing

methods, we also report the results of adopting the ResNet-50 pre-trained

on ImageNet[25] as our backbone. We set the stride of last residual module335

convolution operation to 1 to obtain higher-resolution feature maps [6].
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• Pre-processing. All input images to the backbone are resized as 384 ×

128. Random flipping, random cropping and random erasing [11] are

employed as the data augmentation for training stage.

• Training settings. We set the mini-batch size to 64. Each identity340

contains 4 instance images, so there are 16 identities per batch. All ex-

periments use the Adam optimizer with the base learning rate initialized

to 3.5 × 10−5. With a linear warm-up strategy in first 10 epochs, the

learning rate increases to 3.5 × 10−4. Then, the learning rate is decayed

to 3.5× 10−5 after 40 epochs, and further decayed to 3.5× 10−6 after 90345

epochs. The whole training procedure has 120 epochs. Our network is

trained using one Tesla V100 GPU.

• Hyper-parameters. There are multiple hyper-parameters in the pro-

posed method, i.e., n local regions, α ∈ [0, 1] in Equation (1) controlling

the updating rate, sh indicating the strength of REA, ϵ denoting the350

strength of label smoothing and λ1, λ2 controlling the weights between

cross entropy loss and triplet loss. According to our ablation study, setting

n = 3, sh = 0.4, ϵ = 0.1, λ1 = 1, λ2 = 1 achieves the best performance,

which will be described in detail in the next sub-section. The important

hyper-parameter α in Equation 1 is determined according to an linear355

function α = 1
E ∗ t, where t denotes the current epoch and E denotes the

entire training epochs. The ablation study on α will be described in detail

in the next sub-section as well.

4.2. Ablation Study

In this section, we first analyze the proposed CGE via judging the complexity360

of the benchmarks as well as comparing with the well-known focal loss [12]. Then

we conduct numerous experiments on the hyper-parameters, enabling CGE to

play its best role. Finally, we conduct ablation study on multiple top-performing

Re-ID loss functions as well we whether to revise the feature or logits in the GLR

module.365
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(a) Market-1501 (b) MSMT17

Figure 4: Pie charts of four-level samples on the train sets of two benchmarks. We set n = 3.

4.2.1. Analysis of the CGE

CGE improves more on complex datasets. How to define whether a

dataset is simple or complex? To answer this question, we divide the training

samples of two benchmarks into four levels, i.e., the easiest, mid-easy, mid-hard

and hardest. Specifically, we use the maintained local memory banks {Mi}3i=1 to370

classify the samples based on the corresponding local region. If the sample can

be correctly classified according to all single local regions, we will regard it as an

easiest one. Apparently, if the sample cannot be correctly classified by any local

region, we regard it as a hardest one. The mid-easy ones are defined as samples

can be correctly classified by any two local regions and the mid-hard ones are375

those can be correctly classified by one local region. We compute the proportion

of these four-level samples on Market-1501 and MSMT17. The pie charts are

shown in Figure 4. According to Figure 4, the proportions of the easiest sam-

ples are 82.1% and 72.0% respectively on two benchmarks. The corresponding

improvements on mAP%/rank-1% of CGE compared with baseline UPT-BOT380

are 2.4%/0.6% and 5.3%/3.8% (shown in Table 9). The experimental results

are reasonable. Since when easy samples play a leading role, the image can be

correctly matched based on any single local feature. It is impossible to highlight

the important impact of the comprehensiveness of the global feature on Re-ID

17



(a) (b)

Figure 5: Left: Cumulative distribution functions of the normalized loss for training samples

on MSMT17. ‘UPT-BOT’ denotes the BOT [1] model pre-trained by UPT [39]. ‘FL’ means

focal loss [12] and ‘CGE’ is the proposed method. Right: Ablation study on the number of

local regions n on MSMT17. The red dash line denotes the mAP(%) of UPT-BOT+FL and

the grey dash line denotes the mAP(%) of baseline.

performance.385

Comparison with focal loss. To understand the proposed CGE better,

we analyze the empirical distribution of the loss as well as the prediction results

of three converged models: the baseline model UPT-BOT [1], UPT-BOT+FL

(FL means focal loss [12]) and the proposed CGE.

For the train set of MSMT17, we compute the cross entropy loss of UPT-390

BOT, the focal loss of UPT-BOT+FL and the revised cross entropy loss (when

n = 3) of CGE. We normalize each loss such that it sums to one. Given the

normalized loss, we sort the loss from the lowest to the highest and plot the

cumulative distribution function (CDF) respectively, according to [12]. Cumu-

lative distribution functions are shown in Figure 5a. Firstly, we compare the395

blue and orange line in Figure 5a. As stated in [12], focal loss (FL) makes the

model pay more attention to hard samples, since the vast majority of the loss

comes from a small fraction of samples. The same phenomenon can be found

by comparing the blue and green line, which validates the effectiveness of the

proposed CGE. When comparing the green and orange lines, we can draw some400
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Figure 6: The training loss of CGE when n = 12 on Market-1501.

interesting conclusions. These two lines have a staggered point. This means

that the so-called hard samples in focal loss contain both the mid-hard and

hardest samples (illustrated by Figure 4), indicating that FL may not be able

to distinguish between these two types of samples. However, CGE assigns more

weight to the hardest samples than the mid-hard ones. The phenomenon that405

the vast majority of the loss comes from a small fraction of samples is more

obvious in CGE than in focal loss. In other words, CGE makes a more fine-

grained division of the importance of samples than focal loss. Note that though

with larger γ in focal loss, the green line will be more towards the lower right

corner of the coordinate system, better Re-ID performance is not guaranteed.410

According to our numerous experiments, when α = 0.5, γ = 1.0, focal loss per-

forms the best. The mAP and rank-1 are 56.81% and 79.08%, the improvement

over baseline is 2.46% and 1.39%; thus we draw the green curve with this set of

hyper-parameters.
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n=12
mAP 88.5%

rank-1 95.3%

n=6
mAP 89.6%

rank-1 95.8%

n=3
mAP 90.8%

rank-1 95.9%

(a) varying n for CGE

n=12

M1 22.2% M4 1.6% M7 0.1% M10 0.1%

M2 55.0% M5 10.4% M8 0.0% M11 0.0%

M3 86.3% M6 27.4% M9 0.1% M12 0.0%

n=6

M1 50.2% M4 1.9%

n=3

M1 96.6%

M2 93.5% M5 3.6% M2 97.1%

M3 87.6% M6 0.9% M3 91.9%

(b) precision of {Mi}ni=1 on the train set

Table 1: Ablation experiments for CGE on Market-1501. If not specified, default

backbone is ResNet-50 pretrained by [39].

4.2.2. Impact of the hyper-parameters415

Varying the number of local regions. The proposed CGE introduces

one new hyper-parameter i.e., the number of local regions n on feature maps.

n depicts the degree of sophistication in the importance assignment process.

The ablative results are shown in Figure 5b, Table 1 and Table 2. According to

Figure 5b, when n = 1, 2, 3, the performances of CGE are all superior to focal420

loss. CGE performs best when n = 3. However, when n = 4, 5, 6, the accuracy

drops. We suppose the reason is that there are no discriminative clues within a

very small stripe of some samples, misleading the network to assign them with

high weights. To validate the supposition, we compute the precision of each

non-parameterized local classifier, i.e., {Mi}ni=1. The results are shown in Table425

1b. When n = 12, the precision of some local classifiers is inaccurate, e.g.,

M10,M11,M12, which is close to 0. These local logits are not helpful to revise

the global logits. Instead, they mislead the backbone to assign wrong weights

to samples. The ablative results of n on Market-1501 are shown in Table 1a.

We can see that when n is too large, e.g., n = 12, the Re-ID performance is430

inferior, though the model converges even when n = 12 (shown in Figure 6).

On Market-1501, we achieve the best performance when n = 3 as well.

To validate that the local regions on global feature maps of CGE are more

discriminative than those of the baseline, we report the comparison results of

precision on the most complex benchmark, i.e., MSMT17. The results are shown435
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Local classifier CGE CGE wo. GLR

M1 97.8% 97.2%

M2 92.3% 91.6%

M3 82.0% 79.5%

Table 2: Precision of {Mi}3i=1 on the train set of MSMT17.

sh mAP% Rank-1%

0.1 53.59 79.11

0.2 56.41 80.13

0.3 57.34 80.34

0.4 57.73 80.08

0.5 56.05 78.74

0.6 55.58 77.43

(a) varying sh for REA

[11]

ϵ mAP% Rank-1%

0.00 56.73 78.97

0.05 57.66 79.52

0.10 57.73 80.08

0.15 56.01 79.08

0.20 54.87 78.39

0.25 54.65 78.51

(b) varying ϵ for label

smoothing [33]

λ1 λ2 mAP% Rank-1%

1.0 1.0 57.73 80.08

0.9 0.1 56.13 79.24

0.8 0.2 57.10 79.79

0.7 0.3 57.29 79.80

0.6 0.4 56.95 79.74

0.4 0.6 56.55 79.20

(c) varying λ1, λ2 for ℓxe, ℓtri

Table 3: Ablation experiments for CGE on MSMT17. If not specified, default backbone

is ResNet-50 pretrained by [39]. (a) The strength of REA (via adjusting the value of sh) has

an impact on the performance of CGE. Other hyper-parameters in REA are: p = 0.5, sl =

0.02, re = 0.3. (b) The strength of label smoothing also influences CGE. ϵ denotes the tiny

weights assigned to false classes. (c) Different weights of the cross entropy loss and triplet

loss.

in Table 2. We can see that the discriminative ability of the third local region

is improved in CGE.

Varying the strength of random erasing. The performance of CGE is

influenced by the strength of random erasing. If we replace too many regions on

images with random values, the local logits will mislead the backbone as well.440

However, REA is effective in Re-ID since it eliminates the potential occlusion

problem during inference. The trade-off between its advantage and disadvantage

should be well balanced via tuning the hyper-parameter sh in REA. The ablative

results are reported in Table 3a. We can see that when sh is set to 0.4, the model

achieves the best mAP.445

Varying the strength of label smoothing. The performance of CGE is
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α
Market-1501 MSMT17

mAP% Rank-1% mAP% Rank-1%

1
E ∗ t 90.8 95.9 59.7 81.5

e−5∗( 1−t
E )2 89.8 95.8 57.7 80.1

0.01 89.7 95.4 57.1 79.6

Table 4: The ablative results of α in Equation 1 on Market-1501 and MSMT17.

influenced by the strength of label smoothing. Label smoothing is designed to

prevent the network from making over-confident predictions on the true class. It

assigns small values which is denoted as ϵ to the dimensions of the false classes.

The ablative results of varying ϵ for label smoothing is shown in Table 3b. We450

can see that ϵ = 0.10 shows both the best mAP and rank1 accuracy.

The effect of λ1, λ2. The balance coefficients λ1, λ2 in Equation 9 and

Equation 10 control the importance of the cross entropy loss (with revised global

logits in the proposed GLR module) and the triplet loss. The ablative results

on λ1, λ2 are shown in Table 3c. We set different values for λ1, λ2, to evaluate455

the performance of the proposed CGE. We can see that when λ1 = 1, λ2 = 1,

the model achieves the best performance.

The effect of α. The α in Equation 1 controls the updating rate, which is an

important hyper-parameter. We report the results of three different strategies.

The first strategy is to linearly increase the α as follows:460

α =
1

E
∗ t (11)

where t denotes the current epoch, and E denotes the number of total training

epochs. The second strategy is to exponentially decay the α as follows:

α = e−5∗( 1−t
E )2 (12)

The third strategy is to fix the α as 0.01. The ablative results are shown in

Table 4. We can see from Table 4 that the first strategy achieves the best

performance. Thus the we adopt it in all our following experiments.465
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Loss
BOT [1] CGE-BOT (proposed)

mAP% rank1% mAP% rank1%

CE 85.2 94.4 87.2 (↑2.0) 95.0 (↑0.6)

CE+Sphere [45] 85.0 94.2 86.0 (↑1.0) 94.5 (↑0.3)

CE+Triplet [15] 86.3 94.4 88.0 (↑1.7) 95.0 (↑0.6)

CE+Lifted [41] 87.0 94.2 88.0 (↑1.0) 94.6 (↑0.4)

CE+Instance [42] 85.2 94.0 87.6 (↑1.4) 95.0 (↑1.0)

CE+Contrast [43] 85.9 94.0 87.3 (↑1.4) 94.5 (↑0.5)

CE+Circle [44] 87.1 94.1 88.4 (↑1.3) 94.9 (↑0.8)

Table 5: The ablative results of loss functions on Market-1501. ‘CE’ here denotes the cross

entropy loss with label smoothing.

4.2.3. Impact of the loss functions

To validate whether the proposed method is compatible with some top-

performing loss functions in Re-ID. We conduct ablation study on loss functions

including Sphere [40], Lifted [41], Instance [42], Contrast [43] and Circle [44]

loss, on the BOT baseline and the proposed CGE baseline. Note that the hyper-470

parameter in Sphere loss is: m = 4, and those in Circle loss are: γ = 2,m = 0.25.

The results are reported in Table 5.

We can see that the proposed CGE improves the mAP of all the models by

more than 1%. These results validate that CGE is well compatible with existing

top-performing loss functions in Re-ID.475

4.2.4. Feature-level or logits-level

Since we revise the global logits instead of the feature, we suspect whether

feature-level revise can also take effect. To conduct feature-level revise, we add a

convolutional layer to convert the channel of the output feature from ResNet-50

to the number of classes (e.g. 751 on Market-1501). Then we use the weights480

from the NLC module to revise each feature map, followed by global average

pooling on each feature map. The comparison between feature-level and logits-

level revise is shown in Table 6. We can see the improvement brought by revising

the feature is inferior to that brought by refining the global logits.
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Methods
BOT [1] CGE-BOT (proposed)

mAP% rank1% mAP% rank1%

Feature 83.0 92.6 83.8 (↑0.8) 92.9 (↑0.3)

Logits 85.9 94.5 88.0 (↑2.1) 95.0 (↑0.5)

Table 6: The comparison between revising the feature and global logits on Market-1501.

4.3. Qualitative analysis485

We compare the Saliency maps of the global image representation of UPT-

BOT [1] and CGE on three benchmarks in Figure 7. Comparing the second and

the third column in Figure 7, we can see that naive global features are trapped in

the most discriminative local region, reflected in that only a single location has

large values. Note that the Saliency maps are drawn via taking the maximum490

of feature maps along the channel dimension [9]. Larger activation values mean

more contribution to the loss. However, the CGE is better, manifested in that

is has multiple hot areas which are highly activated.

4.4. Scalability

We suspect the proposed CGE can be extended to other retrieval tasks495

such as vehicle re-identification which also focuses on shape; thus we conduct

experiments on the vehicle re-identification benchmark: VeRi.

VeRi contains over 50, 000 images of 776 vehicles captured by 20 cameras.

The training set consists of 576 vehicles, containing 37, 778 images, and the test

set consists of 200 vehicles, containing 1, 678 query images and 11, 579 gallery500

images.

In terms of the baseline, we adopt the BagTricks (BOT) [1]. The pre-

processing, training settings and hyper-parameters are the same with those

adopted in Re-ID task. The results are shown in Table 7. We can see that

the proposed CGE is also effective in the vehicle re-identification task. We505

may infer that the proposed CGE will be effective in some other shape-related

retrieval tasks.
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MSMT17

Market-1501

(a)
 (b)example #1 example #2
 (a)
 (b)

CUHK03

Figure 7: The saliency maps of global image representation F . The backbone is trained by

(a) UPT-BOT [1]; (b) CGE (ours)

4.5. Comparison with State-of-the-Arts Methods

Table 9 compares our CGE method to the state-of-the-arts (SOTA) respec-

tively on three benchmarks including Market-1501, MSMT17 and CUHK03.510

The table is divided into two blocks i.e., Local and Global. We mainly com-

pare the proposed CGE with global representation learning methods. Our CGE

is a general training approach, and we plug it in some of the SOTA baselines

including BagTricks (BOT) [1] and AGW [2] to validate its efficiency and gen-

erality. Note that we enhance BagTricks (BOT) and AGW with unsupervised515

pre-training [39] and term the model as UPT-BOT and UPT-AGW (Table 9 in
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Methods mAP% rank1%

BOT 73.9 93.6

BOT+CGE (proposed) 76.2 (↑2.3) 94.9 (↑1.3)

Table 7: The scalability of the proposed CGE on vehicle re-identification benchmark:

VeRi [46].

Training details Ye et al. [2] Fu et al. [39]

image size 256× 128 384× 128

lr decay steps [40,70] [40,90]

BNNeck [1] feature after before

Table 8: The difference of AGW implemented by Ye et al. [2] and Fu et al. [39] on MSMT17.

bold). We also plug CGE in the ImageNet pre-trained BagTricks (BOT) and

AGW to make fair comparisons.

Market-1501 As shown in Table 9, on Market-1501, when adopting the

ImageNet pre-trained BOT and AGW, the CGE versions achieve 2.1% and520

2.3% mAP improvements respectively. On the high-performing baseline, i.e.,

UPT-BOT and UPT-AGW, the CGE versions achieve 2.4% and 0.4% mAP

improvements respectively.

MSMT17 As for MSMT17 which is the largest benchmark, the improve-

ments are larger. CGE gets 4.1% better than BOT and 6.7% better than AGW525

on mAP. As for UPT-BOT and UPT-AGW, the improvements on mAP are 5.3%

and 4.0% respectively. Note that the performance of AGW re-implemented by

us on MSMT17 is superior to the that of the original version. Our experiments

are based on the code released by Fu et al. [39]. We show the differences between

this version and the original one in Table 8.530

CUHK03 As shown in Table 9, on both the CUHK03 labeled and detected

datasets, the proposed CGE improves the baselines by a large margin. CGE

achieves state-of-the-arts performance on CUHK03 via only adopting the global

feature.

26



Table 9: Comparison with state-of-the-arts methods on Market-1501, MSMT17 and CUHK03.

The results are shown in mAP%/rank1%. The red font represents the best performance in

the corresponding block while the blue font denotes the second best. The Bold indicates the

baseline models and the Italics are our re-implemented results. ‘-BNNeck’ denotes the novel

structure proposed by Luo et al. [1].

Methods Backbone Market-1501 MSMT17 CUHK03-L CUHK03-D

L
o
ca
l

PCB [6] (2018) ResNet-50 81.6/93.8 - - 57.5/63.7

Auto [47] (2019) Searched 85.1/94.5 52.5/78.2 73.0/77.9 69.3/73.3

MGN [8] (2018) ResNet-50 86.9/95.7 - 67.4/68.0 66.0/66.8

st-ReID [21] (2019) ResNet-50 87.6/98.1 - - -

DSA [23] (2019) ResNet-50 87.6/95.7 -

SAN [24] (2020) ResNet-50 88.0/96.1 55.7/79.2 76.4/80.1 74.6/78.4

ISP [7] (2020) HRNet [48] 88.6/95.3 - 74.1/76.5 71.4/75.2

LFS-ReID [49] (2022) ResNet-50 89.4/95.8 62.3/82.6 - 73.6/76.9

UPT-MGN [39] (2021) ResNet-50 91.0/96.4 65.7/85.5 74.7/75.4 -

VA-reID [20] (2020) SeResNext 91.7/96.2 - - -

HLGAT [18] (2021) ResNet-50 93.4/97.5 73.2/87.2 - 80.6/83.5

PGCN [19] (2021) ResNet-50 94.8/98.0 - 83.6/86.7 -

G
lo
b
al

OSNet [50] (2019) OSNet [50] 84.9/94.8 52.9/78.7 - 67.8/72.3

BOT [1] (2019) ResNet-50-BNNeck 85.9/94.5 53.3/77.0 65.0/66.5 62.7/65.6

BDB [26] (2019) ResNet-50 86.7/95.3 - 76.7/79.4 73.5/76.4

AGW [2] (2021) ResNet-50-BNNeck 87.8/95.1 57.8/81.1 73.0/74.6 69.7/71.1

DAAF-BoT [32] (2022) ResNet-50 87.9/95.1 - 67.6/69.0 63.1/64.9

UPT-BDB [39] (2021) ResNet-50 88.1/95.3 52.5/79.1 79.6/81.9 -

BOT [1] (2019) IBN-Net50-a 88.2/95.0 - - -

UPT-BOT ResNet-50-BNNeck 88.4/95.3 54.4/77.7 76.3/77.5 73.6/74.2

SCSN [28] (2020) ResNet-50 88.5/95.7 58.5/83.8 84.0/86.8 81.0/84.7

SONA [51] (2019) ResNet-50 88.8/95.6 - 79.2/81.4 77.3/79.9

SCAL [52] (2019) ResNet-50 89.3/95.8 - 72.3/74.8 68.6/71.1

MEMF [30] (2021) ResNet-50 89.5/96.1 59.8/82.9 73.6/76.7 70.9/74.1

SDN [31] (2022) ResNet-50 89.6/95.8 - 77.2/80.1 74.5/76.9

UPT-AGW ResNet-50-BNNeck 91.8/96.2 61.9/82.2 82.3/83.2 79.0/79.8

CGE(ours)+ BOT ResNet-50-BNNeck 88.0/95.0 (↑2.1/0.5) 57.4/80.5 (↑4.1/3.5) 74.1/76.7 (↑9.1/10.2) 70.6/72.8(↑7.9/7.2)

CGE(ours)+UPT-BOT ResNet-50-BNNeck 90.8/95.9 (↑2.4/0.6) 59.7/81.5 (↑5.3/3.8) 82.7/84.0 (↑6.4/6.5) 79.9/81.9 (↑6.3/7.7)

CGE(ours)+ AGW ResNet-50-BNNeck 90.1/95.6 (↑2.3/0.5) 64.5/83.9 (↑6.7/2.8) 78.1/79.8 (↑5.1/5.2) 75.0/77.4 (↑5.3/6.3)

CGE(ours)+UPT-AGW ResNet-50-BNNeck 92.2/96.3 (↑0.4/0.1) 65.9/85.1 (↑4.0/2.9) 86.4/87.4 (↑4.1/4.2) 84.2/85.9 (↑5.2/7.6)
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5. Conclusions535

Naive global features tend to being trapped in the most discriminative local

region. To tackle this problem, we design a novel network to ensure more local

regions on the global feature maps of each sample to be discriminative. To

realize this, two novel modules are proposed to up-weight the samples within

hard-to-learn local regions. We found that the proposed method is especially540

effective on complex datasets such as MSMT17 and CUHK03. We improve the

baseline mAP on MSMT17 and CUHK03 labeled by 4.0% and 4.1% respectively.

The mechanism behind is that we revise the global logits according to the local

discriminativeness, which increases the value of true class dimension for an easy

sample thus decreasing the loss and increases the value of false class dimension545

for a hard sample thus increasing its importance. The converge of the model

indicates more local regions are highly activated.

The strength of this method is: it imposes the constraints on the compre-

hensiveness of global feature into the training process. During inference, the

backbone as well as the pedestrian embedding is succinct.550

The weakness of this method is: the optimal number of local regions is three

according to the experimental results, since we cannot guarantee the precision

of non-parameterized local classifiers when the number of local regions becomes

larger. By the way, we validate the comprehensiveness of the global feature via

qualitative analysis; quantitative improvement need to be confirmed.555

In the future, we plan to explore effective strategies to measure the im-

portance of more fine-grained local regions (i.e., pixel-wise, group of pixels),

aiming to further improve the comprehensiveness of the global feature. We

speculate that embedding some beneficial properties into the training process

of pedestrian representation is an encouraging future direction, which will lead560

to succinct reference process.

To sum up, our work in this paper emphasizes on increasing the comprehen-

siveness of global features via enlarging the weights of samples within hard-to-

learn local regions. The proposed method achieves state-of-the-arts performance

28



on multiple Re-ID benchmarks with only global features during inference. We565

hope that more works will be conducted based on our CGE to further improve

the performance of retrieval tasks, since the global features learnt by CGE is

more comprehensive.
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