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Contrastive Transformer-based Multiple
Instance Learning for Weakly Supervised Polyp

Frame Detection

Yu Tian1,2, Guansong Pang3, Fengbei Liu1, Yuyuan Liu1, Chong Wang1,
Yuanhong Chen1, Johan W Verjans1,2, and Gustavo Carneiro1

1 Australian Institute for Machine Learning, University of Adelaide
2 South Australian Health and Medical Research Institute

3 Singapore Management University

Abstract. Current polyp detection methods from colonoscopy videos
use exclusively normal (i.e., healthy) training images, which i) ignore the
importance of temporal information in consecutive video frames, and ii)
lack knowledge about the polyps. Consequently, they often have high
detection errors, especially on challenging polyp cases (e.g., small, flat,
or partially visible polyps). In this work, we formulate polyp detection
as a weakly-supervised anomaly detection task that uses video-level la-
belled training data to detect frame-level polyps. In particular, we pro-
pose a novel convolutional transformer-based multiple instance learning
method designed to identify abnormal frames (i.e., frames with polyps)
from anomalous videos (i.e., videos containing at least one frame with
polyp). In our method, local and global temporal dependencies are seam-
lessly captured while we simultaneously optimise video and snippet-level
anomaly scores. A contrastive snippet mining method is also proposed
to enable an effective modelling of the challenging polyp cases. The re-
sulting method achieves a detection accuracy that is substantially better
than current state-of-the-art approaches on a new large-scale colonoscopy
video dataset introduced in this work. Our code and dataset will be pub-
licly available upon acceptance.

Keywords: Polyp Detection · Colonoscopy · Weakly-supervised Learn-
ing · Video Anomaly Detection · Vision Transformer

1 Introduction and Background

Colonoscopy has become a vital exam for colorectal cancer (CRC) early diagno-
sis. This exam targets the early detection of polyps (a precursor of colon cancer),
which can improve survival rate by up to 95% [9,18,21,22,25]. During the proce-
dure, doctors inspect the lower bowel with a scope to find polyps, but the quality
of the exam depends on the ability of doctors to avoid mis-detections [18]. This
can be alleviated by systems that automatically assist doctors detect frames con-
taining polyps from colonoscopy videos. Nevertheless, accurate polyp detection
is challenging due to the variable appearance, size and shape of colon polyps and
their rare occurrence in an colonoscopy video.
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One way to mitigate polyp detection challenges is with fully supervised train-
ing approaches, but given the expensive acquisition of fully labelled training sets,
recent approaches have formulated the problem as an unsupervised anomaly de-
tection (UAD) task [4, 13, 20, 24]. These UAD methods [4, 13, 20, 24] are trained
with only normal training images and videos, and abnormal testing images and
videos that contain polyps are detected as anomalous events. However, UAD
approaches do not use training images or snippets (i.e., a set of consecutive
video frames) containing polyps, so they are ineffective in recognising polyps of
diverse characteristics, especially those that are small, partially visible, or ir-
regularly shaped. As shown in a number of recent studies [15, 16, 19, 21, 23, 28],
incorporating some knowledge about anomalies into the training of anomaly de-
tectors has improved the detection accuracy of hard anomalies. For example,
weakly-supervised video anomaly detection (WVAD) [19,23,28] relies on video-
level labelled data to train detection models. The video-level labels only indicate
whether the whole video contains anomalies or not, which is easier to acquire
than fully-labelled datasets with frame-level annotations. The WVAD formula-
tion is yet to be explored in the detection of polyps from colonoscopy, but it
is of utmost importance because colonoscopy videos are often annotated with
video-level labels in real-world datasets.

Most existing WVAD methods [7,19,23,28,30] rely on multiple instance learn-
ing (MIL), in which all snippets in a normal video are treated as normal snippets,
while each abnormal video is assumed to have at least one abnormal snippet. This
approach can utilise video-level labels to train an anomaly-informed detector to
find anomalous frames, but MIL methods often fail to select rare abnormal snip-
pets in anomalous videos, especially the challenging abnormal snippets that have
subtle visual appearance differences from the normal ones (e.g., small and flat
colon polyps or frames with partially visible polyps–see Fig. 2). Consequently,
they perform poorly in detecting these subtle anomalous snippets. Moreover, the
WVAD methods above are trained on individual images, ignoring the important
temporal dependencies in colonoscopy videos that can be explored for a more
stable polyp detection performance.

In this paper, we introduce the first WVAD method specifically designed
for detecting polyp frames from colonoscopy videos. Our method introduces a
new contrastive snippet mining (CSM) algorithm to identify hard and easy nor-
mal and abnormal snippets. These snippets are further used to simultaneously
optimise video and snippet-level anomaly scores, which effectively reduces detec-
tion errors, such as mis-classifying snippets with subtle polyps as normal ones,
or normal snippets containing feces and water as abnormal ones. The explo-
ration of global temporal dependency is also incorporated into our model with
a transformer module, enabling a more stable anomaly classifier for colonoscopy
videos. To resolve the poor modelling of local temporal dependency suffered by
the transformer module [27], we also propose a convolutional transformer block
to capture local correlations between neighbouring snippets. Our contributions
are summarised as follows:

– To the best of our knowledge, this is the first work to tackle polyp detection
from colonoscopy in a weakly supervised video anomaly detection manner.
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– We propose a new transformer-based MIL framework that optimises anomaly
scores in both snippet and video levels, resulting in more accurate anomaly
scoring of polyp snippets.

– We introduce a new contrastive snippet mining (CSM) approach to identify
hard and easy normal and abnormal snippets, where we pull the hard and
easy snippets of the same class (i.e., normal or abnormal) together using a
contrastive loss. This helps improve the robustness in detecting subtle polyp
tissues and challenging normal snippets containing feces and water.

– We propose a new WVAD benchmark containing a large-scale diverse colonoscopy
video dataset that combines several public colonoscopy datasets.

Our extensive empirical results show that our method achieves substantially
better results than six state-of-the-art (SOTA) competing approaches on our
newly proposed benchmark.

2 Method

Our method is trained with a set of weakly-labelled videos D = {(Fi, yi)}|D|i=1,
where F ∈ F ⊂ RT×D represents pre-computed features (e.g., I3D [3]) of di-
mension D from T video snippets, and y ∈ Y = {0, 1} denotes the video-level
annotation (yi = 0 if Fi is a normal video and yi = 1 otherwise), with each video
being equally divided into a fixed number of snippets. Our method aims to learn
a convolutional transformer MIL anomaly classifier for the T snippets, as in
rθ,φ : F → [0, 1]T , where this function is decomposed as rθ,φ(F) = sφ(fθ(F)),
with fθ : F → X being the transformer-based temporal feature encoder param-
eterised by θ (with X ⊂ RT×D) and sφ : X → [0, 1]T denoting the MIL anomaly
classifier, parameterised by φ, to optimise snippet-level anomaly scores.

2.1 Convolutional Transformer MIL Network

Motivated by the recent success of transformer architectures in analysing the
global context of images [6] and videos [1], we propose to use a transformer
to model the temporal information between the snippets of colonoscopy videos.
Standard transformer without convolution [6] cannot learn the local structure
between adjacent snippets, which is important for modelling local temporal rela-
tions because adjacent snippets are often highly correlated [19,24,28]. Hence, we
replace the linear token projection of the transformer by convolution operations.
More specifically, we follow [27] and adopt the depth-wise separable 1D convolu-
tion [5] on the temporal dimension, as shown in Fig. 1(b). As shown in Fig. 1(a),
the encoder comprises N convolutional transformer blocks that produce the final
temporal feature representation X = fθ(F).

2.2 Transformer-based MIL Training

The training of our model comprises a joint optimisation of a transformer-based
temporal feature learning, a contrastive snippet mining (CSM) that is used to
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Fig. 1: (a) The architecture of our method consists an I3D [3] snippet feature
extractor and a Convolutional Transformer MIL Network. The I3D features are
considered as snippet feature tokens to the transformer to predict snippet-wise
anomaly scores using a snippet classifier. The Cls token is applied for a video
classifier to predict if a video contains anomalies. The output features from the
transformer are utilised to mine hard and easy snippets from normal and ab-
normal videos. The anomaly scores and hard/easy snippet representations are
optimised by three proposed losses in (1). (b) The proposed Temporal Convolu-
tional Transformer Layer replaces the linear projection with depthwise separable
convolution (DW Conv1D) [5].

train a CSM-enabled MIL classifier, and a video-level classifier, with

θ∗, φ∗, γ∗ = arg min
θ,φ,γ

`cnt(D; θ) + `snp(D; θ, φ) + `vid(D; θ, γ) + `reg(D; θ, φ) (1)

where `cnt(.) denotes a contrastive loss that uses the mined hard and easy normal
and abnormal snippet features, `snp(.) is a loss function to train the snippet
classifier sφ(.) using the top k snippet-level anomaly scores from normal and
abnormal videos, `vid(.) is a loss function to train the video classifier to predict
whether the video contains anomalies, θ, φ and γ are respectively parameters of
`cnt(.), `snp(.) and `vid(.), and the regularisation loss is defined by

`reg(D; θ, φ) =
∑

(Fi,yi)∈D

α

(
1

T

T∑
t=2

(ỹi(t)− ỹi(t− 1))2

)
+β

(
1

T

T∑
t=1

|ỹi(t)|

)
, (2)

with ỹi(t) ∈ [0, 1] denoting the anomaly classifier output for the tth snippet
from ỹi = sφ(fθ(Fi)). Note that in (2), the first term is a temporal smoothness
regularisation, given that anomalous and normal events tend to be temporally
consistent [19], the second term is the sparsity regularisation formulated based on
the assumption that anomalous snippets are rare events in abnormal videos, and
α and β are the hyper-parameters that weight both terms. Below, we describe
the training of the video-level classifier, the snippet classifier, and the snippet
contrastive loss.
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Video Classifier Training. The video classifier is trained from a binary
cross entropy loss to estimate if a video shows a polyp using the video-level
labels. The loss `vid(.) from (1) is the binary cross entropy loss defined as

`vid(D; θ, γ) = −
∑

(Fi,yi)∈D

(
yi log(vγ(fθ(Fi)) + (1− yi) log(1− vγ(fθ(Fi)))

)
, (3)

where vγ : X → [0, 1] is the video level anomaly classifier parameterised by γ.
Snippet Classifier Training. The snippet classifier is optimised by training

a top k ranking loss function using a set that contains the k snippets with
the largest anomaly scores from sφ(F) in (1). More specifically, we propose the
following loss `snp(.) from (1) that maximises the separability between normal
and abnormal videos:

`snp(D; θ, φ) =
∑

(Fi,yi)∈D,yi=1
(Fj ,yj)∈D,yj=0

max (0, 1− gk(sφ(fθ(Fi))− gk(sφ(fθ(Fj)))) , (4)

where gk(.) returns the mean anomaly score from sφ(.) of the top k snippets
from a video [12,23].

Contrastive Snippet Mining. To make anomaly classification robust to
hard normal and abnormal snippets, we propose the following novel snippet
contrastive loss:

`cnt(D; θ) = `c(DHA,DEA,DEN ; θ) + `c(DHN ,DEN ,DEA; θ), (5)

where DHA and DEA represent sets of hard and easy abnormal snippets, while
DHN and DEN denote sets of hard and easy normal snippets,

`c(DHA,DEA,DEN ; θ) =
∑

Fi∈DHA,Fj∈DEA log
exp[ 1

τ fθ(Fi)
>fθ(Fj)]

exp[ 1
τ fθ(Fi)

>fθ(Fj)]+
∑

Fm∈DEN exp[ 1
τ fθ(Fi)

>fθ(Fm)]
,

(6)
and in a similar way we compute `c(DHN ,DEN ,DEA; θ). The idea explored
in (5) is to pull together easy and hard snippet features in X from the same
class (normal or abnormal) and push apart features from different classes.

The selection of DHN ,DEN ,DHA,DEA and their incorporation into our MIL
learning framework is one key contribution of this work to address the poor de-
tection accuracy of hard anomalous snippets in existing WVAD methods. Specif-
ically, for abnormal videos, we first classify each of their T snippets with ŷ(t) =
(ỹ(t) > ε), where ỹ = sφ(fθ(F)). We then identify the temporal edge snippets and
missed pseudo abnormal snippets as hard anomalies DHA. For temporal edge de-
tection, we use the erosion operator to subtract the original and eroded sequences
and locate such transitional edge snippets, which are considered as hard anoma-
lies (See Fig. 2 - temporal edge detection), and inserted into DHA. For locating
the missed pseudo abnormal snippets, we assume that a subtle anomalous event
(i.e., a small/flat polyp) happens in a region of K consecutive snippets when R

K
(majority) of them have ŷ(t) = 1, where K and R are respectively the hyper-
parameters to control the temporal length of the pseudo abnormal region and
the ratio of the minimum number of the abnormal pseudo snippets inside that
region. The incorrectly predicted normal snippets inside abnormal regions (i.e.,
missed abnormal snippets in Fig. 2) are also inserted intoDHA as hard anomalies.
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Fig. 2: Hard abnormal snippet mining algorithm
to select temporal edge snippets and missed
pseudo abnormal snippets. Those two types of
hard anomalies represent: 1) transitional frames
where polyps may be partially visible, or 2) sub-
tle (i.e., small and flat) polyps that can lead to
incorrect low anomaly scores.

This hard anomaly selec-
tion process is motivated by
the following two main ob-
servations: 1) subtle abnor-
mal snippets from anomalous
videos share similar charac-
teristics to normal snippets
(i.e., small and flat polyps)
and consequently have low
anomaly scores, and this can
be easily identified from the
adjacent abnormal snippets
with higher anomaly scores
since abnormal frames con-
taining polyps are often con-
tiguous; and 2) the transi-
tional snippets between nor-
mal and abnormal events of-
ten contain noise such as wa-
ter, endoscope pipe or partially visible polyps, so they are unreliable and can
lead to inaccurate detection.

Hard normal (HN) snippets (e.g., healthy frames containing water and feces)
are collected by selecting the snippets with top k anomaly scores from normal
videos since normal videos do not have any abnormalities, so the ones with
incorrectly predicted higher scores can be deemed as hard normal. For easy
snippet mining, we hypothesise that the snippets with the smallest k anomaly
scores from normal videos and the snippets with top k anomaly scores from
abnormal videos are easy normal (EN) and easy abnormal (EA).

3 Experiments and Results

3.1 Dataset

To form a real-world large-scale video polyp detection dataset, we collected
colonoscopy videos from two widely used public datasets: Hyper-Kvasir [2] and
LDPolypVideo [14]. The new dataset contains 61 normal videos without polyps
and 102 abnormal videos with polyps for training, and 30 normal videos and 60
abnormal videos for testing. The videos in the training set have video-level la-
bels and the videos in testing set contain frame-level labels. This dataset contains
over one million frames and has diverse polyps with various sizes and shapes,
making it one of the largest and most challenging colonoscopy datasets in the
field. The dataset setup will be publicly available upon paper acceptance.

3.2 Implementation Details

Following [19, 23], each video is divided into 32 video snippets, i.e., T = 32.
For all experiments, we set k = 3 in (4). The 2048D input tokens are extracted
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Method Publication AUC AP

DeepMIL [19] CVPR’18 89.41 68.53
GCN-Ano [30] CVPR’19 92.13 75.39
CLAWS [29] ECCV’20 95.62 80.42
AR-Net [26] ICME’20 88.59 71.58

MIST [7] CVPR’21 94.53 72.85
RTFM [23] ICCV’21 96.30 77.96

Ours 98.41 86.63

Table 1: Comparison of frame-level AUC and AP performance with other SOTA
WVADs on colonoscopy dataset using the same I3D feature extractor.

from the ’mix 5c’ layer of the pre-trained I3D [10] network. Note that the I3D
network is not fine-tuned on any medical dataset. For the transformer block, we
set the number of heads to 8, depth of transformer blocks to 12, and use a 3 ×
1 DW Conv1D. α and β in (2) are both set to 5e − 4. Our method is trained
in an end-to-end manner using the Adam optimiser [11] with a weight decay of
0.0005 and a batch size of 32 for 200 epochs. The learning rate is set to 0.001.
Following [19,23], each mini-batch consists of samples from 32 randomly selected
normal and abnormal videos. The method is implemented in PyTorch [17] and
trained with a NVIDIA 3090 GPU. The overall training times takes around 2.5
hours, and the mean inference time takes 0.06s per frame – this time includes
the I3D extraction time. For all baselines, we use the same I3D backbone and
benchmark setup as ours.

3.3 Evaluation on Polyp Frame Detection

Baselines. We train six SOTA WVAD baselines: DeepMIL [19], GCN-Ano [30],
CLAWS [29], AR-Net [26], MIST [7], and RTFM [23]. The same experimental
setup as our approach is applied to these baselines for fair comparison.
Evaluation Measures. Similarly to previous papers [8, 19], we use the frame-
level area under the ROC curve (AUC) as the evaluation measure. Given that the
AUC can produce optimistic results for imbalanced problems, such as anomaly
detection, we follow [15,28] and use average precision (AP) as another evaluation
measure. Larger AUC and AP values indicate better performance.
Quantitative Comparison. We show the quantitative comparison results in
Table 1. Our model achieves the best 98.4% AUC and 86.6% AP and outperforms
all six SOTA methods by a large margin. We obtain a maximum 10% and a
minimum 2% AUC improvement, and a maximum 18% and a minimum 6%
AP improvement over the second best approaches. Our method substantially
surpasses the most recent WVAD approach RTFM [23] by 8% AP.
Qualitative Comparison. In Fig. 3, we show the anomaly scores produced by
our model for test videos from our polyp detection dataset. As illustrated by
the orange curves, our model can effectively produce small anomaly scores for
normal snippets and large anomaly scores for abnormal snippets. Our model is
also able to detect multiple anomalous events (e.g., videos with two polyp event
occurrences - first figure in Fig 3) in one video. Also, our model can also detect
the subtle polyps (middle figure in Fig 3).
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Fig. 3: Anomaly scores (orange curve) of our method on test videos. Pink areas
indicate the labelled testing abnormal events.

top-k (`snp) CTE `vid `cnt AUC AP

X 92.88 71.96
X X 94.92 79.56
X X X 96.74 82.88
X X X X 98.41 86.63

Table 2: Ablation studies for polyp frame detection. The linear network with
top-k MIL ranking loss is considered as the baseline, and CTE denotes the
Convolutional Transformer Encoder.

3.4 Ablation Study

Tab. 2 shows the contribution of each component of our proposed method on
the testing set. The baseline top-k MIL network, trained with `snp, achieves
92.8% AUC and 71.9% AP. Our method obtains a significant performance gain
by adding the proposed convolutional transformer encoder (CTE). Adding the
video classifier, represented by the loss `vid(.), boosts the performance by about
2% AUC and 3% AP. The proposed hard/easy snippet contrastive loss, denoted
by the loss `cnt(.), further improve the performance (e.g., increasing AP by about
4%), indicating the effectiveness of addressing the hard anomaly issues.

4 Conclusion

We proposed a new transformer-based MIL framework as a robust anomaly clas-
sifier for detecting polyp frames in colonoscopy videos. To the best of our knowl-
edge, our method is the first to formulate polyp detection as a weakly-supervised
video anomaly detection problem, and also to introduce transformer to explore
global temporal dependency between video snippets. We also proposed a novel
and effective contrastive snippet mining (CSM) to enable an effective learning of
challenging abnormal polyp frames (i.e., small and partially visible polyps) and
normal frames (i.e., water and feces). The resulting anomaly classifier showed
SOTA results on our proposed large-scale colonoscopy dataset. Despite the re-
markable performance on detecting polyp frames, our model may fail for online
inference due to the transformer self-attention operation. We plan to further
investigate the online self-attention techniques in future work.
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