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An improved K-nearest-neighbor algorithm for text categorization

Shengyi Jiang ⇑, Guansong Pang, Meiling Wu, Limin Kuang
School of Informatics, Guangdong University of Foreign Studies, 510420 Guangzhou, China
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a b s t r a c t

Text categorization is a significant tool to manage and organize the surging text data. Many text catego-
rization algorithms have been explored in previous literatures, such as KNN, Naïve Bayes and Support
Vector Machine. KNN text categorization is an effective but less efficient classification method. In this
paper, we propose an improved KNN algorithm for text categorization, which builds the classification
model by combining constrained one pass clustering algorithm and KNN text categorization. Empirical
results on three benchmark corpora show that our algorithm can reduce the text similarity computation
substantially and outperform the-state-of-the-art KNN, Naïve Bayes and Support Vector Machine classi-
fiers. In addition, the classification model constructed by the proposed algorithm can be updated incre-
mentally, and it has great scalability in many real-word applications.

� 2011 Elsevier Ltd. All rights reserved.

1. Introduction

Text categorization is the process of assigning predefined cate-
gories to text documents. Text categorization task is to approxi-
mate the unknown target function: D� C ! fT; Fg (that describes
how documents ought to be classified), where D ¼ fd1; d2;d3; . . . ;

djDjg is a domain of documents and C ¼ fc1; c2;c3; . . . ; cjCjg is a set
of predefined categories. A value of T assigned to < dj; ci > indi-
cates a decision to document dj under ci, while a value of F indi-
cates a decision not to document dj under ci (Sebastiani, 2002).
With the exponential growth of online information, how to orga-
nize text data efficiently and effectively has become an important
problem. Text categorization is a significant tool to solve this
problem.

In recent years, text categorization techniques have drawn great
attention and been widely used in many applications. A number of
surveys had comprehensive introductions to text categorization
(Sebastiani, 2002; Su, Zhang, & Xu, 2006) and numerous text cate-
gorization techniques have been proposed in the literature, for in-
stance, decision tree (Apte, Damerau, Sholom, & Weiss, 1994), KNN
(Guo, Wang, & Bell, 2004), Naïve Bayes (NB) (Frank & Bouckaert,
2006), neural network (NNet) (Ruiz & Srinivasan, 2002), (Rocchio,
1971), Support Vector Machine (SVM) (Chen & Hsieh, 2006), cen-
troid-based approaches (Tan, 2008). Meanwhile, text categoriza-
tion has been widely used in email spam filtering (Blanzieri &
Bryl, 2008), opinion mining and sentiment analysis (Ye, Zhang, &
Law, 2009).

Nowadays the major challenges of text categorization in solving
real-world problems are hierarchical classification, imbalance cor-
pus classification, classifying massive text data efficiently, etc (Su
et al., 2006). There is a complicated and interconnected relation be-
tween categories in multi-categories classification issue. To further
understand this relation, multiple hierarchical text classifications
have been explored (Esuli, Fagni, & Sebastiani, 2008; Hao, Chiang,
& Tu, 2007). When traditional text categorization algorithm
encounters an imbalance document corpus, its performance de-
creases gravely. In dealing with skewed category distribution, the
robustness of KNN and SVM is better than NB, Rocchio and NNet
(Yang & Liu, 1999). In order to enhance the robustness of KNN,
KNN with adaptive weight adjusted strategies based on the num-
ber and distribution of training text samples are proposed. It im-
proves the KNN algorithm performance when dealing with
imbalance corpus (Hao, Tao, & Xu, 2009; Tan, 2005).

KNN is a simple but effective method for text categorization,
but it has three fatal defects: first, the complexity of its sample
similarity computing is huge; second, its performance is easily af-
fected by single training sample, such as noisy sample; third, KNN
does not build the classification model since it is a lazy learning
method. As a result, it is not suited in many applications well,
where data is updated dynamically and required rigorously in
real-time performance, such as email spam filtering. Many
researchers sought ways to reduce the complexity of KNN, which
can be divided into three methods generally: reducing the dimen-
sions of vector text (Vries, Mamoulis, & Nes, 2002); reducing the
amount of training samples (Li, & Hu, 2004); expediting the pro-
cess of finding K nearest neighbors (Aghbari, 2005; Wang & Wang,
2007).

In this paper, we propose an improved KNN algorithm for text
categorization (INNTC). We obtain classification model by
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employing constrained one pass clustering algorithm (Jiang
ShengYi, 2006), which uses the least distance principle to con-
strainedly divide training text samples into hyper spheres with
almost the same radius (i.e., threshold r). Then, we employ KNN ap-
proach to classify the test text collections based on the obtained
model. INNTC builds the classification model, which reduces the test
similarity computing complexity substantially and whittles the im-
pact of its performance affected by single training sample. Mean-
while, INNTC is an incrementally modeling algorithm, which can
update its classification model dynamically. Our empirical results
on the Reuters-21578, Fudan Univ. text categorization corpus and
the email spam filtering benchmark corpus demonstrate that INNTC
significantly outperforms KNN and more effective and robust than
NB and SVM.

The rest of this paper is organized as follows: in Section 2 we
describe the traditional KNN algorithm and outline the algorithm
we propose. Section 3 describes the empirical results. Section 4 dis-
cusses and concludes the paper.

2. Improved K-nearest-neighbor algorithm for text
categorization

KNN and SVM have much better performance than other classi-
fiers (Yang & Liu, 1999). However, KNN is a sample-based learning
method, which uses all the training documents to predict labels of
test document and has very huge text similarity computation. As a
result, it cannot be widely used in real-world applications. To
tackle this problem, we propose an improved KNN algorithm for
text categorization based on one pass clustering algorithm and
KNN algorithm.

2.1. Traditional K-nearest-neighbor algorithm for text categorization

The process of KNN algorithm is as follows: given a test docu-
ment x, find the K nearest neighbors of x among all the training
documents, and score the category candidates based the category
of K neighbors. The similarity of x and each neighbor document
is the score of the category of the neighbor document. If several
of the K nearest neighbor documents belong to the same category,
then the sum of the score of that category is the similarity score of
the category in regard to the test document x. By sorting the scores
of the candidate categories, system assigns the candidate category
with the highest score to the test document x. The decision rule of
KNN can be written as:

f ðxÞ ¼ arg max
j

Scoreðx;CjÞ ¼
X

di2kNN

simðx; diÞyðdi;CjÞ;

where f(x) is the label assigned to the test document x; Score(x, Cj)
is the score of the candidate category Cj with respect to x; sim (x, di)
is the similarity between x and the training document di;
y(di, Cj) � {0, 1} is the binary category value of the training
document di with respect to Cj (y = 1 indicates document di is part
of category Cj, or y = 0).

This approach is effective, non parametric and easy to imple-
ment. However, its classification time is long and the accuracy is
severely degraded by the presence of noisy training document.

2.2. Improved K-nearest-neighbor algorithm for text categorization
based on clustering

We use VSM (Vector Space Model) (Salton, Wong, & Yang, 1975)
to represent the documents. In this model, each document is consid-
ered to be a vector in the term-space. Per-word weight of the docu-
ment is computed using TFIDF (Salton & Buckley, 1988). INNTC
obtains classification model by using constrained one pass

clustering algorithm. Then, we employ KNN approach to classify
the test text collections. The details of our algorithm are described
as follows:

2.2.1. Step 1: Build classification model based clustering
Clustering is a process of partitioning data into clusters of sim-

ilar objects. It is an unsupervised learning process of hidden data.
In text clustering, it assumes the similarity degree of the content
of the documents in the same cluster is the most, while in different
clusters to the least. Therefore, to preprocess the documents using
clustering is useful for discovering the distribution and structure of
corpus. The state-of-the-art clustering approaches were reported
in the thorough survey (Jain, Murty, & Flynn, 1999). A majority of
clustering algorithms proposed in previous literatures cannot han-
dle large and high-dimensional data. However, incremental clus-
tering algorithms with less time consuming can deal with it,
since they are non-iterative and scan corpus in single pass. One
pass clustering algorithm is a kind of incremental clustering algo-
rithm with approximately linear time complexity. To build the
classification model with the training text documents, we use
one pass clustering algorithm to constrainedly cluster the text col-
lections. The details about the clustering are described as follows:

(1) Initialize the set of clusters m0, as the empty set, and read a
new text p.

(2) Create a new cluster with the p; its label is regarded as the
label of the new cluster.

(3) If no texts are left in the text collections, go to (6), otherwise
read a new text p, compute the similarities between p and all
the clusters C in m0 using the cosine function, and find the
cluster C0

i in m0 that is closest to the text p. Namely, find a
cluster C0

i in m0, such that simðp;C0
i ÞP simðp;CÞ for all C in

m0.
(4) If simðP;C0

i Þ < r or the label of text p difference from the
label of the nearest cluster, go to (2).

(5) Merge text p into cluster ðC0
i Þ and update the weight of

words of cluster C0
i ; go to (3).

(6) Stop clustering, get the clustering results
m0 ¼ fC0

1;C
0
2;C

0
3; . . . ;C0

ng; each cluster in m0 is consisted of
weighted words and cluster label, and m0 is the classification
model.

During the clustering processes, each cluster is represented as
cluster vector in accordance with the centroid vector for each clus-
ter. The strategy of updating the words weights of the clusters in
step (5) is described as follows:

wjþ1
c0

i
ðtÞ ¼

wj
c0

i
ðtÞ � jc0

i j þwðtÞp
jc0

i j þ 1
;

where wjþ1
c0

i
ðtÞ indicates the new weight of word t in cluster C0

i ;wj
c0

i
ðtÞ

is the weight of word t in cluster C0
i ; w(t)p is the weight of word t in

text p; jc0
i j is the number of texts contained in cluster C0

i .

2.2.2. Step 2: Text categorization
Since KNN is an effective method, we integrate KNN method to

classify the test documents by using the obtained classification
model. The details about the categorization are described as fol-
lows: given a test document x, score each cluster in m0 with respect
to x using the following formula, and assign the label of the cluster
with the highest score to the test document x.

f ðxÞ ¼ argmax
j

ClusterScoreðx;CjÞ ¼
X

C0
i 2kNN

simðx;C0
i ÞyðC

0
i ;CjÞ;

where f(x)is the label assigned to the test document x;
ClusterScore(x, Cj) is the score of the candidate category Cj with
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respect to x; simðx; C0
i Þ is the similarity between x and the cluster C0

i

in model m0; yðC0
i ; CjÞ 2 f0;1g is the cluster C0

i with respect to Cj

(y = 1 indicates cluster C0
i is part of category Cj, or y = 0).

2.2.3. Step 3: Updating the classification model
Incrementally update the model m0 ¼ fC0

1;C
0
2;C

0
3; . . . ;C0

ng with
the new training corpus by the method of setting up the model,
and obtain the new classification model.

INNTC builds the classification model using constrained one
pass clustering algorithm, it changes the learning way of KNN algo-
rithm. The number of the clusters obtained by constrained cluster-
ing is much less than the number of training samples. As a result,
when we use KNN method to classify the test documents, the text
similarity computation is substantially reduced and the impact of
its performance affected by single training sample is also whittled.

Many previous text categorization algorithms are hard to or
cannot update their classification model dynamically, such as NB,
so they need to rebuild the model if new training documents are
given. However, the size of text data is huge and increases
constantly in the real-world applications, and rebuilding model is
very time-consuming. INNTC is an incrementally modeling
algorithm, which can update its classification model quickly based
on the new training samples. It is valuable in practical applications.

2.3. Selecting clustering threshold r

The threshold r may influence the quality of clustering and the
time-efficiency of the algorithm. As r increases, both the number of
produced clusters and time-costing will increase. In order to gain a
reasonable and relative stable threshold r, we employ sampling
techniques (Jiang, Song, & Hui, 2006) to determine the threshold.
The details are described as follows:

Step 1: Choose randomly N0 pairs of texts in the corpus.
Step 2: Compute the similarities between each pair of texts.
Step 3: Compute the average ex of similarities from Step 2.
Step 4: Selecting r as e � ex, where e P 1.

When N0 reaches a higher value, ex remains stable. In our exper-
iments, we choose N0 = 8000. The value of threshold r is closely re-
lated to the size of corpus and its application areas. The empirical
results show that it gets a high quality clustering results and good
classification performance when e is selected in [3, 10], the detail
about the value of e is given in Chapter 3.1.

3. Evaluations

In this section, we use Reuters-21578, Fudan Univ. text catego-
rization corpus and Ling-Spam email spam filtering corpus to
evaluate our algorithm. The environment settings of our empirical
computer are as follows: Pentium(R) D CPU 2.80 GHz, 2.79 GHz,
1.00 GB; Operation System is Microsoft Windows XP SP2.

Many evaluation metrics in text categorization are used
(Sebastiani, 2002). We use F1 and Macro-F1 (Lewis, Schapire, & Call-
an, 1996; Tan, 2005) to measure our algorithm performance. The
details about F1 and Macro-F1 are described as follows:

F1 ¼
2� r � p

r þ p
;

where F1 combines recall (r) and precision (p) into a single measure,
Macro-F1 is the average of all individual category F1 values. We use
F1 and Macro-F1 to evaluate the classifier performance for individual
category and the whole corpus respectively.

In the email spam filtering, weighted accuracy (WAcc), total
cost ratio (TCR), spam recall (SR), spam precision (SP), SF1 (the

combination of SR and SP) are widely used to evaluate the spam fil-
ter performance (Androutsopoulos, Koutsias, & Chandrinos, 2000a;
Androutsopoulos, Paliouras, & Karkaletsis, 2000b; Koprinska, Poon,
& Clark, 2007; Sakkis, Androutsopoulos, & Paliouras, 2001). The
details about the metrics are described as follows:

WAcc ¼ kNS!S þ NL!L

kNS þ NL
; WErrb ¼ NS

kNS þ NL
;

WErr ¼ kNL!S þ NS!L

kNS þ NL
; WAccb ¼ kNL

kNS þ NL
;

TCR ¼WErrb

WErr
¼ NS

kNL!S þ NS!L
; SR ¼ NS!S

NS!S þ NS!L
;

SP ¼ NS!S

NS!S þ NL!S
; SF1 ¼

2� SR� SP
SRþ SP

;

where NS and NL are corresponding to the number of spam mes-
sages and legitimate messages; NY?Z is the number of messages
in category Y that the filter classified as Z; WErr, WAccb and WErrb

is the weighted error rate, baseline accuracy and baseline error rate
respectively; TCR is the proportion of baseline error rate and
weighted error rate, greater TCR indicates better performance; k
indicates cost sensitive ratio. Since our algorithm is not a cost-sen-
sitive classifier, in our experiment k is assigned to 1.

3.1. Datasets and parameter settings

Reuters-215781 is a standard benchmark for text categorization.
The Reuters-21578 collection contains 21578 documents and 135
categories appeared on the Reuters news wire in 1987. We use the
ModApte split version of Reuters-21578 and select the seven most
frequent Reuters categories as our evaluation corpus. Stop words
were removed using stop word list.2 In this corpus, e is assigned to
8. The details about the subset we choose are described in Table 1.

The Fudan Univ. text categorization corpus3 is from Chinese nat-
ural language processing group in Department of Computer Informa-
tion and Technology in Fudan University. The collection contains 20
categories: 9804 training documents and 9833 test documents. The
proportion of training documents and test documents is approxi-
mately 1:1, and the whole corpus is used in this paper. During pre-
processing, we use the ICTCLAS2009 Chinese word segmentation to
filter preposition, conjunction, pronoun, interjection, auxiliary parti-
cle, particles of speech stop words. In this experiment, e is assigned
to 9. The details about this corpus are described in Table 2.

Ling-Spam4 corpus contains 2893 messages collected from a mod-
erated mailing list on profession and science of linguistics: 2412 legit-
imate messages and 481 spam messages (16.6%). Four versions of this
corpus are given depending on whether stemming and stop word list
were used. Each of these versions is partitioned into 10 stratified folds
in order to facilitate evaluation using 10-fold cross validation. We use
the lemm version (only stemming) and e = 3 in this experiments.

3.2. Performance analysis on two text categorization benchmarks

We use F1 and Macro-F1 to evaluate our algorithm performance
on Reuters-21578 and Fudan Univ. text categorization corpus. We
have a comparative study with the performance of INNTC and KNN
with the different K values, and their best performances are se-
lected to compare with NB and SVM. The classification results on
Reuters-21578 and Fudan Univ. text categorization corpus with

1 Reuters-21578 is available at http://archive.ics.uci.edu/ml/databases/reu
ters21578/.

2 Stop word list is available at http://download.csdn.net/source/1568518.
3 Fudan Univ. text categorization corpus is available at http://www.nlp.org.cn/

docs/download.php?doc_id=294.
4 Ling-Spam is available at http://nlp.cs.aueb.gr/software_and_datasets/

lingspam_public.tar.gz.
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the different K values are shown in Fig. 1 and 2. The comparisons
with NB and SVM are shown in Tables 1 and 2. The results listed in
Tables 1 and 2 and Figs. 1 and 2 are the best results we get for each
algorithm in our experiments.

Fig. 1 shows that the INNTC classifier performance is much
better than KNN classifier in most of the different K values. It has
about 2.16% improvement in average performance. The KNN
performance exceeds INNTC only when K is 1 and 10. However,
K is not selected as 1 in KNN, since the classification result of
KNN is easily affected by noisy samples, and the Macro-F1 value
of KNN is slightly better than INNTC when K is 10. The INNTC
and KNN achieve their best classification results when K is 45

and 10 respectively, in that case, the INNTC Macro-F1 value is
88.50%, 2.54% higher than KNN.

Fig. 2 demonstrates that INNTC classifier significantly outper-
forms KNN classifier in most of the different K values except K is
1. It has about 4.13% improvement in average performance. INNTC
reaches the best result 75.12%, 3.27% higher than KNN.

In Table 1, the four classifiers all perform well in most individ-
ual categories and INNTC gets the largest Macro-F1 value. The re-
sults indicate that INNTC has the best performance over other
three classifiers on the whole.

In Table 2, the results show that INNTC performs much better
than KNN and NB on most individual categories and yields better

Table 1
The details about the seven most frequent categories and its classification results.

Categoryname Train Test INNTC (K = 45) KNN (K = 10) F1 value NB F1 value SVM F1 value

Cluster vectors Compression ratio F1 value

ACQ 1650 719 686 58.42% 0.9360 0.8998 0.9674 0.9608
Corn 181 56 41 77.35% 0.9126 0.8870 0.9444 0.8807
Crude 389 189 119 69.41% 0.7821 0.8235 0.8429 0.7930
Earn 2877 1087 915 68.20% 0.9643 0.9500 0.9843 0.9799
Interest 347 131 70 79.83% 0.9143 0.8945 0.9231 0.9243
Ship 197 89 98 50.25% 0.7364 0.6503 0.6154 0.6115
Trade 369 117 120 67.48% 0.8872 0.8943 0.8561 0.8739

6010 2388 2049 65.91% 0.8850 0.8597 0.8843 0.8628

Table 2
The details about the Fudan Univ. corpus and its classification results.

Category name Train Test INNTC(k = 10) KNN (k = 5) F1 value NB F1 value SVM F1 value

Cluster vectors Compression ratio F1 value

C11-Space 640 642 199 68.91% 0.9038 0.8927 0.8967 0.9406
C15-Energy 32 33 18 43.75% 0.6250 0.6154 0.0000 0.5000
C16-Electronics 27 28 20 25.93% 0.4444 0.5641 0.0000 0.4500
C17-Communication 25 27 18 28.00% 0.7755 0.7556 0.0714 0.6250
C19-Computer 1357 1358 469 65.44% 0.9500 0.9443 0.9540 0.9626
C23-Mine 33 34 23 30.30% 0.7586 0.6349 0.0000 0.7317
C29-Transport 57 59 41 28.07% 0.8929 0.7429 0.0656 0.7250
C3-Art 740 742 191 74.19% 0.9237 0.9244 0.8683 0.9217
C31-Enviornment 1217 1218 388 68.12% 0.8863 0.8692 0.9166 0.9474
C32-Agriculture 1021 1022 196 80.80% 0.9337 0.9221 0.8689 0.9363
C34-Economy 1600 1601 302 81.13% 0.8836 0.8980 0.8757 0.9231
C35-Law 51 52 39 23.53% 0.8548 0.8880 0.0000 0.4516
C36-Medical 51 53 41 19.61% 0.6022 0.6190 0.0000 0.4746
C37-Military 74 76 45 39.19% 0.7500 0.6429 0.0260 0.6458
C38-Politics 1024 1026 273 73.34% 0.5263 0.5574 0.8674 0.8851
C39-Sports 1253 1254 339 72.94% 0.8585 0.8463 0.9002 0.9501
C4-Literature 33 34 30 9.09% 0.3256 0.2051 0.0000 0.1111
C5-Education 59 61 46 22.03% 0.4211 0.1408 0.0000 0.4286
C6-Philosophy 44 45 27 38.64% 0.5507 0.4928 0.0000 0.5205
C7-History 466 468 265 43.13% 0.6806 0.6555 0.6503 0.7626

9804 9833 2970 69.71% 0.7512 0.7185 0.4590 0.7011

Fig. 1. The classification results with different k values in Reuters-21578. Fig. 2. The classification results with different k values in Fudan Univ. corpus.
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performance than SVM on most minority categories, it indicates
that INNTC has better generalization ability than SVM. Since NB ex-
tremely depends on the category prior probability, it has the worst
performance in this skewed corpus. Note that INNTC attains the
largest Macro-F1 value, 3.27%, 29.22%, and 5.01% higher than
KNN, NB and SVM.

In Tables 1 and 2, the ‘‘Cluster vectors’’ sub-column of INNTC
column lists the number of clusters in classification model m0

achieved by Step 1. ‘‘Compression ratio’’ sub-column lists the com-
pression ratio between cluster vectors and training documents. The
results illustrate that INNTC obtains small F1 value with low com-
pression ratio on most minority categories. In large-scale corpus
with imbalance multi-categories, such as Fudan Univ. text catego-
rization corpus, INNTC has large movements in the compression
ratios and F1 values of the categories While INNTC classifier has
relatively stable performances on Reuter corpus.

Table 3 demonstrates the comparison of INNTC, Rocchio and
kNNModel algorithms. kNNModel is an improved KNN text
categorization by integrating standard KNN and Rocchio algorithm
(Guo et al., 2004). The results of Rocchio and kNNModel are from
(Guo et al., 2004), while its experiment is based on balance corpus
(it chooses 200 documents for each category of seven most frequent
Reuters categories to constitute their experimental corpus). We can
find that INNTC has much better performance than kNNModel and
Rocchio. Note that INNTC gets this classification result upon extreme
imbalance corpus with respect to the balance corpus used by Guo.

In Table 4, the total time cost of INNTC classification upon Fu-
dan Univ. corpus is approximately 66% of KNN. INNTC total classi-
fication time on Reuter corpus exceeds KNN for the following
reason: the test documents scale of Reuter corpus is very small
with respect to its relative large-scale training documents, so that
INNTC takes much more time to build the classification model than
the classification time. However, we can build the classification
model off-line, while the classification stage requires rigorously
in its efficiency in real-world applications. Comparing with KNN,
INNTC just takes about 59% and 46% time averagely to classify
the test documents of Reuter corpus and Fudan Univ. corpus with
the different K values. The results illustrate that INNTC is more effi-
cient in classify stage and has much better applicability and scala-
bility than KNN.

3.3. Performance analysis on Ling-Spam benchmark

The number of messages in Ling-Spam is small compared to
Reuters-21578 and Fudan Univ. text categorization corpus. Here,

we use 10-fold stratified cross validation (Kohavi, 1995) to increase
the confidence of experimental results. Our experiments show that
INNTC achieves the best results when K is 10, so we have a compar-
ison with INNTC (K = 10), Random Forest (RF), Decision Trees (DT),
KNN (TiMBL), NB, SVM, Stacking and Outlook Patterns spam filters
on Ling-Spam email spam corpus.

Table 5 lists the constrained one pass clustering and classifica-
tion results on Ling-Spam. The total compression ratio and macro
average F1 reach to 57.87% and 0.9876 respectively. The results
illustrate that INNTC performs steadily with relative stable com-
pression ratios and F1 values.

Table 6 demonstrates that INNTC classifier achieves impressive
SR and SP, so that it significantly outperforms Outlook patterns,
Stacking, RF, DT, KNN, NB, SVM classifiers over SF1, accuracy and
TCR.

To measure the classification performance of INNTC incremen-
tal modeling and its applicability, we build the classification model
incrementally on Ling-Spam benchmark and also use 10-fold strat-
ified cross validation to evaluate it. The details about the incremen-
tal modeling experiment are described as follows:

Step 1: Choose randomly one unused fold messages of the corpus
(ten folds) as the test message samples and the rest nine
folds messages are used as the training message samples.

Step 2: If nine folds training message samples are all used for
training, go to Step 5.

Step 3: Select one unused fold of the training message samples to
train (build or update) the classification model.

Table 3
The comparison of INNTC, kNNModel and Rocchio algorithms.

Category name INNTC Rocchio kNNModel

Acq 0.9360 0.8403 0.8608
Corn 0.9126 0.8774 0.9185
Crude 0.7821 0.8451 0.8472
Earn 0.9643 0.9039 0.8945
Interest 0.9143 0.8084 0.8326
Ship 0.7364 0.8622 0.8673
Trade 0.8872 0.8164 0.8000
Macro F1 0.8850 0.8505 0.8601

Table 4
The efficiency test of INNTC and KNN.

Corpus Reuters-21578 Fudan Univ. corpus

Time cost (minutes) Modeling time + Classification time Total Modeling time + Classification time Total
INNTC 3.18 + 2.82 6.00 66.75 + 155.8 222.55
KNN 0.00 + 4.86 4.86 0.00 + 339.33 339.33

Table 5
The details about the Ling-Spam corpus and its filtering results.

Category name Origin messages Cluster
vectors

Compact
ratio

F1

Train Test Total

Legitimate
messages

2171 241 2412 936 56.89% 0.9960

Spam messages 433 48 481 141 67.44% 0.9647
Total 2604 289 2893 1097 57.87% 0.9876

Table 6
The 10-cross validation classification results of eight classifiers on Ling-Spam1.

Algorithm SR SP SF1 Acc. TCR

INNTC 0.9647 0.9958 0.9800 0.9934 25.33
NB 0.8235 0.9902 0.8992 0.9693 5.41
Outlook Patterns 0.5301 0.8793 0.6614 0.9098 1.84
TiMBL (10-NN) 0.3454 0.9964 0.5130 0.8908 1.52
TiMBL (1-NN) 0.8527 0.9592 0.9028 0.9689 5.35
TiMBL (2-NN) 0.8319 0.9710 0.8961 0.9675 5.12
Stacking 0.9170 0.9650 0.9404 N/A 8.44
RF 0.9750 0.9830 0.9790 0.9931 N/A
DT 0.9520 0.9560 0.9540 0.9848 N/A
SVM 0.8190 0.9900 0.8960 0.9685 N/A
Baseline – – – 0.8337 1.00

1 Outlook Patterns, TiMBL, Stacking, RF, DT, NB and SVM spam filtering results are
from Androutsopoulos et al (2000a), Androutsopoulos et al (2000b), Sakkis et al.
(2001) and Koprinska (2007).
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Step 4: Use the test message samples to evaluate the classification
model, go to Step 2.

Step 5: If one fold of the corpus were unused as the test message
samples, go to Step 1.

Step 6: Stop.

Figs. 3 and 4 list the accuracy and TCR for each phase in the
incremental modeling. The results demonstrate that the accuracy
and TCR of INNTC classifier significantly exceed the baseline accu-
racy and TCR in each phase.

Fig. 5 shows that the number of clusters in the classification
model steadily increases with the growth of the scale of training
message samples. On the contrary, the amount of new appended
clusters gradually decreases on the whole. The results show that
the incremental5 modeling strategy of INNTC is reasonable and
effective, which is valuable in practical applications.

4. Discussion and conclusions

KNN is an effective but less efficient sample-based lazy learning
approach. In this paper, we propose a novel, effective and efficient
improved KNN algorithm for text categorization INNTC. As catego-
ries vary significantly in terms of scope, which means that some cat-
egories are essentially a combination of one or more sub-topics or
sub-categories, and clustering is a great tool to compress and dis-
cover the complex distribution of the training texts. INNTC uses con-
strained one pass clustering algorithm to capture sub-categories and
categories relationship by the constrained condition (each cluster
only contains one label). Therefore the clusters obtained by

constrainedly clustering are pure clusters, which are regarded as
sub-categories, can better reflect the complex distributions of the
training texts than original text samples. INNTC classifies test docu-
ments based on the cluster vectors instead of original text samples
by using KNN approach, this classification way boosts up the effec-
tiveness of KNN approach (in most cases, we achieve higher F1 value
of the category with large compression ratio). On the other hand, the
cluster vectors are the compact representations of the training sam-
ples. In our experiments, the compression ratios between the cluster
vectors and the training documents fluctuate around 65%. When
INNTC classifies test documents based on the cluster vectors, it can
significantly enhance the classification efficiency of KNN approach.

As integrating the advantages of the constrained one pass clus-
tering and KNN approach, INNTC has significant performance com-
paring with KNN, NB, SVM and other classifiers in dealing with
large-scale, high-dimensional and imbalance text data. The conclu-
sions are drawn as follows:

(1) In the experiments of English and Chinese text categorization
benchmarks, INNTC classifier is much more effective and effi-
cient than KNN. Meanwhile, INNTC has much better perfor-
mance and good generalization ability than NB and SVM,
especially in the Fudan Univ. text categorization corpus.

(2) Many researches show that Stacking, RF, DT, KNN, NB and
SVM classifiers are favorable for email spam filtering and
have been widely used in this area. In our experiment on
Ling-Spam corpus, INNTC consistently outperforms Outlook
patterns, Stacking, RF, DT, KNN, NB, SVM classifiers over SF1,
accuracy and TCR, especially the TCR metrics. It indicates
that INNTC has significant superiority over other classifiers
in email spam filtering.

(3) In the real world, many text categorization applications
require the classification model can be updated incremen-
tally, such as email spam filtering, topic tracking, etc. The
INNTC classification model can be incrementally updated,
which receives a better performance on Ling-Spam corpus.
This character greatly raises its applicability and scalability
in real-world applications.

(4) Classification on imbalance data is now a major challenge in
classification analysis. In the experiments on the three
imbalance corpora INNTC gains significant performance,
which has better performance and is much more robust than
the state-of-the-art KNN, NB and SVM classifiers, especially
on the minority categories.

(5) INNTC builds and updates the classification model using
constrained one pass clustering algorithm. One pass cluster-
ing is a kind of incremental clustering algorithm, so the clas-
sification model can be built and updated in nearly linear
time complexity.

Fig. 3. The INNTC classification accuracy of incremental modeling on Ling-Spam.

Fig. 4. The INNTC TCR value of incremental modeling on Ling-Spam corpus.

Fig. 5. The variation of the number of clusters and new appended clusters in
incremental modeling.

5 Outlook Patterns, TiMBL, Stacking, RF, DT, NB and SVM spam filtering results are
from Androutsopoulos et al (2000a),Androutsopoulos et al (2000b) , Sakkis et al.
(2001) and Koprinska (2007).
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