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ABSTRACT
Known-item video search is effective with human-in-the-loop to
interactively investigate the search result and refine the initial query.
Nevertheless, when the first few pages of results are swamped with
visually similar items, or the search target is hidden deep in the
ranked list, finding the know-item target usually requires a long
duration of browsing and result inspection. This paper tackles
the problem by reinforcement learning, aiming to reach a search
target within a few rounds of interaction by long-term learning
from user feedbacks. Specifically, the system interactively plans for
navigation path based on feedback and recommends a potential
target that maximizes the long-term reward for user comment.
We conduct experiments for the challenging task of video corpus
moment retrieval (VCMR) to localize moments from a large video
corpus. The experimental results on TVR and DiDeMo datasets
verify that our proposed work is effective in retrieving the moments
that are hidden deep inside the ranked lists of CONQUER andHERO,
which are the state-of-the-art auto-search engines for VCMR.

CCS CONCEPTS
• Information systems→ Video search; • Computing method-
ologies → Neural networks.

KEYWORDS
Interactive search, video corpus moment retrieval, reinforcement
learning, user simulation
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1 INTRODUCTION
“Finding needle from a haystack” is always the grand challenge of
multimedia search. Past research efforts [1, 18, 32, 42] have demon-
strated that interactive search, which allows user to inspect search
result and modify query, can significantly boost the performance.
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With human-in-the-loop, an incomprehensive query can be “reme-
died” in various ways after having hindsight from imperfect search
result. For example, relevant keywords overlooked in the initial
query can be added; out-of-vocabulary query terms which are in-
terpreted incorrectly by a search engine can be replaced with syn-
onyms; and contextually relevant terms discovered through result
inspection can be appended to the original query. Nevertheless,
such procedure is always tedious and often requires query modifi-
cation in a trial-and-error manner. Furthermore, as query history is
not traced over time, each modification is treated as an independent
search session [11, 33, 49], ending up in a lack of a persistent view
between the search results of adjacent sessions. Due to these factors,
user experience is negatively impacted as reported in the live com-
petition of Video Browser Showdown (VBS) [25, 34]. Consequently,
a search target hidden deep in a long video or ranked list can be
easily overlooked due to mental tiredness.

This paper addresses the issue of interactive search by simultane-
ous planning of search navigation path and continuous updating of
query based on user feedbacks. Specifically, we imagine that search
process is a random walk over the items retrieved by a search en-
gine. The planning of a navigation path seeks to find a route to
reach a search target within a few rounds of interaction between
user and system. At every interaction, user is recommended an item
along the route for comment. Taking the user feedback, the system
interactively updates query history and adjusts navigation path,
with the long-term goal of shortening the route from the current
position to a search target. Intuitively, the planning phase relieves
a user from painstaking browsing of search results. The updating
of query history captures subtle changes in user feedbacks over
time, preventing the drifting of search results over different query
modifications.

Path navigation is a classic AI planning problem often imple-
mented with reinforcement learning (RL) [30, 37]. Typically, RL
requires an agent to probe the future by exploring different paths
to accumulate rewards or experiences for long-term planning. Ap-
plying RL for interactive video search, as adopted in this paper, is
a non-trivial problem due to the following difficulties. First, the
navigation space of a search result is extremely huge even with only
a few hundreds of retrieved items to explore. Acquiring sufficient
training samples by traversing different paths to reach a search
target while collecting user feedbacks along the path is practically
intractable. This issue is particularly complex for video search as
the query types are open-ended. In addition, there are diverse ex-
pressions of search intention for a query and providing feedbacks
for a recommended video. Constructing a training set that can
tackle the large variations due to various factors (query, user, navi-
gation) is highly challenging. Second, user interaction will last for
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few iterations only. In general, assuming long period provision of
user feedbacks is impractical and can frustrate search experience.
This inevitably imposes the constraint that an RL agent should
reach the target within limited time steps, rather than steering user
traversing a long way for future reward.

To the best of our knowledge, there are limited research ef-
forts exploring RL for interactive search in large video corpus. The
existing works apply RL either for single video moment localiza-
tion [10, 47] or domain-specific dialog-based image retrieval [9]. In
this paper, we take the first attempt demonstrating that RL using
a user simulator has high potential enabling retrieval of search
targets hidden deep in a ranked list. The proposed user simulator
automatically prompts feedback to a recommended target, provid-
ing either a missing concept or pinpointing irrelevant content for
training as RL probes the future for navigation planning. We ex-
periment with RL-based interactive search on the challenging task
of video corpus moment retrieval (VCMR) [13, 19, 20, 52]. Experi-
mental results show that the proposed user simulator can retrieve
the search targets of some hard queries, which are ranked outside
the search depth of 100 by VCMR engines such as HERO [20] and
CONQUER [13]. When replacing the simulator with human, more
hard queries can be resolved within few steps of interaction.

Themain contribution of this paper is exploring of reinforcement
learning for interactive search on large-scale video corpus. Particu-
larly, we demonstrate the first time that, riding on the advances in
multimedia content analysis such as concept detection [15, 44, 48]
and cross-modal embedding [20, 27, 41], it is realistic to develop user
simulation for intelligent multimedia applications to take advan-
tage of human-computer interaction. Using VCMR as a showcase,
this paper sheds light on the feasibility of planning a navigation
path for interactive search, which is yet to be explored by other
systems in venues such as VBS [25] and ad-hoc video search [2].

2 RELATEDWORK
Interactive video search has a long trace of history since Vide-
Olympics [38] to joint force human andmachine intelligence in mul-
timedia search. Successful attempts include the engagement of users
in the search loop to provide relevancy feedback [16, 17, 24, 50] for
the positive examples of search result. Harnessing on the feedbacks,
the system interactively trains a classifier on-the-fly to improve
search performance. Such paradigm, nevertheless, is only valid for
ad-hoc video search [2, 31, 38], with assumption of having abun-
dant positive examples to be harvested for training. For known-
item search (KIS) [22, 26, 53] or video moment search [13, 19, 20],
where typically only one search target per query, leveraging rele-
vancy feedback to harvest positive examples for query refinement
becomes inapplicable. Note that relevancy feedback can also be
applied to glean examples visually similar to but not positive of a
search target [5, 16]. While these examples are effective for refine-
ment of search space, they are not suitable for query refinement.
As user has a concrete information need and has encountered the
search target in a different occasion, the query tends to be verbose,
which poses challenge to query understanding. As lesson learnt
from the past few years of VBS benchmarking activities [25, 31], pro-
viding user interface for efficient search result navigation is essen-
tial. Particularly, an appealing interface can make user stay in focus

to interact with search results and reformulate query [23, 34, 53].
However, the search efficacy drops with increasing of data size,
especially when the targets are outside of a search range that can
hardly be reached by user.

Reinforcement learning (RL) has been actively researched re-
cently for video moment localization [3, 28] and temporal ground-
ing of natural language in videos [10, 47]. Nevertheless, these efforts
are devoted to localization of a moment or clip-of-interest from
a single untrimmed video. Specifically, given a video and a query
expressed in natural language, RL is exploited to iteratively move
a sliding window forward or backward along the time axis until
reaching a video segment that best matches the query semantics. Ba-
sically, an agent takes an action and receives a reward or penalty at
every iteration before planning the next action. The existing works
vary in terms of learning environment, size and types of action
space. For instance, [46] formulates RL for weakly supervised learn-
ing, where the training examples consist of only video-query pairs
without the labelling of temporal boundaries. In addition to tem-
poral movement (e.g., moving left or right), some works consider
dynamic expansion and shrinking of a sliding window [10], speed
of temporal movement [47], scale of spatial object and scene [3]
as the action space. Tree-structured policy learning is also investi-
gated in [47] for progressive decision of actions in a coarse-to-fine
manner.

Our proposedwork is largely different from the existingworks [3,
10, 28, 46, 47] as we address the issue of retrieving a moment-
of-interest from a large corpus containing a few thousands of
untrimmed videos. The size of action space is not restricted to tem-
poral movement within a single video, but also include “jumping”
across videos to locate a search target. More importantly, previous
works do not consider user feedback and the environment of RL is
relatively static. Specifically, the policy network learning is mainly
driven by the ground-truth locations of moments [10, 47], without
considering the dynamics of environment where user may response
differently to an action. In this paper, the action space is built upon
a graph constructed over the videos in a corpus. The action space
is time-varying rather than static as in [3, 10, 47], depending on
the navigated paths over time on the graph. In addition, the system
state is also determined by user feedbacks. In other words, a state
will change dynamically not only based on the action taken but
also the feedback prompted by user on the action.

As inclusion of user feedbacks in RL generally demands large
training samples, the advantage of feedbacks is only explored in
the domain-specific dataset for dialog-based product search [9, 51].
Capitalizing on large dialog conversation in the dataset for training,
[9, 51] demonstrate the retrieval of products by modeling of user
feedbacks over multiple dialog turns. In [9], relative captioning,
which contrasts the visual discriminativeness between two images
with a caption, is explored as user feedbacks by RL for interactive
retrieval of product images. Nevertheless, the construction of a
relative captioning dataset as in [9] for videos is highly difficult.
Different from product image search, the video content is much
richer and diverse. Without query context, relative captioning that
only narrates one aspect of the visual difference between two video
moments cannot accurately capture the user search intention. In-
stead of recruiting crowdsourcing workers to provide captions as
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feedbacks [6, 9], this paper proposes user simulation to provide con-
cepts as feedbacks for training. As a target moment is, by definition,
a “known item” that has been previously watched by the searcher,
the simulator basically imitates the searcher to comment missing
or irrelevant concepts in a recommended moment. Comparing to
relative captioning [9, 45], the requirement of understanding query
context to provide feedback is also relaxed by use of concepts.

Compared to single-video moment localization, video corpus
moment retrieval (VCMR) is a more challenging task. However, the
existing works [8, 13, 19, 20, 52] considers VCMR an auto-retrieval
problem without human in the loop. The performance is hardly
satisfied where around 60% of the target moments in TVR [19] and
DiDeMo [12] datasets, are ranked outside the search depth of 100
by state-of-the-art search engines [13, 20]. In this paper, we study
the extent in which RL-based interactive search can retrieve these
search targets hidden deep inside a rank list.

3 PROBLEM STATEMENT
A user issues a natural language query and is provided with a
ranked list of candidate moments retrieved by a search engine. The
navigation of target moment starts when the user selects a moment
for browsing. Denote the user query as 𝑞0 and the selected moment
as𝑚0. The goal is to plan for a navigation path that reaches the
target moment𝑚∗ from𝑚0 within a limited number of time steps.
Specifically, along the path, the system recommends a moment for
browsing while the user provides keyword-based feedback specify-
ing either a missing or irrelevant concept in the moment. Based on
the feedback, the navigation path is adjusted dynamically in every
step and the system takes an action that ideally shortens the time
step required to reach𝑚∗.

To this end, we define the problem of interactive moment naviga-
tion as aMarkovDecision Process (MDP)with the tuple (S,A,R,P).
S is the set of states, and A is the set of actions that adjusts the
navigation path by selecting a new moment and enters a new state.
R is a reward function to merit an action that successfully short-
ens a navigation path. P is the state transition probability, where
the system maintains a graph G outlining the navigation space
between any two moments. The problem is to seek an optimal path
from𝑚0 to𝑚∗ over G based on user feedbacks and gain the largest
accumulated reward. In the following section, we will detail the
policy network for action selection, learning of reward function
and construction of graph G for navigation.

4 INTERACTIVE MOMENT RETRIEVAL
Figure 1 depicts the framework of interactive search, which is com-
posed of agent and environment. The agent performs query update
based on user feedback and interactively refines the navigation
path by selecting an action (i.e., moment) over a graph G. Based on
the recommended moment, the environment evaluates the search
progress, provides feedback, and generates a reward for the agent.

4.1 Navigation Over Graph
As user has a search goal in mind, the navigation of moments
within or across videos is not random but based on their content
relatedness.We build a graph thatmodels themulti-modal similarity
of moments over a large video collection for navigation planning.

A graph G = (V, E) outlines all the possible paths of traversal
between any two moments on G. The distance between the initial
moment𝑚0 and the target moment𝑚∗, denoted as 𝑑 , is defined by
the number of traversed edges along the path from𝑚0 to𝑚∗. The
navigation strategy is to plan for the shortest path, corresponding
to the optimal value of 𝑑 or 𝑑∗, such that a user can navigate to the
target moment with the least number of steps. Note that G is an
undirected graph. Planning is challenging as the size of candidate
paths between𝑚0 and𝑚∗ is expected to be large.

The graph G is constructed by first connecting temporally adja-
cent clips in a video and then extending to clips within and across
videos depending on their semantic similarity measured with trans-
former features [20] and concept features [48]. Considering that
the clips within a video tend to be more similar than those across
videos, we maintain an empirical ratio such that, for every node in
G, its incident edges should span across clips in different videos
(see section 5.1 for details). Note that the definition of moment is
query dependent, and ideally a graph should be constructed dur-
ing query time to capture per-query moment candidates and their
pairwise navigation paths. However, dynamic construction of per-
query graph is computationally expensive and practically infeasible.
Instead, we build a static graph capturing the navigation paths of
every two clips in the dataset. During query time, the mapping
between moments and the nodes on G is established based on their
video identities and time stamps.

4.2 Reinforcement Learning
The agent is essentially a policy network 𝜋𝜃 that predicts the proba-
bilistic distribution of actions based on the status of system and the
graph G. Recall that interactive search is modeled as a MDP with
the tuple (S,A,R,P). Denote 𝑠𝑡 ∈ S as a system state at time 𝑡 ,
defined as following

𝑠𝑡 = (𝑞0,𝑚𝑡 , 𝐹𝑡 ), 𝑠0 = (𝑞0,𝑚0)

where 𝑞0 is the initial query, 𝐹𝑡 = {𝑓𝑖 }𝑡𝑖=1 captures the feedback
history up to time 𝑡 , and𝑚𝑡 denotes the currently visited moment.
At 𝑡 = 0, 𝑠0 comprises of only 𝑞0 and a moment𝑚0 picked by a user
from the search result for inspection.

Given the current state 𝑠𝑡 and the neighboring nodes of𝑚𝑡 on G,
the network 𝜋𝜃 determines the next action 𝑎𝑡 ∈ A𝑡 by picking𝑚𝑡+1
within the observation window of 𝑠𝑡 (Section 4.2.1). During train-
ing time, as the ground-truth target moment is known, a reward
function is proposed to evaluate𝑚𝑡+1 (Section 4.2.2). Meanwhile,
the environment (or user) will assess𝑚𝑡+1 by providing feedback
indicating the deviation of𝑚𝑡+1 from𝑚∗. With these, as shown in
Figure 1, the agent updates the query and enters the next state 𝑠𝑡+1
for refinement of navigation path.

4.2.1 Policy Network. In principle, an agent can recommend any
moment to user at time 𝑡 . In other words, the action space A𝑡 can
be as large as the number of retrieved moments for a query. Never-
theless, such strategy is computationally impractical for requiring
the reranking of all candidates and will hamper real-time delivery
of search results. Instead, we employ graph G to narrow the action
space for 𝑠𝑡 . The space is defined by an observation window that in-
cludes the moments that are reachable by𝑚𝑡 within a distance that
requires 𝑘 number of edge traversals. Denote the set of moments
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Figure 1: Proposed architecture: the agent recommends a video moment (𝑚𝑡+1) that best fits the system state (𝑞0, 𝑓𝑡 ,𝑚𝑡 ) based
on the navigation space at time 𝑡 . The environment (user simulator) evaluates the recommendation and provides feedback (𝑓𝑡 )
as well as reward (𝑟𝑡 ) for training policy network.

as N𝑘
𝑚𝑡

, the action space comprises the neighbors of𝑚𝑡 reachable
within 𝑘 traversals. Note that the cardinality |N𝑘

𝑚𝑡
| increases ex-

ponentially with the value of 𝑘 , implying a larger search space at
each timestamp but potentially fewer steps to reach from𝑚𝑡 to𝑚∗

over time.
The policy network is implemented as a cross-modal neural

network that projects the updated query𝑞𝑡 and a candidate moment
𝑚𝑖 ∈ N𝑘

𝑚 into a joint space for similarity measure. Let 𝑢𝑖 as the
similarity between 𝑞𝑡 and𝑚𝑖 , the policy function 𝜋𝜃 is as following

𝑢𝑖 =< 𝐹𝐶𝑚 (mi) · 𝐹𝐶𝑞 (q) >, 𝑚𝑖 ∈ A𝑡 (1)

𝜋𝜃 (𝑠𝑡 ) = [𝑢0, ..., 𝑢 |A𝑡 |] (2)

where < · > denotes cosine similarity. The projections of query
and moment are implemented with two multi-layer feedforward
networks, 𝐹𝐶𝑚 and 𝐹𝐶𝑞 , respectively. To keep a balance between
exploitation and exploration [39], 𝜋𝜃 will randomly select a𝑚𝑡+1
with a probability of 𝜖 and the moment with the highest similarity
score with 1 − 𝜖 probability.

4.2.2 Reward Function. The goal of agent is to reach𝑚∗ as quickly
as possible by traversing the edges onG. Hence, the reward function
is designed to merit agent whenever an action 𝑎𝑡 shortens the
traversed distance between𝑚𝑡 and𝑚∗. The degree of merit depends
on the actual distance from𝑚𝑡+1 and𝑚∗ as well as the number of
iterations taken so far up to time 𝑡 . Ideally, the action 𝑎𝑡 should
reach the target moment if𝑚∗ is within the observation window
of 𝑠𝑡 . Otherwise, the distance from𝑚𝑡+1 to𝑚∗ should be shortened
after taking the action 𝑎𝑡 . Denote 𝑑𝑡 as the shortest distance from
𝑚𝑡 to𝑚∗ on G, the action 𝑎𝑡 is evaluated by the reward function
as following

𝑟𝑡 =


1

2𝑑𝑡+1 − 𝜙 · 𝑡, 𝑑𝑡 > 𝑑𝑡+1
−𝜙 · 𝑡, 𝑑𝑡 = 𝑑𝑡+1
− 1
2 − 𝜙 · 𝑡, 𝑑𝑡 < 𝑑𝑡+1

(3)

where the agent receives a positive reward if 𝑑𝑡+1 − 𝑑𝑡 < 0 and
otherwise. The amount of reward is controlled by𝑑𝑡+1 and a penalty
term 𝜙 which deducts reward by a constant factor magnified by

the number of time steps. Intuitively, an agent will receive higher
reward when moving closer to𝑚∗ with a smaller number of steps.

The progressive traversal of G to recommend moments can be
viewed as a sequential decision-making problem with the long-
term goal of moving user closer to the target. In interactive search,
however, a user will be frustrated if the target moment cannot be
reached just within few rounds of interaction [40]. Hence, even if
the long-term planning with the help of user feedbacks can eventu-
ally reach the target, the user experiencewill be negatively impacted
if taking more than acceptable number of steps. To this end, we
define long-term reward with a discounting factor 𝛾 as following

𝑅𝑡 =

{
𝑟𝑡 + 𝛾 ·𝑄𝑤 (𝑠𝑡 , 𝑎𝑡 ), 𝑡 = 𝑇𝑚𝑎𝑥

𝑟𝑡 + 𝛾 · 𝑅𝑡+1, 𝑡 = 0, ...,𝑇𝑚𝑎𝑥 − 1
(4)

where the agent iterates at most 𝑇𝑚𝑎𝑥 rounds or until reaching𝑚∗.
The𝑄𝑤 (𝑠𝑡 ) value function is learnt to predict the reward when the
agent iterates for𝑇𝑚𝑎𝑥 rounds.𝑄𝑤 is implemented as a multi-layer
feedforward neural network as

𝑄𝑤 (𝑠𝑡 ) = 𝐹𝐶𝑤 ( [𝐹𝐶𝑚 (mt); 𝐹𝐶𝑞 (q)]) (5)

where [; ] denotes the concatenation of the projected query and
video features. The training of 𝑄𝑤 will be further discussed in
Section 4.3.3.

4.3 Implementation
4.3.1 User Simulator. Collecting feedbacks for training agent un-
der reinforcement learning setting is challenging in real-world.
Employing user simulator has become a common practice for auto
generation of training samples [21, 36]. We propose a user simula-
tor to automatically prompt a keyword highlighting the prominent
visual difference between a recommended moment𝑚𝑡+1 and the
target moment𝑚∗. The keyword indicates either a concept present
in𝑚∗ but missing in𝑚𝑡+1 or vice versa, i.e., an irrelevant concept
present in𝑚𝑡+1.

The simulation is enabled by having each moment being indexed
with the top-50 most relevant semantic concepts and their prob-
ability distribution [48]. When evaluating the action 𝑎𝑡 , the user
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simulator investigates𝑚𝑡+1 and picks a concept, either from𝑚𝑡+1
or𝑚∗, that deviates most in terms of probability values. The sign
of deviation indicates whether a selected concept is suggested to
be included or removed from the next recommendation of moment.
To introduce feasibility, we adopt 𝜖-greedy strategy that, with a
probability of 𝜖 , the simulator will select a concept either missing
in𝑚𝑡+1 or not present in𝑚∗ in random as feedback.

4.3.2 Query Update. The initial query 𝑞0 is represented as a vector,
𝒒0 = [𝐵𝐸𝑅𝑇 (𝑞0);𝐺𝑅𝑈 (𝑞0)], concatenated by the features extracted
from BERT [7] and GRU [4], respectively. The feedback 𝑓𝑡 , which is
composed of a keyword, is represented as a one-hot vector with sign
indicating whether the corresponding concept should be expanded
to or ignored from the current query 𝑞𝑡 . To keep track of the history
of user feedbacks, we adopt a GRU cell for query update as following

𝒒𝑡+1 = 𝐺𝑅𝑈 (𝒇𝒕 , 𝒒𝒕 ) + 𝒒0 , 𝑡 > 0 (6)

𝒇 𝑡 =𝑾1 · I𝑓𝑡 + 𝒃1 (7)
where I𝑓𝑡 is a one-hot feedback vector, W1 and b1 are learnable
parameters.

4.3.3 Policy Network Learning. We adopt on-policy learning to
train the agent by sampling trajectories (or navigation paths) from
𝑚0 to𝑚∗ using Monte Carlo Tree search (MCTS) [39]. A sampling
session terminates when the agent finds the ground-truth𝑚∗ or
traverses for 𝑇𝑚𝑎𝑥 iterations. We adopt both supervised learning
andmodel-based policy learning for reinforcement learning. For the
former, the agent is trained with triplet loss objective with𝑚∗ as the
positive example and the remaining moments in the corresponding
observation window as negative samples, as following

𝐿𝑡𝑟𝑖𝑝𝑙𝑒𝑡 =𝑚𝑎𝑥 (0, 𝑐 + 𝑢+ − 𝑢−) (8)

𝑢 {+/−} =< 𝐹𝐶𝑚 (m{+/−}) · 𝐹𝐶𝑞 (q) > (9)
where𝑚+ and𝑚− denote positive and negative samples respectively.
The parameter 𝑐 is the margin and < · > is the similarity function
in Equation 1. Note that supervised learning considers only the
samples where𝑚∗ falls within the observation window of𝑚0 for
training. To enable training on the entire trajectories of samples
from 𝑚0 to 𝑚∗, we employ the advantage actor-critic algorithm
(A2C) [29].

Using the advantage function, the expected advantage 𝐽𝑎 is max-
imized as following

𝐽𝑎 =
∑︁
𝑎∈A

𝜋𝜃 (𝑎 |𝑠) (𝑅 −𝑄𝑤 (𝑠)) (10)

∇𝜃 𝐽𝑎 ≈
∑︁
𝑡

∇𝜃 𝑙𝑜𝑔 𝜋𝜃 (𝑎𝑡 |𝑠𝑡 ) (𝑅𝑡 −𝑄𝑤 (𝑠𝑡 )) (11)

Using stochastic gradient descent (SGD), the optimization problem
is equivalent to the minimization of 𝐿𝑝𝑜𝑙𝑖𝑐𝑦 loss, as following

𝐿𝑝𝑜𝑙𝑖𝑐𝑦 = −
∑︁
𝑡

𝑙𝑜𝑔 𝜋𝜃 (𝑎𝑡 |𝑠𝑡 ) (𝑅𝑡 −𝑄𝑤 (𝑠𝑡 )) (12)

Note that the value function 𝑄𝑤 is also trained to predict reward
at every time step with the following loss function

𝐿𝑚𝑠𝑒 =
∑︁
𝑡

(𝑄𝑤 (𝑠𝑡 ) − 𝑅𝑡 )2 (13)

Table 1: Dataset statistic showing the number of videos and
queries in different splits.

Dataset #Video #Query

Train Val Test Train Val Test
TVR 17,435 2,179 - 87,175 10,895 -
DiDeMo 8,395 1,065 1,004 32,624 4,160 3,982

to minimize the mean square error between the predicted and actual
rewards. Finally, the three loss functions are linearly weighted as
the overall loss, i.e.,

𝐿𝑜𝑠𝑠 = 𝜆1 𝐿𝑡𝑟𝑖𝑝𝑙𝑒𝑡 + 𝜆2 𝐿𝑝𝑜𝑙𝑖𝑐𝑦 + 𝜆3 𝐿𝑚𝑠𝑒 (14)

5 EXPERIMENT
The proposed work is validated by first comparing to different
options of implementation to claim the merits of user simulation
and policy learning (Section 5.2). The user simulator is verified by
further showing its effectiveness in locating search targets that
are ranked low by HERO [20] and CONQUER [13] (Section 5.3).
Finally, the performance difference between simulator and human
is presented to provide insights beyond using a single keyword as
feedback and a moment as recommendation (Section 5.4).

5.1 Datasets and Settings
The experiments are conducted on two large datasets, TVR [19] and
DiDeMo [12], following the standard split of training, validation
and testing sets as listed in Table 1. TVR consists of professional-
edited videos from six TV episodes, while the videos on DiDeMo are
unedited and randomly sampled from YFCC100M Flickr videos [43].
Note that, as the testing set of TVR is not publicly available, the
results are reported on the validation set.

To plan for navigation path, one graph is constructed for each
dataset. On TVR, the videos are segmented into clips according
to timestamped subtitles. These clips are linked based on their
visual and textual similarities. The former is measured based on
the transformer features [20] and concept features [48]. The later
is measured based on the TF-IDF scores of subtitles. As the clips
within a video tend to have higher similarity, the between-video
clips are linked more loosely with a lower threshold of similarity
when constructing the graph G. We set an empirical ratio such
that, for each node in a graph, the node will have around 60% of
edges connecting to the nodes from other videos. The remaining
40% of edges will connect to nodes from the same video. As the
clips within a video are more similar to each other, the edges of a
node could connect to all the nodes from the same video if without
this empirical ratio. The empirical ratio is a hyper parameter that
is learnt from the training data. To this end, G consists of 147,985
nodes, with each node having on average 3.98 edges connecting
the clips of 3.04 different videos. The memory consumption of
both graph index and node feature is around 2 GB and the disk
storage is around 6.5 GB during inference. On DiDeMo, we use
the 5-second clips provided by the dataset to build the graph. As
no subtitles are provided, the segments are linked using only the
visual features [20, 48]. The graph is composed of 114,923 nodes and
263,609 edges. Similarly, each node has 4.59 edges connecting the
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Table 2: Model comparison of recall@1 on TVR and DiDeMo dataset.

Model TVR DiDeMo

𝑑0=1 𝑑0=2 𝑑0=3 𝑑0=4 𝑑0=1 𝑑0=2 𝑑0=3 𝑑0=4
Random 0.058 ±0.001 0.044 ±0.001 0.024 ±0.001 0.007 ±0.001 0.093 ±0.004 0.078 ±0.003 0.053 ±0.005 0.023 ±0.001
No-Feedback 0.489 ±0.011 0.475 ±0.013 0.442 ±0.012 0.204 ±0.008 0.259 ±0.004 0.242 ±0.001 0.229 ±0.005 0.121 ±0.002
Imitation 0.514 ±0.011 0.485 ±0.010 0.448 ±0.011 0.210 ±0.006 0.275 ±0.005 0.261 ±0.009 0.242 ±0.008 0.132 ±0.006
Ours 0.534 ±0.016 0.495 ±0.002 0.446 ±0.005 0.216 ±0.003 0.296 ±0.003 0.275 ±0.002 0.262 ±0.009 0.141 ±0.003

clips of 2.61 different videos. The memory consumption is around
1.5 GB and the disk storage is around 2.6 GB. Note that a graph will
be split into multiple subgraphs for training and testing according
to the split of videos in a dataset.

The inputs to policy network are visual features extracted from
[20] and textual features from BERT [7] and GRU [4]. In addition,
we employ the dual-task network in [48] to extract the top-50 con-
cepts for each clip. The user simulator will sample keywords from
the concepts as feedbacks, as discussed in Section 4.3.1. A total
of 277,689 and 129,004 trajectories are extracted from TVR and
DiDeMo, respectively, for policy network training. In all the experi-
ments,𝑇𝑚𝑎𝑥 is fixed to 7 assuming that user and agent will interact
at most seven rounds. By default, the observation window of a state
𝑠𝑡 is set to 𝑘 = 3. This setting corresponds to an average size of
action space with 67.3 and 57.8 moments on TVR and DiDeMo,
respectively. The parameters of policy network are empirically set
as: 𝜖 = 0.1 for all greedy policies following the convention [30],
𝜃 = 0.01 (Equation 3), 𝛾 = 0.8 (Equation 4), 𝑐 = 0.1 (Equation 8) and
𝜆{1,2,3} = {1, 0.1, 0.1} (Equation 14).

Figure 2: The step-wise recall@1 on TVR dataset.

5.2 Performance Comparison
As interactive search for video corpus moments is a new task with-
out prior work, we compare the proposed work against three base-
lines: Random, No-feedback and Imitation. All the methods use the
same G for navigation planning. For Random, the agent randomly
picks a moment at 𝑡 based on the observation window of 𝑠𝑡 until
reaching the target𝑚∗. In contrast, No-feedback selects a moment
most similar to the query 𝑞𝑡 using cosine similarity and the network
is trained with Equation 8. As no feedback mechanism is consid-
ered, 𝑞𝑡 = 𝑞0 throughout the interaction. Imitation is similar to our
proposed work, except using the imitation learning strategy [14].

Specifically, the training involves only triplet loss in Equation 8.
We use recall@1 as the performance measure since each query has
only one ground-truth moment.

In this section, the initial moments, i.e.,𝑚0, are sampled from
the graph G for experiments. Specifically, we sample four moments
with 𝑑0=1,2,3,4 distance from𝑚∗, where 𝑑0 denotes the minimum
number of edge traversal between 𝑚0 and 𝑚∗. The experiments
involve a total of 98,070 and 40,766 queries on TVR and DiDeMo
datasets, respectively. Table 2 lists the average recall@1 perfor-
mance (plus standard deviation) for all the queries. Note that re-
call@1 = 1 if an agent can locate𝑚∗ within 𝑇𝑚𝑎𝑥 = 7 interactions,
and otherwise recall@1 = 0. As expected, the performance drops as
𝑑0 increases. Random performs poorly due to large action space at
each step 𝑡 . By leveraging the initial query𝑞0 to recommend the best
possible moment over different time steps, No-feedback boosts the
performance sharply. Our approach based on advantage actor-critic
(A2C) further pushes the performance by 2.03% of improvement
over No-feedback. For queries with 𝑑0 ≤ 3, more than 45% of their
𝑚∗ can be located by our approach. The result drops to around 25%,
nevertheless, when 𝑑0 = 4. This is because the observation window
is set to 𝑘 = 3, and a minimum of two interactions is required to
reach𝑚∗ when 𝑑0 = 4. Consequently, if the first recommendation
is deviated from the shortest path of𝑚0 to𝑚∗, the chance of reach-
ing𝑚∗ within 𝑇𝑚𝑎𝑥 interactions become lower. When comparing
to Imitation learning, A2C also shows almost consistently higher
recall@1 performance for queries across different values of 𝑑0. The
result basically indicates the advantage of long-term path planning
using the trajectories sampled by MCTS for training. The speed of
our approach is similar to Imitation. No-Feedback is about 1.7 times
faster due to no update of query model. On average, our approach
will take 0.007 second per iteration and 0.05 second per query (7
rounds of iterations) with the user simulator on a desktop with a
single RTX 3090 GPU.

Figure 2 further details the number of interactions required to
reach the search target𝑚∗. As shown, except Random, all the com-
pared approaches can retrieve the search targets for more than 35%
of queries. The recall@1 performance improves with the increase
of time steps. The performance gap between different approaches
also becomes larger with the increase of time steps. This basically
verifies the advantage of having user feedback and adopting A2C
for policy network training. Figure 3 illustrates how the simulator
manages to locate the target of a query. The initial moment 𝑚0
shows the character Ryan in an indoor scene, where ‘squirrel’ and
‘tree’ specified in the query are missing. The simulator adds the
concept ‘sword’, which is contextually relevant to𝑚∗, as feedback
and the agent recommends𝑚1 with Ryan holding sword. Although
𝑚1 is not the target, it resides in the same video as𝑚∗, and more im-
portantly,𝑚∗ falls in the observation window of𝑚1. Consequently,

301



Interactive Video Corpus Moment Retrieval using Reinforcement Learning MM ’22, October 10–14, 2022, Lisboa, Portugal

Table 3: Performance of identifying search targets from the ranked lists of HERO and CONQUER. The second row shows the
search depths of targets in a ranked list. The last two rows show the distribution of targets across search depths. The number
inside parenthesis indicates the percentage of targets being located by our approach.

TVR DiDeMo

(10-50] (50-100] (100-200] >200 (10-50] (50-100] (100-200] >200

HERO 2179 (14%) 822 (9%) 785 (6%) 328 (5%) 683 (9%) 379 (5%) 396 (4%) 886 (3%)
CONQUER 2049 (14%) 681 (9%) 416 (9%) 98 (8%) 823 (8%) 415 (7%) 388 (3%) 591 (3%)

the agent finds 𝑚∗ in the next step when the feedback ‘leaf’ is
added.

𝑚∗ (target)

+ leaf

𝑚"𝑚#

+ sword

Figure Example Simulation

96301. Ryan carries a dead squirrel down from a tree and gives it to someone.

Figure 3: Example of user simulator interacting with agent
to search for the target moment of the query “Ryan carries
a dead squirrel down from a tree and gives it to someone”.
The symbom ‘+’ indicates a concept added by the simulator
as feedback.

5.3 RL-based versus manual browsing
The objective of this section is to investigate the effectiveness in
searching target moments that are hidden deep inside a ranked
list. The experiment is conducted by having𝑚0 provided by the
HERO [20] and CONQUER [13] search engines. Specifically, 𝑚0
refers to the top-1 rank moment retrieved by a search engine. As
we are only interested in searching moments that cannot be easily
located by the auto-search engine, the experiments involve only
those queries whose ground-truth moments are ranked at and out-
side of depth@10 by these search engines. We cluster these queries
into four groups based on the ranks of their targets, as shown in
Table 3. On TVR, by our approach, 14% of queries whose targets
are between the ranks of 10-50 can be successfully retrieved. As
expected, the performance drops gradually for the queries whose
targets are ranked behind in the list. Nevertheless, our approach
is still able to perform reasonably well by retrieving 8% of search
targets that are ranked beyond 200th position. Similar performance
trend is also observed on DiDeMo, but with lower recall rate due
to unavailability of subtitles in the dataset for similarity measure.
Figure 4 shows query examples where the simulator is able to locate
their targets. In Figure 4 (a), the target is hidden in 700th position of
the CONQUER ranked list . The top-1 retrieved moment (𝑚0) shows
a ‘box’ in the scene but without ‘creature’. The simulator suggests
removing ‘car’ from𝑚0, which leads the agent arrives at𝑚1 that
resides in the same video as the target. The moment (𝑚1) contains
‘box’ but not ‘creature’. After two more rounds of interaction, the
agent locates the target. Similarly, for the example in Figure 4 (b),
the simulator suggests having an outdoor scene by adding ‘out-
side’ but removing ‘car’ and ‘street’ in the subsequent interactions,
before arriving at the target. While the result is encouraging, the
simulator cannot distinguish concepts salient to queries, which
results in several failure cases. For example, when general concepts

such as ‘guy’ and ‘object’ are picked by the simulator, the agent
may easily navigate away from the shortest path to𝑚∗.

We use the rank-step plot to show the number of steps required
to reach𝑚∗ at a given rank on TVR. Figure 5 visualizes the distribu-
tion of queries whose search targets are successfully retrieved by
our approach on the rank-step plot. As a comparison, the manual
browsing effort from𝑚0 to𝑚∗ is proportional to the depth of𝑚∗

in a ranked list. By our approach, the targets at a depth beyond 100
can be retrieved by the proposed user simulator within seven steps
of interaction.

5.4 Automatic versus manual feedback
In this section, instead of using the user simulator, a human is
instructed to interact directly with the system. Note that this is not
a user study. The experiment aims to provide insights regarding the
practical effectiveness of a user simulator. We sample 50 queries on
TVR which cannot be retrieved by the simulator in Section 5.3 for
experiments. The targets of these queries are equally distributed
in five intervals of the search range from 20th to beyond 200th
position. In the experiment, the human subject is first asked to view
the ground-truth moment and then start interacting with the agent
by picking the top-1 retrieved moment by CONQUER as𝑚0. Like
the simulator, one keyword per moment is suggested by the subject.
Among the 50 queries, 18% of their targets are successfully located
by the human, on average using only 3.22 steps. Figure 6 shows an
example contrasting feedbacks provided by the human and user
simulator. As the current design of simulator does not consider
query context, the simulator can provide feedback contradicting to
the initial query (e.g. remove ‘standing’). When the concepts are
not correctly detected by [48], the provided feedbacks (e.g. ‘suit’,
‘brown’) drive the agent further away from the target. Human, on
the other hand, is sensitive to the prominent difference between
the target and recommended moments, by providing feedbacks to
remove ‘phone’ and include location ‘kitchen’ and person dressing
in ‘red’ to arrive at the target.

To demonstrate the practicality of our approach, we conduct an-
other experiment on these 50 queries by asking the human subject
to provide more than one keyword per moment. Surprisingly, the
recall rate remains the same despite 4.2 keywords per moment on
average are provided. Nevertheless, the average steps of interaction
is reduced to 3.08. Furthermore, we also experiment the setting
of allowing the agent to recommend five moments in one inter-
action. In this setting, the human subject can pick one out of the
five suggested moments for feedback, including picking one of the
top-5 ranked moments by the search engine as𝑚0. The feedback
can include more than one keyword. The recall@1 performance
is boosted to 44% and the average steps is further reduced to 2.05.
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+ outside

- car

𝑚!

- car

+ room

𝑚"

- street

- wood

𝑚#

- paper

+ face

𝑚$ 𝑚∗

Figure Example Browse DiDeMo

(a)

(b)

Figure 4: Examples of the user simulator interacting with agent for queries on DiDeMo: (a) “the small creature jumps out of
the box”, (b) “girl with green shirt walks by”. The symbols ‘+’ and ‘-’ indicate the concepts being suggested to add or remove,
respectively, for a recommended moment.

Figure 5: Rank-step plot showing the number of steps re-
quired to locate a target from a search depth ranked by CON-
QUER. Each point (X, Y) shows a query sample whose target
is ranked at X position and retrieved with Y steps.

Figure Example Manual Concept

+ kitchen

𝑚!

- suit

+ red

𝑚"

- brown

- phone

𝑚#

- standing - hands

Chandler shakes his hands in the air while standing in the kitchen.

(a)

(b)

𝑚$/𝑚∗

Figure 6: Example comparing how (a) human and (b) user
simulator interact with the agent for the query “Chandler
shakes his hands in the air while standing in the kitchen”.
The symbols ‘+’ and ‘-’ indicate the concepts being suggested
to add or remove for a recommended moment. The search
target is marked with green border.

Out of the 22 retrieved targets, the original ranks of 12 targets are
beyond 100th position. We notice that, by selecting the most suit-
able𝑚𝑡 to provide feedback, the result will be positively impacted.
Human can also recognize the context of query well and provide the

salient concept to supplement a selected𝑚𝑡 . This multiplying effect
partially addresses the limit that, when the only recommended𝑚𝑡

is weakly relevant, arbitrary feedback could be provided, which
eventually misleads the agent to deviate from the optimal path to
𝑚∗. Most failure cases are due to no partially relevant moments
found in the top-5 retrieved moments. In this case, the selection
of𝑚0 becomes arbitrary. Further providing feedbacks may not be
able to revert the navigation path towards the search target. Note
that the time human spending on investigating the recommended
moments is not strictly proportional to the number of recommenda-
tions. Instead, approximately the same interaction time is spent for
some queries due to a shorter navigation path to reach to the target.
In the experiment, the human subject spends only 10 seconds more
per query for five recommendations than for one recommendation.

6 CONCLUSION
Interactively finding search targets not effectively retrieved by
automatic search is a tedious task. Our work provides empirical ev-
idence showing the feasibility of exploiting reinforcement learning
to speed up the retrieval of targets that are ranked low by search
engines. Particularly, the proposed framework with a user simulator
interacting with an agent enables planning and navigation of search
space without using additional labels for training. As shown in the
experiments, the user simulator can be flexibly replaced by human
to select a moment for feedback during inference time. Our find-
ings show the substantial difference between human and simulator
in terms of performance and search behaviour. Future extensions
include devising the simulator to more vividly mimic human be-
haviour, such as selection of query-aware and salient concepts as
feedback, to optimize policy network training. The current work
cannot be directly extended for large datasets such as V3C [35]
without training data. Further research is required to adapt the user
simulator to different datasets.
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ABLATION STUDY
We conduct studies to examine the impacts of different parameters
on the performance.

A PENALTY TERM AND DISCOUNT FACTOR
For further analysis, Table 4 provides comparison of different 𝜙
in Equation 3 and 𝛾 in Equation 4 in A2C algorithm, respectively.
To test the model robustness to the hyper-parameters, we fix one
parameter and change the value of the other to see the performance
variation. The value of 𝜙 varies from 0.05 to 0.2 and 𝛾 is from
0.7 to 0.9. Overall, our model shows its robustness to different
values of hyper-parameters. Specifically, on the TVR dataset, the
fluctuation of recall@1 performance is less than 2%. Similarly, the
recall@1 performance on the DiDeMo dataset is also stable against
the variations in hyper-parameters.

B ACTION SPACE
Figure 7 and 8 show how the size of action space (N𝑘 ) impacts
retrieval performance. By varying the observation window 𝑘 from
3 to 6, the average size of action space increases from 67.3 to 2535.6
on TVR and from 57.8 to 1144.7 on the DiDeMo dataset. In general,
a smaller action size facilitates retrieval of a search target near
𝑚0. Larger action size, on the other hand, is helpful when a search
target is further away from𝑚0. This is simply because less number
of steps (or interactions) is required to move from𝑚0 to𝑚∗ with
larger action space. However, this also increases the difficulty of
recommendation due to the large number of moment candidates
to select. In practice, the sensitivity of action size can be alleviated
by recommending multiple moments, each from a different size of
action space, for user to select and provide feedback.
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Table 4: Ablation study on the hyper-parameters 𝜙 and 𝛾 .

TVR DiDeMo

𝜙 𝛾 𝑑0=1 𝑑0=2 𝑑0=3 𝑑0=4 𝑑0=1 𝑑0=2 𝑑0=3 𝑑0=4
0.1 0.8 0.5113 0.4922 0.4527 0.2122 0.2959 0.2746 0.2620 0.1411
0.2 0.8 0.4991 0.4790 0.4416 0.2073 0.2932 0.2709 0.2536 0.1306
0.05 0.5019 0.4829 0.4430 0.2094 0.2753 0.2626 0.2390 0.1284

0.1 0.9 0.4990 0.4793 0.4404 0.2020 0.2856 0.2671 0.2490 0.1336
0.7 0.5030 0.4794 0.4451 0.2116 0.2989 0.2858 0.2600 0.1410
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Figure 7: Retrieval performance by varying the size of action space (N3 to N6) for retrieving the search targets at different
distances (𝑑0 = 1, ..., 17) on TVR dataset based on (a) CONQUER and (b) HERO ranked lists. The y-axis shows the number of
queries where their search targets are retrieved by our approach.
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Figure 8: Retrieval performance by varying the size of action space (N3 to N6) for retrieving the search targets at different
distances (𝑑0 = 1, ..., 16) on DiDeMo dataset based on (a) CONQUER and (b) HERO ranked lists. The y-axis shows the number of
queries where their search targets are retrieved by our approach.
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