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Anonymous and Authenticated Key Exchange for
Roaming Networks

Guomin Yang, Duncan S. Wong, Member, IEEE, and Xiaotie Deng, Senior Member, IEEE

Abstract— User privacy is a notable security issue in wireless
communications. It concerns about user identities from being
exposed and user movements and whereabouts from being
tracked. The concern of user privacy is particularly signified
in systems which support roaming when users are able to hop
across networks administered by different operators. In this
paper, we propose a novel construction approach of anonymous
and authenticated key exchange protocols for a roaming user
and a visiting server to establish a random session key in such
a way that the visiting server authenticates the user’s home
server without knowing exactly who the user is. A network
eavesdropper cannot find out the user’s identity either (user
anonymity). In addition, visited servers cannot track the roaming
user’s movements and whereabouts even they collude with each
other (user untraceability). Our construction approach is generic
and built upon provably secure two-party key establishment
protocols. Merits of our generic protocol construction include
eliminating alias synchronization between the user and the
home server, supporting joint key control, and not relying on
any special security assumptions on the communication channel
between the visiting server and the user’s home server. Our
protocol can also be implemented efficiently. By piggybacking
some message flows, the number of message flows between
the roaming user and the visiting server is only three. As of
independent interest, we describe a new practical attack called
deposit-case attack and show that some previously proposed
protocols are vulnerable to this attack.

Index Terms— Anonymity, untraceability, privacy, authenti-
cated key exchange, roaming.

I. INTRODUCTION

W ITH the advancement and tremendous development of

computer networks and telecommunications systems,

user mobility is rapidly becoming an important network

feature nowadays, especially in wireless networks. In one

scenario, a user originally subscribed to a network can travel

to another network administered by a different operator and

access services provided by this network as a visiting user or a

guest. One advantage of this technology is that users can enjoy

a much broader coverage in terms of services or geographical

areas without being limited by that of their own networks.

This capability is called roaming.

A typical roaming scenario involves three parties: a roaming

user, a foreign/visited server and a home server. The roaming

user, who is a subscriber of the home server, is now in a net-

work administered by the foreign server. In cellular networks
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[1], [2], [3], roaming services are widely deployed. However,

it is also especially evident that a number of important security

issues and concerns on user privacy have been come into view.

The latest generation, 3GPP1, is also urging roaming services

to be provided with a more promising assurance on the privacy

of mobile users. Foremost among them are user anonymity and

untraceability.

Based on the general interest of roaming users, it is de-

sirable to keep the users anonymous from eavesdroppers as

well as the foreign server (user anonymity) unless the identity

information becomes critical, for example, in some emergency

situations or special applications. Tracking a mobile unit’s

movements may also expose the identity of a roaming user.

One single exposure of the identity of a user will lead to

the exposure of all other sessions, both past and future, if all

the roaming sessions corresponding to the user can be linked.

Hence it is also important to make sure that no one would be

able to tell if two roaming sessions are corresponding to the

same mobile unit or not (user untraceability).

Besides cellular networks, there are many other roaming

networks sharing the same desires of user privacy. In [4],

Ateniese, et al. gave two examples of roaming applications

which prefer upgrades on user anonymity and untraceability.

One is the inter-bank ATM networks and the other is the credit

card payment systems. Ideally, a user should not have to reveal

anything to the serving network (i.e. the foreign server) other

than the confirmation of his good standing with respect to his

ATM card or credit card issued by his home server. However,

current systems are having users give out their personal

information inevitably. In addition to these systems, there are

many other roaming networks emerging which share similar

demands on user privacy. For example, hopping across meshed

WLANs (Wireless Local Area Networks) administered by

different individuals, joining and leaving various wireless ad

hoc networks operated by different foreign operators, etc.

Besides user anonymity and untraceability, data confiden-

tiality and authenticity are usually needed to protect com-

munications between the user and the foreign server, which

is providing services to the user, against adversaries which

include eavesdroppers, other users and network servers, and

even the user’s home server. It may look strange of protecting

data exchanged between the user and the foreign server from

being viewed by the home server offhand. But it will become

clear when considering that services are provided by the

foreign server to the user but not to the home server. Also

the home server is called in only as a guarantor for giving a

promise that the user is indeed a legitimate subscriber of the

1http://www.3gpp.org
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home server. For example, in the WLAN Roaming, when a

user accesses the Internet through a foreign server, the user

may not want his home server to know which network sites

he is visiting. This is one of the key privacy issues that most

current systems reviewed in Sec. II cannot solve.

Anonymous and Authenticated Key Exchange for Roaming

(AAKE-R)

We propose a new notion in the area of authenticated key

exchange. AAKE-R is a protocol involving three parties: a

user and two servers, namely a home server and a foreign

server. The home server can be online or offline. If the home

server is online, we mean that the home server is involved

in a protocol run and hence the protocol is a three-party one.

Otherwise, it is a two-party protocol between the user and

the foreign server. No matter which type of protocols is, the

following five properties should be achieved simultaneously

in one protocol run.

1) (Server Authentication) The user is sure about the

identity of the foreign server.

2) (Subscription Validation) The foreign server is sure

about the identity of the home server of the user.

3) (Key Establishment) The user and the foreign server

establish a random session key which is known only

to them and is derived from contributions of both of

them. In particular, the home server should not obtain

the session key.

4) (User Anonymity) Besides the user and the home server,

no one including the foreign server can tell the identity

of the user.

5) (User Untraceability) Besides the user and the home

server, no one including the foreign server is able to

identify any previous protocol runs which have the same

user involved.

Since this notion is very useful in the roaming scenario for

users to travel from their home servers to foreign servers

anonymously while at the same time establishing secure

session keys with the foreign servers, we call such a scheme as

an Anonymous and Authenticated Key Exchange for Roaming

Networks (AAKE-R).

We will formulate and explain why the five properties above

are enough for most practical applications of anonymous

roaming. We will also review some related schemes and show

that they do not satisfy some of these properties. Among

these properties, Subscription Validation is the one which is

most difficult to achieve. Many previous schemes have been

found to be unable to achieve this property as they originally

believed so. In particular, we show that the schemes proposed

by Samfat et al. [5] and Go and Kim [6] cannot achieve

Subscription Validation due to a new practical attack called

Deposit-Case Attack.

We also propose an construction of AAKE-R scheme by

using secure authenticated key exchange protocols as building

blocks. Merits of our protocol include eliminating alias syn-

chronization between the user and the home server, supporting

joint key control, and not relying on any special security

assumptions on the communication link between the foreign

server and the home server. We will explain how our protocol

can achieve all the five properties.

Organization. The rest of the paper is organized as follows.

In Sec. II, some previous schemes related to anonymous

roaming are reviewed. This is followed by the formalization

and explanation on the security requirements of AAKE-R

schemes in Sec. III. In Sec. IV, the deposit-case attack against

Subscription Validation is described and its importance on

the security of roaming protocols is explained. In Sec. V,

an AAKE-R scheme is constructed using provably secure

authenticated key exchange protocols as building blocks. The

paper is concluded in Sec. VI.

II. RELATED WORK

There had been a number of works on anonymity for mobile

communications [4], [5], [7], [6]. In [4], [5], several levels

of privacy requirements and corresponding protocols were

proposed. The basic idea is to have an alias associated to

the user which appears unintelligible to anyone except the

home server. When the user requests connection to a foreign

server, the user presents the alias and indicates a server to be

his home server. The foreign server then forwards the alias

to the claimed server for verification. Since the alias looks

unintelligible, the foreign server cannot get any information

about the user except the identity of his home server. This

technique is commonly used for providing user anonymity in

mobile communications [7], [6].

This technique has a major tradeoff. To provide user un-

traceability, the alias has to be renewed every time after

being used. One of the issues incurred is about the alias

synchronization between the user and the user’s home server.

The synchronization may be lost when the communication

link is accidentally broken or when some state information of

either party is corrupted.

The protocols of [4], [5] does not provide a way for the

roaming user to authenticate the foreign server. In other words,

their protocols do not satisfy Property 1, Server Authentica-

tion, as described above. Furthermore, the protocols of [4]

has no key establishment between the roaming user and the

foreign network. In other words, the protocols do not satisfy

Property 3, Key Establishment.

Also note that providing anonymous roaming but no au-

thenticated key establishment between the user and the foreign

server can already be achieved using credential or pseudonym

systems [8], [9] if none of the communicating parties is

resource constrained. Such a system allows users to ob-

tain credentials from their home servers and anonymously

demonstrate possession of these credentials as many times as

necessary without involving their home servers. It can also be

achieved by using some e-cash mechanisms which hide user’s

identity. Hence, the protocols of [4] do not have noticeable ad-

vantage on providing user anonymity and untraceability when

compared with the alternatives mentioned, other than some

performance gain and computational complexity reduction.

Conventional pseudonym/credential systems [8], [9] do not

support key establishment. It is not obvious to extend such

systems to anonymous and authenticated key establishment

protocols since Subscription Validation and Key Establishment
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are generally not considered in these systems. In addition, the

performance of these systems is poor when compared with

authenticated key establishment protocols, which are generally

required to be very efficient to implement, especially when

considering the low-power wireless communication devices.

In each of the protocols of [5], there is a session key

established for each connection between a user and a foreign

server. However, besides the “Homeless” roaming protocol,

the session key is also known to the user’s home server. As

already explained, this is undesirable. Besides this undesirable

feature, all the protocols of [5] have the key value remains

unchanged among all the sessions established. In Sec. III-B,

we will also see that those protocols in [5] cannot provide

Subscription Validation due to a new attack called deposit-

case attack. This attack shows that an honest foreign server

can be cheated to believe that a malicious server is the home

server of a roaming user without being noticed by the user

nor the original home server of the user.

In [7], a related scenario to roaming was discussed and three

protocols were proposed for authenticated key establishment

between two mobile units, each subscribed to a distinct server.

Their protocols protect the identities of both mobile units

from eavesdroppers, other mobile units and even the servers.

However, there are two issues. First, the session key in

their protocols is generated by the foreign server and then

transferred to mobile units. Hence their protocols are key

transport protocols [10]. Also, recent results showed that all

the three protocols cannot preserve the privacy of the mobile

units [11].

In [6], an authenticated key exchange protocol was proposed

for anonymous roaming on wireless networks. Their protocol

is targeted to protect the mobile unit’s identity from all entities

other than its home server and the serving foreign server (does

not satisfy Property 4, User Anonymity). According to results

from [11], it was found that a malicious server which is not

communicating with the mobile unit can launch an active

attack to reveal the mobile unit’s identity. In addition, we find

that their protocol cannot provide Subscription Validation as

it is also vulnerable to the deposit-case attack [12].

Besides the protocols mentioned above, [13], [14] proposed

some other authenticated key establishment protocols for

roaming. However, they do not support user privacy.

In this paper, we propose a novel construction approach

of AAKE-R. Our construction satisfies all the five properties

specified in the previous section. It does not need any alias

mechanism for providing anonymity (so there is no synchro-

nization issue between the roaming user and his home server).

In addition, the session key established between the roaming

user and the foreign server is not known to the home server.

In the following, we give more details to the five properties /

security requirements for AAKE-R.

III. SECURITY REQUIREMENTS OF AAKE-R

We first define some notations and system-wide parameters.

Let k be a system-wide security parameter. There are two

types of entities. Let C(k) = {C1, · · · , CQ1(k)} be the set of

users (clients) in the system and S(k) = {S1, · · · , SQ2(k)}
be the set of servers in the system, where Q1 and Q2 are

some polynomials and Ci, Sj ∈ {0, 1}k are the corresponding

identities, for 1 ≤ i ≤ Q1(k) and 1 ≤ j ≤ Q2(k). We assume

that each entity is already associated with a public key pair

of some standard encryption scheme or signature scheme.

Subscription: The term ‘subscribe’ is commonly used

for describing some special relationship between a user and

a server without clear definition. In this paper, we focus on

anonymous roaming scenario which requires us to formalize

the meaning of subscription. Below is the intuition of sub-

scription.

“A user is subscribed to a server called the home

server of the user if the server has the privilege to

get access to the real identity of the user and track

the user’s movements and whereabouts on networks,

to which the user has visited, no matter those visited

networks are administered by other servers or by

itself.”

For simplicity, we assume that each user has subscribed to

one and only one server, and the subscription is persistent.

Hence scenarios related to changing subscriptions of users are

excluded. For example, suppose a user changes his subscrip-

tion from one server to another but using the same secret in

conducting authenticated key establishment with the servers.

Then the original network may be able to identify the user

when he subscribes to a new server. This is not considered in

our system.

Definition 1 (Subscribe): Given a security parameter k,

‘subscribe’ is a computable function f from C(k) into S(k).
We say that Ca is ‘subscribed’ to Sh if f(Ca) = Sh where

Ca ∈ C(k) and Sh ∈ S(k).
By using the terminologies of mobile communications, Sh

is said to be the home server of Ca and Si is a foreign server

of Ca for all i �= h. We also assume that the inverse f−1 is

computable. Hence for any Sh ∈ S(k), f−1(Sh) is the set of

all Ca ∈ C(k) such that f(Ca) = Sh. In the following, we

implicitly pass in the subscribe function f , server space S(k)
and user space C(k) to each algorithm defined.

We now begin to define and describe the five properties

/ security requirements of an AAKE-R protocol. These five

properties which are to be given in the following subsections

are: Server Authentication, Subscription Validation, Key Es-

tablishment, User Anonymity and User Untraceability.

A. Server Authentication

For a user Ca, server authentication is to allow Ca to make

sure that the communicating foreign server Sv is the one Ca

is intended to connect to. This property provides an assurance

to a roaming user on the identity of the visiting foreign

server, and is very important in practice. In contrast to some

previously proposed schemes [4], [5] which do not support

server authentication, we stress that the security requirement

is necessary. For example, different foreign servers may charge

differently for the services they provide. The user would like

to choose and be sure that he is obtaining the services provided

by a specific foreign server. Another example, the user may

trust some of the foreign servers but not the others. The user

does not want to establish a connection with an untrusted

foreign server and leak personal information to that server.
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This requirement becomes increasingly important in wire-

less networks as impersonation attacks are much easier to

launch when compared with wired networks.

In cellular networks, some old roaming systems such as

GSM (Global Systems for Mobile Communications) [1] do

not support server authentication. This requirement has been

noted and addressed in new systems, such as the 3GPP [3].

B. Subscription Validation

From a foreign server Sv’s perspective, Sv only needs to

find out the identity of the user’s home server Sh. That is,

given Sh, Sv is to make sure that Ca ∈ f−1(Sh) without

actually recovering Ca (the identity of the user). This can be

considered as a replacement of client authentication.

Since user anonymity and untraceability are needed, the

identity of the user should not be exposed to the foreign server.

For facilitating billing, access control or other subscription

oriented applications, subscription validation is needed. For

example, a server has a security policy which only allows users

subscribed to one particular server to access its services but

does not allow users subscribed to another particular server

to do so. Another example, a foreign server may charge

differently for users subscribed to different servers.

In most of the current roaming protocols, Subscription

Validation is done in two steps.

1) The roaming user A claims that a particular server H

is A’s home server.

2) That particular server, H , is then called in as a guarantor

by the visiting foreign server V for giving a promise (as

a one-time unforegable credential) that A is a legitimate

subscriber of H . H generates a credential only after

authenticating A.

This mechanism can effectively prevent a malicious user

B, who is not subscribed to a server H , from making V

believe that B is a legitimate subscriber of H . However,

this mechanism only provides half of the measures towards

Subscription Validation. It implicitly assumes that all servers

are honest, that is, H generates credentials only under the

fact that A ∈ f−1(H). This assumption may not be justified in

roaming scenarios. There is no reason to restrict that no server

would cheat. On the contrary, in Sec. IV, we elaborate in detail

on how undesirable it would be when A’s claim of home server

H is changed by an adversary to a malicious server, say He,

when V receives it, and He cheats. In particular, we describe a

new practical attack called Deposit-Case Attack and show that

some previous protocols do not satisfy Subscription Validation

due to this new attack.

C. Key Establishment

In most applications, it does not seem to be very useful

if a protocol only provides authentication but no key estab-

lishment. This is because an authentication-only protocol only

provides authenticity between the intended parties when run-

ning the protocol. It does not provide any authentication after

the protocol is finished. An authenticated key establishment

protocol, instead, allows two intended communicating parties

to establish a secret session key which is known only to the

two parties. Hence after the protocol is finished, the two parties

can use the session key to communicate securely and in an

authenticated way (i.e. a secure communication channel).

The user Ca and the foreign server Sv establish a random

session key σ ∈ {0, 1}k which is known only to them and is

derived from contributions of both of them. In particular, Sh

should not obtain σ.

Joint Key Control: The value of σ should not be

controlled or chosen solely by any single one of the

two communicating parties. This requirement was

first pointed out as joint key control by Mitchell et

al. [15], that is, the protocol should be designed to

prevent either party from choosing the key value. It

was noted that one of the communicating parties

can arbitrarily select up to s bits of the session

key and effectively control the value on these bits

by choosing about 2s random values, if the key

establishment scheme is lack of joint key control.

This may introduce some concern such as one party

can force the use of an old key.

Also note that the home server Sh of Ca should not obtain σ.

Consider the user accessing a web using resources provided by

the foreign server. The home server is only called in for billing

purposes. There is no reason to allow the home server to also

see the data exchanged between the user and the foreign server.

As a counterexample, the protocol of Samfat, et al. reviewed

in Sec. III-B does not satisfy this requirement.

D. User Anonymity and User Untraceability

User Anonymity: Besides the user Ca himself and his

home server Sh, no one including the foreign server can tell

the identity of the user.

In the real world, there may be many different ways for

finding out a user’s identity. For example, attackers can acquire

some geographical information from the radio signal emitted

by a user to track the user’s movements. Another example is

that a careless user may reveal his identity in his communi-

cation with a server (in some higher protocol levels). Also,

after completing a key establishment process, there is barely

any control on how the session key is going to be used. For

example, the user can simply send his messages in clear and

these messages may contain his identity information. Hence

we focus on the user anonymity and untraceability of the

AAKE-R protocol only by limiting the information available

to attackers to just the transcripts of AAKE-R protocol runs.

We define user anonymity in the sense that an attacker does

not gain any advantage in telling who a user is from the

transcripts of all AAKE-R protocol runs. Let an attacker be a

pair (A,F ) of probabilistic polynomial-time (PPT) algorithms,

each in the first component of its inputs. Let a transcript be a

list of all corresponding messages transmitted over the network

for one protocol run. Let T be the set of pairs of transcripts

and users’ identities of all AAKE-R protocol runs of all users.

The total number of protocol runs for all users in the model

is restricted to at most Q3(k) for some polynomial Q3. Given

C,S and f , define
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Adv
A

C,S,f (k) = | Pr[A(1k
, Sh, T , Ta) → Ca|

(Sh, C1, · · · , CQ3(k)) ← F(1k
,S ,C), Sh ∈ S(k),

C1, · · · , CQ3(k) ∈ f
−1(Sh), Ca ∈R f

−1(Sh)]

−
1

|f−1(Sh)|
| (1)

to be the advantage of A in identifying the user over wild

guess, where Ta is a new transcript corresponding to user Ca;

C1, · · · , CQ3(k) correspond to the users of the transcripts in T .

We say that the AAKE-R protocol provides user anonymity

against attacker (A,F) if Adv
A

C,S,f (k) is negligible for all

sufficiently large k. A function ǫ is negligible if for every

constant c ≥ 0, there exists an integer kc such that ǫ(k) < k−c

for all k ≥ kc.

In Eq. (1), F arbitrarily picks a home server Sh. A is then

given Sh, and a couple of transcripts of previous protocol

runs whose corresponding users are also chosen by F . The

objective of A is to guess which user has involved in a new

transcript denoted by Ta, which corresponds to a subscriber

Ca chosen uniformly at random from f−1(Sh). As defined by

Eq. (1), an anonymous protocol should not allow (A,F) to

have a non-negligible advantage in finding out the user identity

over random guessing.

User Untraceability: Besides the user Ca himself and his

home server Sh, no one including the foreign server is able to

identify any previous protocol runs which have the same user

involved.

The definition above (Eq. 1) also includes user untrace-

ability. Notice that all other transcripts and the corresponding

users’ identities are known to the attacker. If the AAKE-R

protocol is traceable, the attacker can link Ta to at least another

transcript in T that corresponds to the user and therefore, be

able to identify the user. Then Eq. (1) is non-negligible.

Hiding the Home Server: In the definition above, we

assume that the home server of the user is known to attackers,

which also include the foreign server. Typically, when a user

requests a connection to a foreign server, the server needs to

verify that the user is entitled to services, and/or charge the

user for these services with incurred profit shared with the

user’s home server. Besides, in order to obtain some basic

service, such as forwarding user’s incoming data to the user’s

home server, the user’s home server also needs to be identified

by the foreign server. In [5], the authors also mentioned that

providing privacy of level C4 (i.e. hiding the identity of the

user’s home server from the foreign server) or higher will

cause undesirable problems such as handling incoming calls

in most of the telecommunication systems.

On the other hand, the inclusion of Sh in Eq. (1) will

become undesirable when we consider the attacker to be a

non-serving foreign network or just an eavesdropper. Also,

the consideration above will no longer apply. In this case, Sh

should be removed from the inputs of A, Sh should be chosen

randomly from S(k), and the advantage should be compared

against the wild guess over the entire set of users, that is,

C(k).

IV. DEPOSIT-CASE ATTACK

Suppose there is an honest roaming user Ca trying to

connect to an honest foreign server. Suppose the home server

of Ca is Sh, that is, f(Ca) = Sh. The deposit-case attack

works in such a way that during the communication between

a foreign server and Ca, the foreign server would be cheated

to believe that a malicious server Se (where Se �= Sh) is

the home server of Ca without being noticed by Ca nor the

original home server Sh. In other words, a malicious server

manages to conjure a credential and claims to the foreign

server that the roaming user is subscribed to it. If this attack

works on a protocol, then obviously this protocol fails to

achieve Subscription Validation.

(Different from Unknown Key Share Attack). Deposit-case

attack is a special kind of man-in-the-middle attacks. It is

different from the Unknown Key Share Attack [16]. An

unknown key share attack only applies to key agreement

protocols [10]. It makes one party A believe that a session key

is shared with a party B when it is in fact shared with another

party C. A roaming protocol is more than a key agreement

protocol. The deposit-case attack will make the mobile user

believe that the foreign server V has obtained the identity of

his home server (i.e. H) when V has in fact obtained the

identity of another server which is malicious.

(Practical Significance). Consider an inter-bank ATM sys-

tem where a customer (a roaming user) comes to an ATM

terminal2, which is not operated by the customer’s bank, and

deposits some money to his bank account. The ATM terminal

can be considered as a foreign server. Suppose an AAKE-

R protocol is carried out among the user, the foreign server

and the home server (the customer’s bank) and is vulnerable

to the deposit-case attack. We can see that the deposit-case

attack would lead the foreign server to transfer money to a

malicious server (i.e. another bank which is different from the

customer’s bank).

Apparently, this new attack was not known in the past.

Several related schemes have recently been found vulnerable

to this attack [12]. In the following, we show that two

anonymous roaming protocols cannot provide Subscription

Validation due to this new attack. We emphasize that the

purpose of deposit-case attack is to compromise a protocol

with respect to authentication rather than anonymity. Since our

focus on this paper is on anonymous roaming, we illustrate the

attack on two related protocols only. In [12], we can see that

a roaming protocol without anonymity should also be secure

against deposit-case attack.

A. The Basic Protocol of Samfat et al.

In [5], the authors proposed several authentication proto-

cols with different levels of privacy. Besides the “Homeless”

authentication protocol, in which the home server is not

involved, the other two protocols use the traditional two-

step Subscription Validation mechanism but apparently do not

consider the scenario that servers may cheat, as mentioned in

2For example, an ATM terminal with Visa/PLUS or Mastercard/Cirrus sign
on.
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Sec. III-B. However, from the context of the paper, the authors

do not assume that all servers are honest either.
The protocol uses the following two functions as building

blocks: Token and TICK . Token is computed by applying

a block cipher E (such as AES [17]) under a symmetric key

Kab over three inputs, say, a random number (nonce) Na, a

timestamp Ta and the identity of message originator A. The

function is denoted by

TokenKab
(A,Ta, Na) = EKab

(A ⊕ EKab
(Ta ⊕ EKab

(Na))).

TICK is called a ticket which is used for an initiator A to

send a session key Ks to a responder B. The key is intended

to be shared with a third party C. This is denoted by

TICKKab
(A,B, C, Ks) = TokenKab

(Na⊕C, Nb, Na⊕A)⊕Ks

where Na and Nb are nonces.
The Basic Protocol of Samfat et al. [5] consists of four

message flows among a roaming user Ca, a foreign server Sv

and Ca’s home server Sh. The fourth message flow is optional.

In Table I, we summarize the notations used in the protocol

description.

TABLE I

NOTATIONS

Symbols Meaning

Ca a roaming user
Sh Ca’s home server
Sv a foreign server

Ph, Pv public keys of Sh and Sv , respectively
E public-key encryption algorithm

Nu, Na, Nb, Nr , Nv nonces
Ka long-term key shared by Ca and Sh

Kvh a long-term key shared by Sv and Sh

H one-way hash function

In the following, we review the protocol with the first three

message flows. We will consider the fourth message later.

Ca ⇒ Sv : Sh, alias = EPh
(Nu || Nu ⊕ Ca),

AUTHav = [Na, Ta, T okenKav
(alias, Ta, Na)]

Sv ⇒ Sh : alias, EPh
(Nr || Nr ⊕ Sv),

AUTHvh = [Nv , AUTHav, T okenKvh
(Sv,

AUTHav, Nv)]
Sv ⇐ Sh : EPv

(Nr), TICKKvh
(Sh, Sv, alias, Kav)

where Kav = H(Ca||Sv||Ka).

Deposit-Case Attack: Consider a malicious server Se

which intercepts the message sent from Ca to Sv and modifies

the message for claiming that Ca is its subscriber.

Ca ⇒ Se : Sh, alias = EPh
(Nu || Nu ⊕ Ca),

AUTHav = [Na, Ta, T okenKav
(alias, Ta, Na)]

Se ⇒ Sv : Se, alias, AUTH ′
av = [Ne, Te,

T okenK′(alias, Te, Ne)]
Sv ⇒ Se : alias, EPe

(Nr || Nr ⊕ Sv),
AUTHve = [Nv , AUTH ′

av,
T okenKve

(Sv, AUTH ′
av, Nv)]

Sv ⇐ Se : EPv
(Nr), TICKKve

(Se, Sv, alias,K′)

where Ne is a nonce and K ′ is a symmetric key randomly

generated by Se. Pe is the public key of Se. Kve is a long-

term key shared by Sv and Se. In this attack, Sv will believe

Ca is a subscriber of Se but actually Ca is a subscriber of Sh.

Now suppose the fourth message flow is included.

It allows Sv to send Pv to Ca for the purpose

of future authentication. The message flow is denoted

by TICKKav
(Sv, alias, Sv, Pv). We can see that in

this attack, even Se simply relays the fourth message,

TICKK′(Sv, alias, Sv, Pv) directly from Sv to Ca, Ca will

still accept, but get a wrong value of Pv .

B. Go-Kim Anonymous Authentication Protocol for Roaming

In [6], Go and Kim proposed another authentication pro-

tocol preserving user anonymity. Compared with Samfat et

al.’s scheme, their protocol supports Server Authentication.

However, we will show that their scheme does not support

Subscription Validation.

We use the same set of notations as defined in Sec. IV-

A. Below are some additional notations. Let G be a cyclic

group generated by g of prime order q. Assume the discrete

logarithm problem in G is hard. Let H1 and H2 be some

cryptographically strong hash functions. Let (ŜH , Ph) ∈ Zq ×

G be Sh’s private key/public key pair such that Ph = gŜH .

Let (ŜV , Pv) ∈ Zq × G be Sv’s private/public key pair such

that Pv = gŝV . Let T1, T2 and T3 be timestamps. The Go-Kim

protocol is shown as follows.

Ca : Na ∈R Zq , Kah = P Na

h ,

alias = EKah
(H1(Ca) ⊕ gNa)

Ca ⇒ Sv : Sh, alias, gNa

Sv : Nv ∈R Zq

Sv ⇒ Sh : alias, gNv , gNa , SigV (gNv , gNa , alias, Sv), T1

Sh : Nh ∈R Zq, Khv = H2(g
NvNh , P

Nh
v )

Sh ⇒ Sv : gNh , EKhv
(SigH(gNh , gNv ,H1(Ca) ⊕ gNa , Sh),
H1(Ca) ⊕ gNa), T2

Sv : alias′ = H1(g
NvNa ,H1(Ca)),

Kav = H2(g
NvNa , gŜV Na)

Sv ⇒ Ca : gNv , EKav
(H1(g

Nv , gNa , alias′, Sv), T2), T3

Ca ⇒ Sv : EKav
(SigA(gNa , gNv , T2, Sv), T3)

Deposit-Case Attack: Direct application of the deposit-

case attack is not obvious here. This is because the malicious

server M has to decrypt alias and obtain the real identity

of Ca in order to deliver the correct value to Sv and let Ca

accept when Ca receives a commitment of alias′ in the second

last message flow. However, M does not know Kah which is

needed to decrypt alias.

Note that alias is used to hide the real identity of Ca so

that the Go-Kim protocol can provide user anonymity and

untraceability against eavesdroppers. Hence before launching

the deposit-case attack, M should find out the real identity of

Ca. Below are the details on how M can find out Ca’s real

identity3 and launch the deposit-case attack. Let PM ∈ G be

M ’s public key.

3Precisely, M finds out the value of H1(Ca) in the attack. However,
the commitment H1(Ca) has already provided enough information for an
adversary to trace and reveal the identity of the user.
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Ca : Na ∈R Zq, Kah = P Na

h ,

alias = EKah
(H1(Ca) ⊕ gNa)

Ca ⇒ M : Sh, alias, gNa

M : N1 ∈R Zq

M ⇒ Sh : alias, gN1 , gNa , SigM (gN1 , gNa , alias, M), T0

Sh : Nh ∈R Zq, Khm = H2(g
N1Nh , P

Nh

M )
Sh ⇒ M : gNh , EKhm

(SigH(gNh , gN1 ,H1(Ca) ⊕ gNa , Sh),
H1(Ca) ⊕ gNa), T2

M ⇒ Sv : M , alias, gNa

Sv : Nv ∈R Zq

Sv ⇒ M : alias, gNv , gNa , SigV (gNv , gNa , alias, Sv), T1

M : N2 ∈R Zq, Kmv = H2(g
NvN2 , P N2

v )
M ⇒ Sv : gN2 , EKmv

(SigM (gN2 , gNv ,H1(Ca) ⊕ gNa , M),
H1(Ca) ⊕ gNa), T2

Sv : alias′ = H1(g
NvNa ,H1(Ca)),

Kav = H2(g
NvNa , gŜV Na)

Sv ⇒ Ca : gNv , EKav
(H1(g

Nv , gNa , alias′, Sv), T2), T3

Ca ⇒ Sv : EKav
(SigA(gNa , gNv , T2, Sv), T3)

In the attack, the malicious server M first pretends to be a

foreign server, contacts Ca’s home server Sh, and claims that

Ca is communicating with M . Sh then innocently sends Ca’s

real identity to M . After that, M launches the deposit-case

attack by impersonating Ca and sending a modified message

to Sv (illustrated as the first message from M to Sv in the

diagram above). This message makes Sv believe that M is the

home server of Ca while A believes that he has informed Sv

that Sh is his home server.

Notice that Ca and Sv will still agree on the same key Kav

when the attack completes. Hence the attack is carried out

successfully and will not be discovered by any of the three

honest parties.

V. THE AAKE-R SCHEME

We now propose a generic way to construct AAKE-R.

In our construction, we use conventional authenticated key

exchange protocols as building blocks. In the following, we

first describe the building blocks.

A. Authenticated Key Exchange (AKE)

AKE is a two-party protocol which allows the parties to au-

thenticate each other and simultaneously come into possession

of a shared session key. There are many different kinds of AKE

protocols in the literature, both symmetric and asymmetric.

For the symmetric case [18], [19], the parties are assumed

to have some long-term secret key (or password) shared. For

the asymmetric case [16], [20], each of the parties is already

associated with some public key pair.

To describe one protocol run of an AKE, we need to specify

the inputs of the two parties and the generation of the session

key. In the following, we introduce a notation to describe an

AKE protocol run for the asymmetric case. Let the identities

of the two parties be A and B. Let the public key pairs of A

and B be (ŝA, PA) and (ŝB, PB), respectively. Suppose the

session key generated is σ, the AKE protocol run is denoted

by

σ ← AKE(A, B, (ŝA, PA), (ŝB, PB))

There is a special type of AKE schemes: authenticated key

transport (AKT). The only difference between AKT and AKE

is that the former has the session key prepared by one party

and ‘transported’ securely to the other party. That is, one party

has the exclusive key control [15]. By using the symbols

above, suppose the session key σ is prepared by A and is

transported to B, the AKT protocol run is denoted by

AKT (A, (ŝA, PA))
σ
→ (B, (ŝB, PB))

Anonymous Authenticated Key Exchange: Some conven-

tional AKE schemes can be converted to support one-party

anonymity against eavesdroppers. This type of schemes allows

one of the two parties to hide its identity in the messages

exchanged so that no eavesdropper can identify who that

party is. Notice that these schemes are fundamentally different

from AAKE-Rs. One major difference is that an AAKE-R

scheme hides the user’s identity from the foreign server while

an AKE scheme which supports one-party anonymity against

eavesdroppers does not hide the user’s identity from the other

communicating party.

An example of AKE schemes which equips this property

has been discussed in [20, Sec. 9]. The approach is to have

the party who requires anonymity against eavesdroppers to

establish a secure session with the other party using some

secure certificate-based one-way authenticated key establish-

ment scheme (e.g. SSL/TLS [21]) and then on top of the secure

channel, the anonymous party will identify and authenticate

itself to the other party (e.g. showing a password). If the

anonymous party also has a public key pair such that the other

party knows the public key already, the anonymous party can

also use the key pair to generate a signature as a response

on a challenge made by the other party. Both challenge and

response are transferred on top of the secure channel and they

are also required to be fixed in length no matter what signing

algorithm the anonymous party chooses and how big the key

pair is.

Other AKE/AKT schemes that are believed to have this

property include [22], [23], [24]. To denote that A is hiding

its identity, we use the notation below.

σ ← AAKE(A, B, (ŝA, PA), (ŝB , PB))[A]

For simplicity, assume all the session keys mentioned above

are k bits long. The requirements of anonymity and un-

traceability on AAKE should follow the definitions given in

Sec. III-D in the straightforward way.

B. Protocol Description

As defined, the protocol consists of three entities: user Ca,

home server Sh such that f(Ca) = Sh and foreign server Sv

where Sh �= Sv . Assume that there is a direct link between Ca

and Sv and another direct link between Sv and Sh. But there

is no direct link between Ca and Sh. For all communications

between Ca and Sh, messages are relayed by Sv.

Let (ŝv, Pv) be the public key pair of Sv for some public

key encryption scheme E . Assume that Sv broadcasts Pv

associated with a certificate and Ca has obtained Pv and

checked its validity using the associated certificate before

running the protocol. We use EPv
to denote the encryption

under the public key Pv . Let (ŝa, Pa) and (ŝh, Ph) be the

public key pairs of Ca and Sh, respectively. Assume that for

each server Sh ∈ S(k), the public key Ph of Sh is known to
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all users in f−1(Sh) and also for each user Ca ∈ C(k), the

public key Pa of Ca is known to f(Ca). In other words, we

assume that each user knows its home server’s public key and

each server knows the public keys of all its subscribers. In

practice, the user and his home server can send their public

keys to each other when the user subscribes to the server in

some registration phase. For simplicity, we also assume that

all servers know the public keys of all other servers in S(k).
In practice, this can be replaced by a certificate-based solution

for providing scalability.

Let H1, H2 and H3 be cryptographically strong hash

functions. Each of them maps from {0, 1}∗ into {0, 1}k.

Below is the protocol description.

1) Ca randomly generates ka ∈R {0, 1}k and sends

m1 = EPv
(Sh‖H1(ka)) to Sv where ‘‖’ denotes string

concatenation.

2) Sv decrypts m1 using the private key ŝv and separates

it into two halves: the first k-bit binary string is Sh,

and the second k-bit binary string should be H1(ka).
Here we denote it by α. It then ‘informs’ (by sending a

prespecified message) Sh that there is a user who claims

to be its subscriber. This message will be included in the

next step for saving one round of communication.

3) Ca and Sh start up an AAKE run via Sv and attain

c ← AAKE(Ca, Sh, (ŝa, Pa), (ŝh, Ph))[Ca]

if f(Ca) = Sh. Otherwise, both entities halt with failure.

Sv will also halt with failure after being informed by Ca

or Sh or timeout.

4) Sh computes Π = H2(Ca, Sh, Sv, c).
5) Sh and Sv start up an AKT run and attain

AKT (Sh, (ŝh, Ph))
Π
→ (Sv, (ŝv, Pv)).

If the AKT fails to complete, both entities halt with fail-

ure. Ca will also halt with failure after being informed

by Sv or timeout.

6) Sv randomly generates kb ∈R {0, 1}k and sends m2 =
α ⊕ kb to Ca.

7) Ca obtains kb as m2⊕H1(ka) and sends m3 = H1(kb)⊕
ka to Sv.

8) Sv obtains ka from m3 and checks if H1(ka) = α. If it

is true, continue. Otherwise, Sv rejects the connection

and halts.

9) Each of Ca and Sv computes the session key σ as

H2(Sh, Sv, ka, kb, Π) and jointly conduct the following

key confirmation steps.

a) Sv sends m4 = H3(Sh, Sv, H1(ka), kb, Π) to Ca.

b) Ca checks if m4
?
= H3(Sh, Sv, H1(ka), kb, Π). If

it is true, Ca sends m5 = H3(Sh, Sv, ka, kb, Π)
back to Sv and accepts the connection. Otherwise,

Ca rejects and halts.

c) Sv checks if m5
?
= H3(Sh, Sv, ka, kb, Π). If it

is correct, Sv considers that the connection is

established. Otherwise, Sv halts with failure.

The messages can be piggybacked in the last two

message flows.

10) Both Ca and Sv destroy their copies of ka and kb after

accepting the connection.

The optimized protocol after piggybacking the last two mes-

sage flows is illustrated in Fig. 1.

C. Security Analysis

In the following, we assume that all hash functions used

in our scheme behave like random oracles [25] (random

functions). Server authentication is done by the following

challenge-response pair,

(EPv
(Sh||H1(ka)), H3(Sh, Sv, H1(ka), kb, Π)).

Only Sv, who has ŝv, can obtain the value of H1(ka) from the

first item of the pair, and the response containing the digest

of H1(ka) lets Ca authenticate Sv.

Subscription validation is done in three steps. First, Sh

is involved to authenticate Ca. This is done by using the

AAKE mechanism. Second, Sh sends Sv a credential, which

comprises the entire transcript of the AKT protocol run, for

testifying that the user who has involved in the AAKE in the

first step is a subscriber of Sh. Third, Sv ensures that the user

communicating with Sh in the first step is also the one who is

currently communicating with. This is done by having the user

send the last message component, H3(Sh, Sv, ka, kb, Π) to Sv.

Since besides Sh and Sv, only the user who has communicated

with Sh in the first step can compute the value of Π4.

For key establishment, we will show that only Ca and

Sv are sharing the fresh session key after one protocol run.

First, only Ca, Sv and Sh know the value of Π and therefore

only these three parties are able to compute the session key

σ = H2(Sh, Sv, ka, kb, Π) if they also know ka and kb. As

in the subscription validation, we exclude the scenario that

Sh is impersonating its own subscriber. So in the following,

we only need to show that Sh cannot obtain at least kb

from the transcript of one protocol run. Notice that both

H1(ka)⊕kb and H1(kb)⊕ka do not help get kb since H1(ka)
and H1(kb) are some unknown pseudorandom strings and no

any bit information of ka or kb can be obtained from them. In

addition, the first message flow does not leak any information

of H1(ka) provided that the underlying encryption function

E is semantically secure against adaptive chosen ciphertext

attacks [26]. Hence Sh cannot obtain session key σ from

the transcript of the protocol run. On key control, it can

be seen that joint key control is achieved and no party can

predetermine the value of the session key when generating

their session key component. The technique is the same as

the commitment approach due to [15].

To show that the scheme is user anonymous, we first allow

an adversary to choose a home server Sh from S(k) for some

sufficiently large k, and also a set of Q3(k) subscribers in

f−1(Sh). We then invoke the protocol by randomly choose

a server from S(k) \ {Sh} as the foreign server Sv for

that protocol run. We record the entire transcript. This is

repeated until we obtain a set of Q3(k) transcripts / protocol

runs. Denote the set by T . We then randomly pick a user

Ca ∈ f−1(Sh) and generate a transcript Ta. After invoking

4Note that Sh can always communicate with Sv and claim to be a
subscriber of itself. This is reasonable in practice as Sh can always create
new subscribers at its own will.
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Ca Sv Sh

m1 = EPv
(Sh || H1(ka))

✲

c ← AAKE(Ca, Sh, (ŝa, Pa), (ŝh, Ph))[Ca]
✲✛

AKT (Sh, (ŝh, Ph))
Π
→ (Sv, (ŝv, Pv))

✛ ✲

m2 = H1(ka) ⊕ kb, m4 = H3(Sh, Sv, H1(ka), kb, Π)
✛

m3 = H1(kb) ⊕ ka, m5 = H3(Sh, Sv, ka, kb, Π)
✲

Fig. 1. The AAKE-R Protocol

the adversary, we wait for the adversary to return its guess of

the user’s identity.

In the protocol, we can see that besides AAKE and the

value of Π, there is no information related to the identity of

Ca. Without knowing Ca and c, which is the secret output of

AAKE but not known to the adversary, Π is just the digest of

two unknown values and does not help the adversary obtain

any additional information of Ca. Therefore, the degree of

user anonymity of the protocol reduces to that of the AAKE

scheme. Similarly, user untraceability is also ensured by the

security assumption of the underlying AAKE scheme.

An eavesdropper can find out the identity of the home server

from the transcript of one protocol run by simply looking into

the portion of the transcript corresponding to AAKE and AKT.

On the other hand, it becomes easy to provide home server

hiding when considering eavesdroppers who can only access

messages between Ca and Sv but not between Sv and Sh. In

this adversary model, our scheme also provide identity hiding

for the home server by building a secure channel between

Ca and Sv and carrying out the AAKE on top of the secure

channel. However under the security definition we give in

Sec. III-D, the eavesdroppers are more versatile than that.

D. Instantiation and Performance Evaluation

In Sec. V-B, we propose a generic construction of AAKE-R

protocols. The AAKE and AKT protocols can be instantiated

by concrete protocols, and optimization of message flows

can be applied so that the instantiation can be carried out

efficiently for low-power wireless roaming. Suppose we have

a 3-round AAKE protocol as follows 5:

Ca → Sh : M1

Ca ← Sh : M2

Ca → Sh : M3

Suppose the session key σ can be computed by Sh once after

M1 is received. The AAKE-R generic construction described

in Sec. V-B can be optimized by using piggybacking technique

shown in Fig. 2.

1) Ca sends m1 and the first message (denoted by M1) of

the AAKE protocol to Sv.

5We refer readers to [24] for a concrete AAKE protocol.

2) Upon receipt of the message (m1, M1) from Ca, Sv

decrypts m1 using the private key ŝv and separates it

into two halves: the first k-bit binary string is Sh, and

the second k-bit binary string should be H1(ka). Here

we denote it by α. It then forwards M1 to Sh.

3) After receiving M1 from Sv, Sh computes c and then

Π = H2(Ca, Sh, Sv, c). Sh and Sv then start up an AKT

run (e.g. [23]) to attain

AKT (Sh, (ŝh, Ph))
Π
→ (Sv, (ŝv, Pv)).

If the AKT fails to complete, both entities halt with fail-

ure. Ca will also halt with failure after being informed

by Sv or timeout. Sh also sends M2 to Sv
6.

4) Sv randomly generates kb ∈R {0, 1}k and sends m2 =
α⊕kb, m4 = H3(Sh, Sv, H1(ka), kb, Π) and M2 to Ca.

5) Ca obtains kb as m2⊕H1(ka) and verifies m4 and M3.

If the verification succeeds, Ca sends m3 = H1(kb)⊕ka

together with m5 = H3(Sh, Sv, ka, kb, Π) and M3 to

Sv , Ca accepts the connection and computes the session

key σ as H2(Sh, Sv, ka, kb, Π). Otherwise, Ca rejects

and halts.

6) Sv obtains ka from m3 so that Sv can check if H1(ka) =
α and m5 = H3(Sh, Sv, ka, kb, Π). If the verification

succeeds, continue. Otherwise, Sv rejects the connection

and halts. Sv also forwards M3 to Sh.

7) Sh verifies message M3, and informs Sv the verification

result by sending an acknowledgement ACK to Sv in

an authenticated way. This is feasible as Sh and Sv are

sharing a secret session key Π. For example, this can

be done as follows: if the verification of M3 succeeds,

ACK = H3(
′1′, Π); otherwise, ACK = H3(

′0′, Π).
8) Sv verifies ACK , if ACK = H3(

′0′, Π), Sv halts

with failure. Otherwise, Sv accepts the connection and

computes session key σ as H2(Sh, Sv, ka, kb, Π).
9) Both Ca and Sv destroy their copies of ka and kb after

accepting the connection.

Performance: In the real world, servers are usually con-

nected by communication links with much higher bandwidth

than the links between roaming users and servers. Due to

6This message flow can be combined with the last message flow of the
AKT protocol
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Ca Sv Sh

m1, M1
✲

M1
✲

AKT (Sh, (ŝh, Ph))
Π
→ (Sv, (ŝv, Pv))

✛ ✲

M2
✛

m2, m4, M2
✛

m3, m5, M3
✲

M3
✲

ACK
✛

Fig. 2. The Optimized AAKE-R Protocol

the limited wireless spectrum provided for communications

between roaming users and servers and limited battery power

of roaming users, the performance of a roaming protocol is

mainly determined by the communication rounds between the

mobile roaming user and the foreign server. In the protocol

instantiation above, there are only three communication rounds

between the mobile user and the foreign server, and this is

commonly believed to be the minimum number of rounds

required in order to achieve joint key control.

In the instantiation above, the AAKE protocol in [24]

performs a Diffie-Hellman key exchange, a digital signature

verification and a digital signature generation. Diffie-Hellman

key exchange protocol has already been used in existing

cellular networks (e.g. CDPD [27] in North America). The

computational complexity of digital signature verification re-

lies a lot on the public key. In the case of the low exponent

RSA algorithm (e.g. e = 3), the signature verification takes

only two modular multiplications. And for the digital signature

scheme used by the mobile user, we can choose Schnorr’s

signature scheme [28] where all the users registered in the

same home domain can use the same multiplicative group.

The reason is that Schnorr’s signature scheme supports pre-

computation, only one hash function and one modular mul-

tiplication is needed in real time signature generation. And

for the encryption under the foreign server’s public key, we

can choose low exponent RSA algorithm again, which takes

another two modular multiplication operations.

In Table II, we make a comparison among our protocol

instantiation and some related protocols in terms of both

security and performance.

As we can see in the table, the roaming protocol proposed

by Hwang et al. [14] may provide server authentication and

subscription validation, but under the assumption that the

roaming user also checks the identity information in the

message from the foreign server Sv to the roaming user Ca.

However in [14], this assumption is not made. And besides

Hwang et al.’s protocol and ours, none of the remaining

protocols is secure against deposit-case attack.

On key establishment, only our protocol and Go-Kim pro-

tocol support session key establishment while preventing the

home server from obtaining the key. As explained previously

in this paper, this property is important for roaming applica-

tions. Besides this feature, only our protocol supports joint

key control.

On user anonymity, GSM and 3GPP roaming protocols

provide a certain degree of anonymity by using some tem-

porary identity called TMSI (Temporary Mobile Subscriber

Identity) rather than the real identity IMSI (International

Mobile Subscriber Identity) for each roaming user. However,

this mechanism does not help prevent those visited foreign

servers from tracing a roaming user when the user hops from

one foreign server to another. Different sessions of the same

user inside one foreign domain can also be easily linked by

the foreign server. We refer to the security of this type as

Insider/(Visited server) security and this level of security is

only supported by our protocol.

VI. CONCLUDING REMARKS

In this paper, we focus on keeping the identity of a user

secret and untraceable from foreign servers, eavesdroppers

and other users while allowing the user to conduct authenti-

cated key exchange with the serving foreign server. On the

other side, the home server can still keep track the user’s

whereabouts for the purpose of billing, providing customized

services or compelling security policies.

As an extension of the anonymous roaming concept, we can

further consider a scenario in which each user is subscribed

to an independent agent who is responsible for charging the

user for accessing a server and clearing the bill sent by the

server. The agent itself is not a server. Hence one can consider

each user in the system to be always roaming at some foreign

network. When a user is requesting for connection to a server,

the user only needs to let the network know who its agent is

and show that it is a legitimate subscriber of the agent. We

target to make sure that the real identity of the user is not

given and connection requests from the same user should not

be linked.

This extension of separating the roles of subscription man-

agement and networking service provision may benefit both

users and service providers. For users, they have the flexibility

of choosing the serving servers. For servers, they can focus

on improving their service quality and will provide services to

potentially a larger set of customers. We believe that this is a
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TABLE II

COMPARISON AMONG ROAMING PROTOCOLS

GSM 3GPP SMA [5] Go-Kim [6] Hwang-Chang [14] Our Protocol

Server ¬ � ¬ � ? �

Authentication

Subscription P P P P ? �

Validation

Key E E E EH E EHJ
Establishment

User P P � A [11] ¬ �

Anonymity

User O O O A [11] ¬ OI
Untraceability

Ca ↔ Sv 4 3 2 3 3 3

Notations:
� Satisfied
P Partially satisfied
E Key establishment
H Home server does not know the session key
J Joint key control
O Outsider security
I Insider/(Visited server) security
? Depending on the assumption
¬ Not considered
A Attack exists

plausible trend of tomorrow’s roaming networks. In addition,

with the agent, there is no home server and it is not needed

to concern about the leaking of the identity of home servers.

We defined five security requirements for an anonymous

and authenticated key exchange protocol for roaming (AAKE-

R). They are Server Authentication, Subscription Validation,

Key Establishment, User Anonymity and User Untraceability.

Among the five requirements, Subscription Validation is the

most difficult one to achieve. We also proposed a new practical

attack called deposit-case attack. We showed that Samfat,

et al.’s protocol [5] and the Go-Kim anonymous roaming

protocol [6] cannot provide subscription validation due to this

attack. An AAKE-R scheme can be a three-party protocol

which requires the home server of the roaming user to get

involved (online case), or a two-party one which does not

requires the home server to get involved (offline case). We

stress that the security requirements of these two types of

schemes should be the same.

By using provably secure authenticated two-party key ex-

change protocols as building blocks, we proposed a secure

and generic AAKE-R construction. Our construction does

not use alias mechanism for achieving user anonymity and

untraceability. Hence it does not have the alias synchronization

issue. Other merits of our protocol include the support of

joint key control, and not relying on any special security

assumptions on the link between the visiting server and the

user’s home server. The protocol can also be instantiated

efficiently. By piggybacking some message flows, the number

of message flows between the roaming user and the visiting

server is only three and all operations can be implemented

efficiently.

Finally, we advocate the concept of role division [20]. We

do not make any assumption on the high-level protocols.

An AAKE-R scheme should just achieve the security goals

defined which are solely for creating a secure channel between

the anonymous roaming user and the foreign server. For

other application-oriented requirements, such as billing and

compelling security policies, they should be taken care of by

high-level protocols. We consider the study of these additional

requirements as our future work.
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