
Singapore Management University Singapore Management University 

Institutional Knowledge at Singapore Management University Institutional Knowledge at Singapore Management University 

Research Collection School Of Computing and 
Information Systems School of Computing and Information Systems 

10-2020 

Hierarchical identity-based signature in polynomial rings Hierarchical identity-based signature in polynomial rings 

Zhichao YANG 

Dung H. DUONG 

Willy SUSILO 

Guomin YANG 
Singapore Management University, gmyang@smu.edu.sg 

Chao LI 

See next page for additional authors 

Follow this and additional works at: https://ink.library.smu.edu.sg/sis_research 

 Part of the Information Security Commons 

Citation Citation 
YANG, Zhichao; DUONG, Dung H.; SUSILO, Willy; YANG, Guomin; LI, Chao; and CHEN, Rongmao. 
Hierarchical identity-based signature in polynomial rings. (2020). Computer Journal. 63, (10), 1490-1499. 
Available at:Available at: https://ink.library.smu.edu.sg/sis_research/7328 

This Journal Article is brought to you for free and open access by the School of Computing and Information 
Systems at Institutional Knowledge at Singapore Management University. It has been accepted for inclusion in 
Research Collection School Of Computing and Information Systems by an authorized administrator of Institutional 
Knowledge at Singapore Management University. For more information, please email cherylds@smu.edu.sg. 

https://ink.library.smu.edu.sg/
https://ink.library.smu.edu.sg/sis_research
https://ink.library.smu.edu.sg/sis_research
https://ink.library.smu.edu.sg/sis
https://ink.library.smu.edu.sg/sis_research?utm_source=ink.library.smu.edu.sg%2Fsis_research%2F7328&utm_medium=PDF&utm_campaign=PDFCoverPages
https://network.bepress.com/hgg/discipline/1247?utm_source=ink.library.smu.edu.sg%2Fsis_research%2F7328&utm_medium=PDF&utm_campaign=PDFCoverPages
mailto:cherylds@smu.edu.sg


Author Author 
Zhichao YANG, Dung H. DUONG, Willy SUSILO, Guomin YANG, Chao LI, and Rongmao CHEN 

This journal article is available at Institutional Knowledge at Singapore Management University: 
https://ink.library.smu.edu.sg/sis_research/7328 

https://ink.library.smu.edu.sg/sis_research/7328


Section B: Computer and Communications Networks and Systems
The Computer Journal, Vol. 63 No. 10, 2020

© The British Computer Society 2020. All rights reserved.
For permissions, please e-mail: journals.permissions@oup.com

Advance Access publication on 28 April 2020 doi: 10.1093/comjnl/bxaa033

Hierarchical Identity-Based Signature
in Polynomial Rings
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Hierarchical identity-based signature (HIBS) plays a core role in a large community as it significantly
reduces the workload of the root private key generator. To make HIBS still available and secure in
post-quantum era, constructing lattice-based schemes is a promising option. In this paper, we present
an efficient HIBS scheme in polynomial rings. Although there are many lattice-based signatures
proposed in recent years, to the best of our knowledge, our HIBS scheme is the first ring-based
construction. In the center of our construction are two new algorithms to extend lattice trapdoors
to higher dimensions, which are non-trivial and of independent interest. With these techniques, the
security of the new scheme can be proved, assuming the hardness of the Ring-SIS problem. Since
operations in the ring setting are much faster than those over integers and the new construction is
the first ring-base HIBS scheme, our scheme is more efficient and practical in terms of computation

and storage cost when comparing to the previous constructions.
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1. INTRODUCTION

Generally speaking, the public verification key in a classical
signature scheme is not directly linked to the user’s identity.
A receiver needs to firstly obtain the sender’s verification key
to verify the received signature. In this case, a public-key
infrastructure is required, which usually causes the certificate
management problem. In 1984, Shamir introduced the notion
of identity-based cryptography and proposed an identity-based
signature (IBS) in [1]. In identity-based cryptography, the
receiver can easily deduce the public key based on the sender’s
public identity, e.g. an email address. Hence, it eliminates the
problem caused by the public-key infrastructure. However, for
the sender, the private signing key can only be generated by a
third party called private-key generator (PKG), which takes the
master secret key and the sender’s identity as inputs and returns
the private key. It means that the sender has to authenticate
himself to the PKG through some secure channels, and the
system will be completely broken if the master secret key is
revealed to the attacker.

In practice, the IBS scheme [2–6] is efficient when there
are only a few users in the system. However, the PKG will be

overloaded when it comes to a large network since the PKG
has to establish secure channels for each sender and issues lots
of user private keys. Besides, proofs of each identity have to be
verified, which makes PKG a bottleneck. Hierarchical identity-
based signature (HIBS) is a method to solve these problems. In
an HIBS scheme, a lower-level PKG acquires delegation from
the higher-level PKG to generate private key and authenticate
the identity. Hence, it effectively distributes the root PKG’s
workload. Moreover, an adversary with lower-level private key
cannot recover any higher-level private key, which is called
damage control. Gentry and Silverberg proposed the first HIBS
scheme in [7] where they constructed the scheme from pairings.
Currently, most signature schemes rely on the hardness of
integer factorization problem or discrete logarithm problem
[8]. In 1999, Shor [9] proposed a powerful quantum algorithm,
which can solve those hard problems on quantum computers in
polynomial time. It shows that, in the quantum era, the schemes
based on classic hard problems are not secure any more. As
alternatives, schemes based on decoding problems, solving
multivariate equation problem and lattice problems are pro-
posed, since it has been believed that these problems [10] can
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still resist the quantum computing attack. In [11], Ajtai proved
that if an adversary solves an average-case problem underlying
the lattice-based cryptography, he can also solve a related
worst-case problem in random lattices. That is an interesting
property which has not been found elsewhere in cryptography.
It makes lattice-based schemes the most popular ones among
those post-quantum cryptography candidates. Since then, many
signatures based on lattice problems have been constructed.
Some are defined in the random oracle model (ROM) [12, 13]
and others are considered in the standard model [14, 15].

Rückert [16] first proposed two HIBS schemes from lattices
whose security can be proved in standard model, and both
of them are bonsai tree signature schemes. Liu et al. [17]
constructed an IBS scheme on lattice and then obtained an
HIBS scheme without security proof by extending it. Later,
Tian et al. [18] gave an HIBS scheme over the standard short
integer solution (SIS) assumption [11] and showed that its
security can be proved in the standard model. In 2013, Tian
et al. [19] introduced another HIBS scheme on lattices. The
new scheme has smaller secret key size and signature size
compared with other lattice-based HIBS schemes. All of those
schemes are defined on integer ring, and to the best of our
knowledge, there is no lattice-based HIBS scheme constructed
on polynomial ring yet.

Contributions Because of better performance, almost all
the lattice-based schemes submitted to NIST’s post-quantum
project are defined in polynomial rings. In this paper, for the
first time, we construct a lattice-based HIBS scheme in polyno-
mial rings. The efficiency of multiplication in polynomial ring
makes our new scheme much more practical than those defined
in integer rings. Based on the g-trapdoor introduced by Miac-
ciancio et al. [20] and its ring version [21], we also propose
two algorithms called ExtLeft and ExtRight. Each algorithm
generates a new g-trapdoor for vector f id when it accesses to
the g-trapdoor of its sub-vector. We use the algorithm ExtLeft
in the real system to obtain the user’s secret key, while the other
algorithm is only used by the simulator in the security proof to
simulate the user’s secret key for all queried identities.

To analyse the security of the new HIBS scheme, we rewrite
the polynomial vector into matrix form and show that the Ring-
SIS problems can be solved easily when one only accesses to
a g-trapdoor in integer ring. Finally, our scheme is proved to
be secure under chosen message and chosen-identity attack in
the ROM, assuming the hardness of Ring-SISn,m,q,β problem.
As the underlying Ring-SIS problem is believed to be as hard
as some worst-case approximation problems on lattices. The
security of the signature scheme rests upon lattice problems in
worst-case, which cannot be handled in polynomial time, even
by quantum computers. That makes our HIBS scheme available
and secure in the post-quantum era.

Future works Although, the underlying Ring-SIS problems
are believed to be hard in quantum era, security proofs in this
paper are only considered under the classical ROM. It will be

ideal if our scheme can be proved secure when the adversary
has the ability to query the hash function on a superposition of
inputs (i.e. security in the quantum random oracle model). That
is an interesting and challenge problem, and we will handle it
in our future works. Besides, how to construct HIBS schemes
based on the Module-SIS/LWE problems is another meaningful
but not non-trivial task. To do that, one has to first propose
new trapdoors for polynomial matrixes and then, construct
new extension algorithms. We will leave the above research
questions as our future works.

Organizations We organize the rest paper as follows.
Section 2 describes some useful notations and definitions.
Lattice and related hard problems will be introduced in
Section 3. Section 4 will define some important sampling
algorithms. A new ring-based HIBS scheme is proposed in
Section 5, security proofs are also contained in it. Finally,
conclusion is given in Section 6.

2. PRELIMINARIES

2.1. Notations

Let Z be the integer ring, we denote Zq as the residue class
ring Z/qZ. Bold letters are used to represent vectors in column
notation. For a column vector v, its i-th entry is denoted by vi.
The capital letter represents matrix and Ai is the i-th column of
matrix A.

For any constant c, function ε (n) is called negligible if
ε (n) = o

(
n−c

)
and the probability 1 − ε (n) is said to be

overwhelming. The notion z ←$ D means that the variable z
is sampled from the distribution D, and the probability of z = x
is denoted by D (x). For two distributions D1 and D2 over the
same discrete domain X, they are said to be statistically close
with respect to n if 1

2

∑
x∈X |D1 (x) − D2 (x)| is negligible in n.

log (·) is the base 2 logarithms, respectively.

2.2. Hierarchical identity-based signature

Firstly, we give some introductions of HIBS scheme and
the security model. In HIBS scheme, a user’s identity at
depth l − 1 is regarded as a vector id = (id1, · · · , idl−1)

of dimensions l − 1 and a child identity id|idl is defined by
id|idl = (id1, · · · , idl−1, idl). The definition of HIBS scheme
is described below.

Definition 2.1. An HIBS scheme � consists of four PPT
algorithms and a deterministic algorithm that work as
follows:

• Setup(1n, d): Setup will output a mask public key mpk
and a mask secret key msk when it receives the security
parameter 1n and the maximum hierarchy depth is d.

• Extract(mpk, msk, id): based on the mask key pair
(mpk, msk) and an arbitrary identity id. It outputs the
user’s key pair

(
uskid, upkid

)
associated with id.

Section B: Computer and Communications Networks and Systems
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1492 Z.C. Yang et al.

• Derive
(
upkid, uskid, id|idl

)
: given a user key pair(

upkid, uskid
)

for identity id. The algorithm generates
a user key pair

(
uskid|idl , upkid|idl

)
for the child identity

id|idl.
• Sign(μ, id, uskid): the inputs of the algorithm Sign are

a message μ, an identity id and its related user secret key
uskid. A signature δ is returned.

• Ver(upkid, id, μ, δ): take upkid, id, μ and δ as input, Ver
returns 1 if δ is valid and outputs 0 otherwise.

For correctness, the scheme requires that the equation

Ver(upkid, id, μ, Sign(μ, id, uskid)) = 1,

will always hold for every n, id and μ ∈ {0, 1}∗.

Security As in the security model in identity-based cryptog-
raphy [2], the adversary A can access to the signature oracle
and the key extraction oracle adaptively to extract any identities
except the parent identities of the challenge identity. In this
work, we mainly focus on the selective-identity security, which
requires A to choose the challenge identity before getting the
master public key.

The following game defines the existential unforgeability
against selective identity and chosen message attack, which is
played between a challenge C and an adversary A.

• Setup(1n, d): C generates a fresh mask key pair by
(mpk, msk) ←$ Setup(1n) and set d be the maximum
hierarchy depth.

• A selects a challenge identity id∗, then issues the follow-
ing types of queries adaptively.

- Extract(·): A chose an identity id ∈ {0, 1}∗, which is
not the prefix of the id∗. Take id and master key pair
as input, this oracle returns a secret signing key uskid.

- Sign(·): whenA issues a query on a message μ and an
id, C returns a signature by δ ←$ Sign (μ, id, uskid).

• Forgery: the adversary A outputs a message μ∗ and
a forge signature δ∗. The adversary wins the game if
Ver

(
upkid, id∗, μ∗, δ∗) = 1 and Sign queries list never

contains
(
upkid, id∗, μ∗, δ∗).

The advantage AdvUF-sID-CMA
A (n) of A is defined as the

probability that the adversary success to forgery a valid signa-
ture. If AdvUF-sID-CMA

A (n) is negligible in n for any polynomial-
time adversary A, we regard that the HIBS scheme is UF-sID-
CMA secure.

3. LATTICES

3.1. Basic notions

An integer lattice L is a discrete subgroup in R
m generated by

several linear independent vectors B = [b1, · · · , bk] ∈ R
m×k,

where m, and k are positive integers and k ≤ m,

L (B) =
{

k−1∑
i=0

bixi : xi ∈ Z

}
,

and B is called a basis matrix of this lattice.
For a polynomial f (x) ∈ Z[x] of degree n, R = Z[x]/f (x)

denotes a polynomial ring. The definition of integer lattice can
also be generalized to ring setting. In this paper, we also con-
sider the following ideal lattices [21]. For an integer modulus
q, Rq = Zq[x]/f (x). A polynomial u ∈ Rq and a vector a ∈ Rm

q ,
lattices are defined as

Lq (a) = {x ∈ Rm : ∃s ∈ Rq, s.t.as = x mod q},

L⊥
q (a) = {x ∈ Rm : atx = 0 mod q},

Lu
q (a) = {x ∈ Rm : atx = u mod q}.

Matrix representation For any polynomial vector e ∈ Rm
q ,

where ei =
n−1∑
j=0

eijxj and i = 0, . . . , m − 1, e can also be

represented by a matrix E ∈ Z
m×n
q ,

E =

⎡
⎢⎢⎢⎣

e0,0 e0,1 · · · e0,n−1
e1,0 e1,1 · · · e1,n−1
...

...
. . .

...
em−1,0 em−1,1 · · · em−1,n−1

⎤
⎥⎥⎥⎦=[

ê0, ê1, . . . , ên−1
]

,

(1)
where êj is the j-column vector of the integer matrix E.

For a polynomial a ∈ Rq and a =
n−1∑
i=0

aixi, its infinite norm

|| · ||∞ is defined by

||a||∞ = max
0≤i≤n−1

{|ai|},

|ai| is the absolute value of the integer ai. Similarly, the infinite
norm of a vector a = (a0, . . . , am−1) ∈ Rm

q is given by

||a||∞ = max
0≤i≤m−1

{||ai||∞}.

Gaussian measures ||x||2 denotes the L2 norm of vector
x ∈ Z

m. ρ represents n-dimensional Gaussian function, which
is defined by

ρs (x) = exp
(
−π · ||x||22/s2

)
.

DZm,s represents the discrete gaussian distribution overZm with
deviation s. For an arbitrary vector x ∈ Z

m, the value of
DZm,s (x) can be calculated by

DZm,s (x) = ρs (x) /ρs
(
Z

m)
,
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where ρs (Zm) = ∑
y∈Zm

ρs (y). As shown in [20, 22], the distri-

bution DZm,s satisfies the following property.

Lemma 3.1. ([20, 22]). For any parameter s > 0, we have

Prx←DZm ,s[||x||2 > s
√

m] ≤ 2−m.

For z ∈ Rq, z ← Ds represents that it first generates a vector
z from DZn,s and then constructs a polynomial in Rq as

z =
n∑

i=1

zix
i−1 mod q.

B ← Dm×k
s is to sample each element in matrix B ∈ Rm×k

q
from Ds independently.

3.2. Ring-SIS

In [11], Ajtai first proposed the shortest integer solution (SIS)
problem, which is used in constructing one-way and collision-
resistance hash functions. As a ring-based analogue of SIS
problem, the Ring-SIS problem was introduced by Micciancio
[23]. The Ring-SIS problem is parameterized by a ring R of
degree n and a quotient ring Rq = R/qR where q is a positive
integer. The parameter β is a real number bound for ‘short’
solutions, and m is the number of samples.

Definition 3.1. ([24–27]). Sample m elements ai from Rq
uniformly random and construct a vector a ∈ Rm

q . The Ring-
SISn,m,q,β problem is to find z ∈ Rm

q \ {0} with norm ||z||∞ ≤ β

that satisfies

atz =
m∑

i=1

aizi = 0 mod q.

If the polynomial ring R is changed into integer ring Z, then
the resulting problem will be the classical SIS problem. Com-
pared with the SIS problem, the Ring-SIS problem is rather
efficient and compact. In SIS problem, the parameter m is set to
be n log q while it is only log q in the ring setting. In addition,
each multiplication in Rq can be calculated in quasi-linear Õ (n)

time by using the FFT-like techniques. Thus, the total time
costed in computing atz is also quasi-linear. Moreover, the
Ring-SISn,m,q,β problem is at least as hard as SVP∞

γ on ideal

lattices in R [24], if m >
log q

log(2β)
, γ = 16βmn log2 n, and

q ≥ γ
√

n
4 log n .

3.3. Trapdoors for lattices

Primitive vector Let q, and k be positive parameters; the
primitive vector g ∈ Z

m
q is defined as a vector such that

gcd (g0, g1, . . . , gm−1, q) = 1. The lattice L⊥ (g) is defined as

L⊥ (g) = {x ∈ Z
m : xtg = 0 mod q} ⊂ Z

m.

Let S ∈ Z
m×m be a basis of L⊥, then, Sg = 0 mod q and

|det (S)| = q [20]. S̃ denotes the Gram–Schmidt orthogonal-
ization of the matrix S, and ||S̃|| represents the Gram–Schmidt
norm of S. From the results in [20], we can conclude the
theorem below.

Theorem 3.1. q ≥ 2, m = �log2 q are positive integers;
there is a primitive vector g ∈ Z

m
q such that

• Sm ∈ Z
m×m with ||S||2 ≤ {√5,

√
m} is a basis of the

lattice L⊥ (g). Moreover, when q = 2m, we have ||S||2 =√
5

• Both g and S require little storage. In particular, they are
sparse and highly structured.

• Let gaussian parameter s ≥ ||S̃||ω (√
log m

)
. There is

a PPT algorithms SampleG(g, u, s) that outputs z ∈
Lu

q (g), which is drawn from a distribution statistically
close to DZm,s. For a constant c, all the operations can
be performed in quasilinear O (m logc m).

Ideal Lattices For a matrix R, denote the largest singular
value of R as s1 (R) = maxx ||Rx|| = maxx ||Rtx||, where x is
an arbitrary unit vector. Inspired by the g-trapdoors defined in
Z

m, the notion can also be extended to the ring setting Rq [21].

Definition 3.2. Let a be a vector sampled from Rm
q uniformly

and g be a primitive vector in Z
k
q. A g-trapdoor for a is defined

as a matrix R ∈ Rm×k
q such that atR = hgt mod q. h is an

inventible element in Rq and it is referred as the tag of R.

In this paper, g is taken as a public constant vector, and g-
trapdoors simply denote trapdoors. The algorithm below is to
generate a (pseudo)random vector a ∈ Rm

q together with a g-
trapdoor.

Remark. In fact, the inputs a0 and h can be chosen by picking
a0 ∈ Rl

q uniformly at random, and setting h = 1. The
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correctness of Algorithm 1 is obviously, and the distribution
of R′ ensures the randomness of vector a.

4. SAMPLING ALGORITHMS

4.1. Preimage sampling in Ring Setting

In fact, a primitive vector g ∈ Z
m
q can also be regarded as

a polynomial vector in the ring setting Rm
q . Then, the pair(

g, u = gtz
)

will be a Ring-SIS instance for z ∈ Rm
q , u ∈ Rq

and zi =
n−1∑
j=0

zi,jxj and u =
n−1∑
i=0

uixi. The Eq.(1) shows that each

vector in Rm
q is equivalent to a matrix in Z

m×n
q . With this notion,

the equation u = gtz mod q can be represented as

[
u0, · · · , un−1

] = [
g0, · · · , gn−1

]
⎡
⎢⎣

z0,0 · · · z0,n−1
...

. . .
...

zm−1,0 · · · zm−1,n−1

⎤
⎥⎦ .

(2)

Then for j = 0, 1 . . . n − 1

uj = gt ẑj mod q, (3)

where ẑj ∈ Z
m
q and uj is the j-th coefficient of polyno-

mial u. The Theorem 3.1 implies that we can preimage sam-
ple ẑj for Eq.(3) efficiently with each ẑj distributes close to
DZm,s when the gaussian parameter s is large enough. There-
fore, we can get each vector ẑj for j = 0, . . . , n − 1 and
construct a preimage z ∈ Rm

q . We describe these results in
Theorem 4.1.

Theorem 4.1. Let S be the matrix mentioned in Theorem 3.1.
Then for any parameter s ≥ ||S̃||ω (√

log m
)

and polynomial
u ∈ Rq, we can sample a polynomial vector z from the setLu

q (g)

in quasilinear time. Moreover, each integer vector ẑj follows the
distribution DZm,s except negl(m) statical distance.

Proof. By the above description, the equation u = gtz mod q
is equivalent to n equations in Equation (3). Based on the
Theorem 3.1, each integer vector ẑj can be sampled through
the algorithm SampleG(g,uj,s). Then, a polynomial vector in
Lu

q (g) can be obtained and all the operations are performed
in quasilinear O (nm · logc m) time. Moreover, for a parameter
s ≥ ||S̃||ω (√

log m
)
, the distribution of each vector ẑj close

to DZm,s. �

Remark. As is analysed in [21], we come to know that
the distribution of each entry in our constructed vector z is
statistically close to Ds. In this case, the vector z ∈ Rm

q will
follows the distribution Dm

s within negligible distance.

4.2. Preimage sampling for Ring-SIS

In this section, Algorithm 2 below shows that we can solve
Ring-SISn,m,q,β problem relative to a by using a g-trapdoor. R ∈
Rm×k

q denotes a trapdoor for vector a ←$ Rm
q . Let

(
a, u = atz

)
be a Ring-SIS instance with z ∈ Rm

q and u ∈ Rq. This naturally
yields a preimage sampling algorithm to get vectors from
lattice Lu

q (a).

Lemma 4.1. Suppose each entry in R is sampled from Ds and
h = 1, the Algorithm 2 can solve the Ring-SISn,m,q,β problem if

s2 ≤ β/
(√

kn · ω (log n)
)

.

Proof. It is easy to verify that

atz = atRz′ = gtz′ = u.

Section 4.1 indicates that each entry of z′ is sampled from Ds.
Based on the results in [21, 28], the distribution of polynomial
zi is statistically close to Ds′ for i = 1, 2, . . . , m, where
s′ = s2

√
k · ω (log n). From Lemma 3.1, we can conclude that

||zi||2 ≤ s′√n with overwhelm probability. Hence,

||z||∞ ≤ s2
√

k · ω (log n) · √n,

which means that ||z||∞ ≤ β will hold except negligible prob-
ability. z is indeed a solution of the Ring-SISn,m,q,β problem.�

4.3. Two special extension algorithms

In [29], Agrawal et al. proposed a family of lattices and
constructed two distinct trapdoors for them. Inspired by their
ideal, we will introduce two new algorithms that can generate
different g-trapdoors for two kinds of lattices.

Algorithm ExtLeft Let a be a vector in Rm
q and R ∈ Rm×k

q

is the related g-trapdoor. b denotes a random vector in Rl
q,

then we define 20.f =
[

a
b

]
∈ Rm+l

q . Taking a, b, R and a
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gauss parameter s as input, the algorithm ExtLeft(f , R, s) is to
generate the trapdoor Rf ∈ R(m+l)×k

q for f such that

f tRf = hgt mod q,

where h is an invertible polynomial and g is a primitive vector.
More details can be found in Algorithm 3.

Clearly f tRf = atR′+btS, the algorithm SamplePre ensures
that the equation atr′

j = yj mod q will hold for j = 1, . . . , k

and r′
j ∈ Lyj

q (a). We have

f tRf = yt + btS = −btS + hgt + btS = hgt.

Hence, Rf is indeed a g-trapdoor for vector f . Moreover, the
distributions of all elements in R are statistically close to Ds.

Algorithm ExtRight To introduce this algorithm, we first
randomly sample some vectors a ←$ Rm

q , c ←$ Rl
q, d ←$ Rr

q
and run the algorithm GenTrap to get a vector b ∈ Rm

q and its

trapdoor R ∈ Rk
q. Define vector f ∈ R2m+l+r

q as

f =

⎡
⎢⎢⎣

a
c

atT + btH
d

⎤
⎥⎥⎦ , (4)

where T is sampled from Dm×m
s and H is an invertible matrix

in Z
m×m
q . Take f and R as input, the algorithm ExtRight

defined in Algorithm 4 will output a new g-trapdoor Rf
for f .

We can compute that f tRf = btR′ + ctC +dtD. Based on the
output of the algorithm SamplePre, it is easy to verify that

f tRf = yt + ctC + dtD = hgt.

In this case, ExtRight succeed in delegating a trapdoor for b ∈
Rm

q to a trapdoor for f ∈ R2m+l+r
q .

5. THE MAIN CONSTRUCTION: A RING-BASED
HIBS

In this part, we will describe our HIBS scheme and prove its
security in the ROM. There are some parameters involved in
our construction, which are defined below:

• k, d, l, n, η, λ are all positive integers.
• To enable the NTT, positive prime q is chosen such that

q ≡ 1 mod 2n.

• Gauss parameter satisfies s2 ≤ η/
(√

kn · ω (log n)
)

.

• Bound β ≥ (4λ + 2) η, with dimension parameter m >

log q/ log(2β).

5.1. Tool functions

The identity we considered here is represented by a matrix id =
[id1, . . . , idd] ∈ Z

m×d
q where each component idi belongs to

Z
m
q \{0}. In [29], Agrawal et al. introduced an encoding function

H : Zm
q → Z

m×m
q ,

which is an encoding with full-rank differences. That is, the
matrix H (x)−H (y) ∈ Z

m×m
q is invertible for all distinct x, y ∈

Z
m
q , and function H can be computed in polynomial time.
Let M be the message space and λ be a positive integer. V

represents a subset of R, which is defined as

V = {v ∈ R, vi ∈ {−1, 0, 1}, ||v||2 = √
λ}.
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We define two hash functions as follows:

H1 : Rq × M → V ,

and H2 maps elements from Z
m
q to Rq.

5.2. Construction

For the sake of simplicity, the tag h of g-trapdoor is
set to be 1 in our HIBS construction. Suppose id =
(id1, . . . , idl−1) and a child identity id|idl = [id, idl]. Let
� = (

Setup, Extract, Sign, Ver
)

be the new ring-based
HIBS scheme, the definition of each algorithm is given below.
Setup (1n, d) : take the security parameter 1n and a parameter
d as input. Do

1 . GenTrap generates a vector a0 ∈ Rm
q and its trapdoor

R0 ∈ Rm×k
q .

2 . Sample d + 1 uniformly random vectors a1, a2, . . . , ad
and b from Rm

q .
3 . Return the master key pair (mpk, msk)

mpk = {a0, a1, . . . , ad, b}, msk = {R0}.
Derive

(
upkid, uskid, (id|idl)

)
: inputs include the user key pair(

upkid, uskid
)

of an identity id at depth l − 1. It will output a
user key pair for identity id|idl.

In fact, upkid is defined as vector

f id =

⎡
⎢⎢⎢⎣

a0
a1 + btH (id1)

...
al−1 + btH (idl−1)

⎤
⎥⎥⎥⎦ ∈ Rl×m

q .

uskid is the g-trapdoor of f id. We can calculate the public key
for user id|idl as

f id|idl
=

[
f id

al + btH (idl)

]
∈ R(l+1)×m

q

and construct the g-trapdoor for f id|idl
by running

Rid|idl ← ExtLeft
(
f id|idl

, uskid, s
)

,

Output upkid|idl
← f id|idl

and uskid|idl ← Rid|idl .
Algorithm Extract behaves the same as Derive by chang-
ing the user keys into master keys and setting f 0 = a0.
Sign (μ, id, uskid): On input a message μ ∈ M, an identity
and the user secret key, do

1. Compute yid =
l−1∏
i=1

H2 (idi) ∈ Rq.

2. Sample xid ∈ Rl×m
q as

xid ← SamplePre
(
f id, Rid, yid, s

)
where upkid = f id and uskid = Rid. If ||xid||∞ > η, rerun
Step 2.

3. Select a vector e from Rl×m
η and compute

z = vxid + e mod q,

where v = H1
(
f t

ide, μ
) ∈ Rq. Output the signature as σ =

(z, v). Ver
(
upkid, id, μ, σ

)
: based on a user public key upkid,

an identity id, a signature σ and a message μ, the algorithm
will decide to accept or reject.

1. Compute yid =
l−1∏
i=1

H2 (idi) and obtain a vector by

w = f t
idzid − yidv.

2. If v = H1 (w, μ), output 1. Otherwise, output 0 and reject.

5.3. Correctness and security

The algorithm SamplePre confirms that f t
idxid = yid mod q.

When the scheme is behaved as specified, we know that

w = f t
idzid − yidv mod q

= f t
idxidv + f t

ide − yidv mod q

= yidv + f t
ide − yidv mod q

= f t
ide mod q.

Hence, the equation H1 (w, μ) = H1
(
f t

ide, μ
) = v will always

hold. The tag polynomial h is set to be 1 in this case and the
trapdoor Rid|idl outputted by ExtLeft follows the distribution

D(l+1)m×k
s , Lemma 4.1 shows that ||xid||∞ ≤ η will hold in

most cases. Thus, the number of iterations of Step 2 in Sign
algorithm will be small.

5.4. Security analysis

We will show that the HIBS scheme is UF-sID-CMA secure in
the ROM, under the Ring-SISn,m,q,β assumption.

Theorem 5.1. The HIBS scheme we constructed is UF-sID-
CMA secure provided that the Ring-SISn,m,q,β assumption
holds.

Proof. A sequence of games is constructed to prove the
security. The UF-sID-CMA game defined in Section 2 is set to
be Game 0. Based on the hardness of Ring-SISn,m,q,β problem,
we will show that the adversary has negligible advantage to
win in Game 2. Finally, we can conclude that there is no
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PPT adversary can win the original UF-sID-CMA game with
non-negligible probability if those games are indistinguishable.
Game 0. This game behaves the same as the original UF-sID-
CMA game, which is between an adversaryA against our HIBS
scheme and a UF-sID-CMA challenger C. Game 1. The master
public key {a0, a1, . . . , ad, b} in Game 0 is generated by the
challenger, where each vector is randomly distributed in Rm

q and
a g-trapdoor is known for a0.

Game 0 and Game 1 proceed identically except those vectors
a1, . . . , ad generated by the challenger. The target vector id∗
that the adversary intends to attack is denoted by id∗ =
[id∗

1, . . . , id∗
l ]. In Game 1, for i = 1, . . . , d, the challenger

samples matrixes Ti from Rm×m
q randomly and construct ai as

ai ← at
0Ti − btH

(
id∗

i

)
.

The rest of the game is the same. Since each entry in T is
a random polynomial in Rq, the vector at

0Ti is statistically
close to unform distribution. ai in Game 0 and Game 1 are
indistinguishable and adversary has negligible probability to
distinguish Game 0 and Game 1.

Game 2. We change the rest vectors in master public key:
a0 and b. In Game 2, we select a0 from Rm

q randomly but run

algorithm GenTrap to get vector b ∈ Rm×k
q and its g-trapdoor

R ∈ Rm×m
q . The construction of ai remains unchanged.

C answers Extract queries by using the g-trapdoor of vector
b. To generate a user key pair for id ∈ Z

m×(k−1)
q , which is not a

parent identity of id∗, C should construct a g-trapdoor for vector
f id where

f id =

⎡
⎢⎢⎢⎢⎢⎢⎣

a0
at

0T1 + bt (H (id1) − H
(
id∗

1

))
...

at
0Ti + bt (H (idi) − H

(
id∗

i

))
...

⎤
⎥⎥⎥⎥⎥⎥⎦

.

We suppose that i is the first index such that idi �= id∗
i . By

construction,
(
H (idi) − H

(
id∗

i

))
is an invertible matrix. In this

case, the vector f id can be written as

f id =

⎡
⎢⎢⎣

a0
c

at
0Ti + bt (H (idi) − H

(
id∗

i

))
d

⎤
⎥⎥⎦ ,

where c =
⎡
⎢⎣

at
0T1
...

at
i−1Ti−1

⎤
⎥⎦ and d denotes the rest part of vector

f id. C can output the user private key by running

Rid ← ExtRight
(
f id, R, s

)
.

Set upkid = f id, uskid = Rid and output
(
upkid, uskid

)
.

Given the user secret key uskid = R, the Derive quires about
the user id|idk can be answered easily by running the algorithm

Rid|idk ← ExtLeft
(
f id|idk

, Rid, s
)

.

Reduction from Ring-SIS. It remains to show that a PPT
adversary A fails to output a valid but non-trivial forgery σ ∗ =
(z∗, v∗) of identity id∗ on message μ∗.

If A successes with non-negligible probability, then the
challenger C reruns the adversary A and takes the same random
tape but different hash function H1 as inputs. The General
Forking Lemma [30] indicates that A will output a new forgery
σ ′ = (

z′, v′) of id∗ on the same message μ∗ with non-negligible
probability and v∗ �= v′. Then, we come to know that

f t
id∗z∗ − yid∗v∗ = f t

id∗z′ − yid∗v′.

Taking the equation yid∗ = f t
id∗xid∗ into consideration, we have

f t
id∗z∗ − yid∗v∗ − f t

id∗z′ + yid∗v′

= f id∗
(
z∗ − z′ − xid∗v∗ + xid∗v′)

= 0.

With ||xid∗ ||∞ ≤ η, by designing, we have ||xid∗v∗||∞,
||xid∗v′||∞ ≤ λη and ||z∗||∞, ||z′||∞ ≤ (λ + 1) η. The solution
z∗ − z′ − xid∗v∗ + xid∗v′ is bounded by

||z∗ − z′ − xid∗v∗ + xid∗v′||∞ ≤ (4λ + 2)η ≤ β.

In this case, the Ring-SISn,m,q,β problem can be solved as
long as

z∗ − z′ − x′
id∗

(
v∗ − v′) �= 0

with non-negligible probability. Based on the preimage min-
entropy property [12], one can also get another vector x′

id∗ with

probability greater than 1 − 2ω(log m). Moreover, vectors xid∗
and x′

id∗ will be identity expect the i-th entry and

f t
id∗xid∗ = f t

id∗x′
id∗ = yid∗ .

If

z∗ − z′ − xid∗
(
v∗ − v′) = 0,

then we can conclude that

z∗ − z′ − x′
id∗

(
v∗ − v′) �= 0.

As the vectors xid∗ and x′
id∗ play the same role in our scheme

and the adversary A has no ideal about which vector is used in
this simulation. Hence,

z∗ − z′ − x′
id∗v∗ + x′

id∗v′ �= 0
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will hold with probability at least 1/2. Hence, with non-
negligible probability the Ring-SISn,m,q,β problem can be
solved in polynomial time, which contradicts the assumption.

�

6. CONCLUSION

In this paper, we proposed two new trapdoor delegation algo-
rithms in the ring setting and then constructed the first ring-
based HIBS scheme. We also proved its UF-sID-CMA security
in ROM assuming the hardness of the Ring-SISn,m,q,β problem.
Compared with the former integer-based scheme, the new one
is more efficient. Because the operations in polynomial ring is
much faster.
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