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Norm-based generalisation bounds for multi-class convolutional neural networks*

Antoine Ledent ', Waleed Mustafa ', Yaunwen Lei !> and Marius Kloft !

1Department of Computer Science, TU Kaiserslautern, 67653 Kaiserslautern, Germany
2School of Computer Science, University of Birmingham, Birmingham B15 2TT, United Kingdom

Abstract

We show generalisation error bounds for deep learning with
two main improvements over the state of the art. (1) Our
bounds have no explicit dependence on the number of classes
except for logarithmic factors. This holds even when formu-
lating the bounds in terms of the L?-norm of the weight
matrices, where previous bounds exhibit at least a square-
root dependence on the number of classes. (2) We adapt the
classic Rademacher analysis of DNNs to incorporate weight
sharing—a task of fundamental theoretical importance which
was previously attempted only under very restrictive assump-
tions. In our results, each convolutional filter contributes only
once to the bound, regardless of how many times it is applied.
Further improvements exploiting pooling and sparse connec-
tions are provided. The presented bounds scale as the norms of
the parameter matrices, rather than the number of parameters.
In particular, contrary to bounds based on parameter count-
ing, they are asymptotically tight (up to log factors) when
the weights approach initialisation, making them suitable as a
basic ingredient in bounds sensitive to the optimisation pro-
cedure. We also show how to adapt the recent technique of
loss function augmentation to our situation to replace spectral
norms by empirical analogues whilst maintaining the advant-
ages of our approach.

Introduction

Deep learning has enjoyed an enormous amount of success
in a variety of engineering applications in the last decade (Kr}
izhevsky, Sutskever, and Hinton|2012; He et al.|2016} Karras.
Laine, and Aila2018; Silver et al.[2018)). However, providing
a satisfying explanation to its sometimes surprising gener-
alisation capabilities remains an elusive goal (Zhang et al.
2017 Du et al.[|2019; |Asadi, Abbe, and Verdul2018; |Good+
fellow, Shlens, and Szegedy|2015). The statistical learning
theory of deep learning approaches this question by providing
a theoretical analysis of the generalisation performance of

*AL and MK acknowledge support by the German Research
Foundation (DFG) award KL 2698/2-1 and by the Federal Min-
istry of Science and Education (BMBF) awards 01IS18051A and
031B0770E. YL acknowledges support by the National Natural Sci-
ence Foundation of China (Grant No 61806091) and the Alexander
von Humboldt Foundation.

deep neural networks (DNNs) through better understanding
of the complexity of the function class corresponding to a
given architecture or training procedure.

This field of research has enjoyed a revival since 2017
with the advent of learning guarantees for DNNs expressed
in terms of various norms of the weight matrices and classi-
fication margins (Neyshabur, Bhojanapalli, and Srebro|2018;
Bartlett, Foster, and Telgarsky|[2017; Zhang, Lei, and Dhillon
2018 |L1 et al.| 2019} |Allen-Zhu, Li, and Liang|2019). Many
improvements have surfaced to make bounds non-vacuous at
realistic scales, including better depth dependence, bounds
that apply to ResNets (He, Liu, and Tao|2019), and PAC-
Bayesian bounds using network compression (Zhou et al.
2019)), data-dependent Bayesian priors (Dziugaite and Roy
2018), fast rates (Suzuki|[2018)), and reduced dependence
on the product of spectral norms via data-dependent local-
isation (Wei and Ma|2019; Nagarajan and Kolter|2019). A
particularly interesting new branch of research combines
norm-based generalisation bounds with the study of how the
optimisation procedure (stochastic gradient descent) impli-
citly restricts the function class (Cao and Gu[2019j |Du et al.
2019; |Arora et al.|2019; [Zou et al.|2018}; Jacot, Gabriel, and
Hongler|2018; [Frankle and Carbin/2019). One idea at the
core of many of these works is that the weights stay relatively
close to initialisation throughout training, reinforcing lucky
guesses from the initialised network rather than constructing
a solution from scratch. Thus, in this branch of research, it
is critical that the bound is negligible when the network ap-
proaches initialisation, i.e., the number of weights involved
is not as important as their size. This observation was first
made as early as in (Bartlett||1998).

Despite progress in so many new directions, we note that
some basic questions of fundamental theoretical importance
have remain unsolved. (1) How can we remove or decrease
the dependence of bounds on the number of classes? (2) How
can we account for weight sharing in convolutional neural
networks (CNNs)? In the present paper, we contribute to an
understanding of both questions.

Question (1) is of central importance in extreme classi-
fication (Prabhu and Varmal2014)), where we deal with an
extremely high number of classes (e.g. millions). (Bartlett]
Foster, and Telgarsky|2017) showed a bound with no explicit



class dependence (except for log terms). However, this bound
is formulated in terms of the L%*! norms of the network’s
weight matrices. If we convert the occurring L?! norms into
the more commonly used L? norms, we obtain a square-root
dependence on the number of classes.

Regarding (2), (L1 et al.[2019) showed a bound that ac-
counts for weight sharing. However, this bound is valid
only under the assumption of orthonormality of the weight
matrices. The assumption of unit norm weights—which is
violated by typical convolutional architectures (GoogLeNet,
VGG, Inception, etc.)—makes it difficult to leverage the gen-
eralisation gains from small weights, and it is a fortiori not
easy to see how the bounds could be expressed in terms of
distance to initialisation.

In this paper, we provide, up to only logarithmic terms,
a complete solution to both of the above questions. First,
our bound relies only the L? norm at the last layer, yet it
has no explicit (non-logarithmic) dependence on the number
of classesIn deep learning, no generalization bound other
than ours has ever achieved a lack of non-logarithmic class
dependency with L? norms. Second, our bound accounts for
weight sharing in the following way. The Frobenius norm
of the weight matrix of each convolutional filter contributes
only once to the bound, regardless of how many times it is ap-
plied. Furthermore, our results have several more properties
of interest: (i) We exploit the L°°-continuity of nonlinearities
such as pooling and ReLu to further significantly reduce the
explicit width dependence in the above bounds. (ii) We show
how to adapt the recent technique of loss function augmenta-
tion to our setting to replace the dependence on the spectral
norms by an empirical Lipschitz constant with respect to
well chosen norms. (iii) Our bounds also have very little ex-
plicit dependence on architectural choices and rely instead
on norms of the weight matrices expressed as distance to
initialisation, affording a high degree of architecture robust-
ness compared to parameter-space bounds. In particular, our
bounds are negligible as the weights approach initialisation.

In parallel to our efforts, (Long and Sedghi|2020) recently
made progress on question (2), providing a remedy to the
weight-sharing problem. Their work, which is scheduled to
appear in the proceedings of ICLR 2020, is independent of
ours. This can be observed from the fact that their work and
ours were first preprinted on arXiv on the very same day.
Their approach is completely different from ours, and both
approaches have their merits and disadvantages. We provide
an extensive discussion and comparison in the sections below
and in Appendix [H|

Related Work

In this section, we discuss related work on the statistical
learning theory (SLT) of DNNs. The SLT of neural networks
can be dated back to 1970s, based on the concepts of VC
dimension, fat-shattering dimension (Anthony and Bartlett
2002), and Rademacher complexities (Bartlett and Mendel{
son|2002)). Here, we focus on recent work in the era of deep

! As explained below, this corresponds to an implicit dependence

of the order +/C' if the classifying vectors have comparable norms.
Our result is in line with the state of the art in shallow learning.

learning.

Let (x1,41),- .-, (Zn, yn) be training examples independ-
ently drawn from a probability measure defined on the
sample space Z = X x {1,..., K}, where ¥ C R% d
is the input dimension, and K is the number of classes.
We consider DNNs parameterized by weight matrices A =
{AL ... AL}, so that the prediction function can be written
Fa(z) = Aoy (AL top_o(--- A'z)), where L is the
depth of the DNN, Al ¢ RW*Wir W, = d, W = K, and
o; : R s RW: is the non linearity (including any pooling
and activation functions), which we assume to be 1-Lipschitz.

When providing PAC guarantees for DNNSs, a critical
quantity is the Rademacher complexity of the network ob-
tained after appending any loss function. The first work in
this area (Neyshabur, Tomioka, and Srebro|2015) therefore
focused on bounding the Rademacher complexity of net-
works satisfying certain norm conditions, where the last layer
is one-dimensional. They apply the concentration lemma
and a peeling technique to get a bound on the Rademacher
complexity of the order O( 2~ — 1, |A%|r:), where || A g
denotes the Frobenius norm of a matrix A. (Golowich|
Rakhlin, and Shamir|2018)) showed that this exponential
dependency on the depth can be avoided by an elegant
use of the contraction lemma tg_obtain bounds of the or-
der O((VI/ /) T, || A7 ||y The most related work to
ours is the spectrally-normalized margin bound by (Bartlett)
Foster, and Telgarsky|[2017) for multi-class classification.
Writing || A[|, for the spectral norm is, and M* for initialised
weights, the result is of order O(M/~) with
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where ||A|

a1
va = (5, (X:1451)%)7 is the (p,q)-norm,
and +y denotes the classification margin.

At the same time as the above result appeared, the authors
in (Neyshabur, Bhojanapalli, and Srebro[2018) used a PAC
Bayesian approach to prove an analogous result [°, where
W = max{Woy, W1, ..., W} is the width:

0 Lr (Hwna) <Z ”A]'L'J"f”“) e

These results provide solid theoretical guarantees for
DNNs. However, they take very little architectural inform-
ation into account. In particular, if the above bounds are
applied to a CNN, when calculating the squared Frobenius
norms || A%||%,, the matrix A’ is the matrix representing the
linear operation performed by the convolution, which im-
plies that the weights of each filter will be summed as many
times as it is applied. This effectively adds a dependence
on the square root of the size of the corresponding activ-
ation map at each term of the sum. A notable exception

Note that both of these works require the output node to be one
dimensional and thus are not multiclass

3Note that the result usmg formula (Z) can also be derived by
expressing (T) in terms of L? norms and using Jensen’s inequality



would be the bound in Theorem 2 of (Golowich, Rakhlin!
and Shamir|2018)), which applies to DNN’s and scales like

9} (\/&(Hle M(l))/ﬁ) where M (1) is an upper bound for

the I norm of the rows of the matrix A’. In this case, there
is also a lack of explicit dependence on the number of times
each filter is applied. However, the implicit dependence on
other architectural parameters such as the size of the patches
and the depth is stronger. Also, the activations are applied
element-wise, which rules out pooling and multi-class losses.

Note also that the L? version (2)) of the above bound
includes a dependence on the square root of the number
of classes through the maximum width W of the network.
This square-root dependence is not favorable when the num-
ber of classes is very large. Although many efforts have
been performed to improve the class-size dependency in
the shallow learning literature (Lauer|2018} |Guermeur, 2002,
2007} Koltchinskii and Panchenko|2002; |Guermeur 2017}
Musayeva, Lauer, and Guermeur|[2019; [Mohri, Rostamiza{
deh, and Talwalkan2018; Lei et al.|2019), extensions of those
results to deep learning are missing so far.

In late 2017 and 2018, there was a spur of research ef-
fort on the question of fine-tuning the analyses that provided
the above bounds, with improved dependence on depth (Go{
lowich, Rakhlin, and Shamir/[2018)), and some bounds for
recurrent neural networks (Chen, Li, and Zhao|2019; Zhang|
Lei, and Dhillon|2018))). Notably, in (Li et al|2019), the au-
thors provided an analogue of (T]) for convolutional networks,
but only under some very specific assumptions, including
orthonormal filters.

Independently of our work, (Long and Sedghi|2020}, to ap-
pear at ICLR 2020) address the weight-sharing problem using
a parameter-space approach. Their bounds scale roughly as
the square root of the number of parameters in the model. In
contrast to ours, their employed proof technique is more sim-
ilar to (Li et al.|2019): it focuses on computing the Lipschitz
constant of the functions with respect to the parameters. The
result by (Long and Sedghi|2020) and ours, which we con-
trast in detail below, both have their merits. In nutshell, the
bound by (Long and Sedghi|2020) remarkably comes along
without dependence on the product of spectral norms (up
to log terms), thus effectively removing the exponential de-
pendence on depth. Our result on the other hand comes along
without an explicit dependence on the number of parameters,
which can be very large in deep learning. As already noted in
(Bartlett|1998)), this property is crucial when the weights are
small or close to the initialisation.

Lastly, we would like to point out that, over the course
of the past year, several techniques have been introduced
to replace the dependence on the product of spectral norms
by an empirical version of it, at the cost of either assuming
smoothness of the activation functions (We1 and Mal[2019)
or a factor of the inverse minimum preactivation (Nagarajan
and Kolter|2019)). Slightly earlier, a similar bound to that
in (Long and Sedghi|[2020) (with explicit dependence on
the number of parameters) had already been proved for an
unsupervised data compression task (which does not apply
to our supervised setting) in (Lee and Raginsky|2019). Re-
cently, another paper addressing the weight sharing problem

appeared on arXiv (Lin and Zhang|2019). In this paper, which
was preprinted several months after (Long and Sedghi|[2020)
and ours, the authors provided another solution to the weight
sharing problem, which incorporates elements from both our
approach and that of (Long and Sedghi|2020): they bound
the L2-covering numbers at each layer independently, but use
parameter counting at each layer, yielding both an unwanted
dependence on the number of parameters in each layer (from
the parameter counting) and a dependence on the spectral
norms from the chaining of the layers.

Further related work includes the following. (Du et al.
2018)) showed size-free bounds for CNNs in terms of the num-
ber of parameters for two-layer networks. In (Sedghi, Gupta|
and Long|2019), the authors provided an ingenious way of
computing the spectral norms of convolutional layers, and
showed that regularising the network to make them approach
1 for each layer is both feasible and beneficial to accuracy.
Other than the above mentioned work, several researchers
have provided interesting insights into DNNs from different
perspectives, including through model compression (Neysh{
abur, Bhojanapalli, and Srebro|2018), capacity control by
VC dimensions (Harvey, Liaw, and Mehrabian|2017)), and
the implicit restriction on the function class imposed by the
optimisation procedure (Arora et al.|[2018} Zhou et al.|2019;
Neyshabur et al.|2019, to appear};|Suzuki|2018; Du et al.[2019;
Jacot, Gabriel, and Hongler|2018; |Arora et al.[2019).

Contributions in a Nutshell

In this section, we state the simpler versions of our main
results for specific examples of neural networks. The general
results are described in in more technical detail in Section[Al

Fully Connected Neural Networks
In the fully connected case, the bound is particularly simple:

Theorem 1 (Multi-class, fully connected). Assume that we
are given some fixed reference matrices M*, M?, ... M"
representing the initialised values of the weights of the
network. Set R,(Fa) = (1/n)(#( : F(zi)y, < v+
max,.y; F(x;);)) With probability at least 1 — 0, every net-
work F o with weight matrices A = (A', A%, ..., AY) and
every margin y > 0 satisfy:

Parg max(F4(x);) #y) < EW(FA)—F (3)
o (rnax?_1 leilleRa, o

log(W) + 1/ 281/%) ‘”) L@

TWn n

where W = W = maxZ_, W;is the maximum width of the
network, and

L—-1
Ry = Lm?xHAﬁ.nFr (H |Ai|g> 5)
=1
A M At N
L] - ©
max; || AF. |7

Note that the last term of the sum does not explicitly
contain architectural information, and assuming bounded

D
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L? norms of the weights, the bound only implicitly de-
pends on W; for i < L — 1 (through ||A" — M?|s; <
/Wi_1||A*~M?||g), but not on W, (the number of classes).
This means the above is a class-size free generalisation
bound (up to a logarithmic factor) with L? norms of the
last layer weight matrix. This improves on the earlier L?'!
norm result in (Bartlett, Foster, and Telgarsky| [2017). To
see this, let us consider a standard situation where the rows
of the matrix A have approximately the same L? norm,
ie., [|[AL.|l2 < a. (In Section I in the Appendix, we show
that this condition holds except on a subset of weight space
of asymptotically vanishing lebesgue measure and further
discuss possible behaviour of the norms.) In this case, our
bound involves ||AL||m = /Wra, which incurs a square-
root dependency on the number of classes. As a comparison,
the bound in (Bartlett, Foster, and Telgarsky|2017) involves
(AX)T|l2.1 =< Wra, which incurs a linear dependency on
the number of classes. If we further impose an Lo-constraint
on the last layer as ||A¥||r, < a as in the SVM case for a
constant a (Lei et al.|2019)), then our bound would enjoy a
logarithmic dependency while the bound in (Bartlett, Foster.
and Telgarsky|2017) enjoys a square-root dependency. This
cannot be improved without also changing the dependence
on n. Indeed, if it could, we would be able to get good guar-
antees for classifiers working on fewer examples than classes.
Furthermore, in the above bound, the dependence on the spec-
tral norm of A” in the other terms of the sum is reduced to a
dependence on max; HALL |l2-Both improvements are based
on using the L°°-continuity of margin-based losses.

Convolutional Neural Networks

Our main contribution relates to CNNs. For the convenience
of the reader, we first present a simple versions of our results.

Two-layers The topic of the present paper is often nota-
tionally cumbersome, which imposes an undue burden on the
reviewers and readers. Therefore, we first present a particular
case of our bound for a two-layer network composed of a
convolutional layer and a fully connected layer with a single
input channel, with explicit pre chosen norm constraint
Note that the restrictions are purely based on notational and
reader convenience: more general results are presented later
and in the supplementary material.

2-layer Notation: Consider a two-layer network with a
convolutional layer and a fully connected layer. Write d, C'
for the dimensions of the input space and the number of
classes respectively. We write w for the spacial dimension of
the hidden layer after pooling’| Write A, A? for the weight
matrices of the first and second layer, with the weights ap-
pearing only once in the convolutional case (thus, the mat-
rix A'representing the convolution operation presents the
weights of the matrix A; repeated as many times as the filters
are applied). For any input z € R?, we write |z|o for the
maximum L? norm of a single convolutional patch of . The

*It is common practice to leave the post hoc step to the reader in
this way. Cf.,e.g., (Long and Sedghi|[2020))

3This is less than the number of convolutional patches in the
input and is not influenced by the number of filters applied.

network is represented by the function
F(z) = A%0(A'z),

where o denotes the non linearities (including both pooling
and activation functions). As above, M!, M? are the initial-
ised weights.

Theorem 2. Let ay,as,ax,bg, b1 > 0. Suppose that the dis-
tribution over inputs is such that |x|o < by a.s. With probabil-
ity > 1—4 over the draw of the training set, for every network

A = (AL, A%) with weights satisfying ||(Al — M) |21 <
a1, |A? — M?||p < ap and sup.<c ||AZ. |2 < a., if
SUp;<, | A2y |5 < by, then
P (arg r_naX(FA(m)j) + y) 7
j
= log(2 C N
< Ryl + 3y ) 1 LR [logyD)] (o),

Vn

where C is an absolute constant,

1 .
R2/3 = [boal max ( Vwa >}
by’ Y

2/3
+ {bm] . (8)
v

and the quantity in the log term is D =

max(boay Was /by, biasC/y) where W is the number
of hidden neurons before pooling.

Remarks:

1. Just as in the fully connected case, the implicit dependence
on the number of classes is only through an L? norm of
the full last layer matrix. by is a an upper bound on the L?
norms of hidden activations.

2. a; is the norm of the filter matrix A!, which counts each
filter only once regardless of how many times it is applied.
This means our bound enjoys only logarithmic dependence
on input size for a given stride.

3. As explained in more detail at the end of Appendix[H] there
is also no explicit dependence on the size of the filters and
the bound is stable through up-resolution. In fact, there is
no explicit non logarithmic dependence on architectural
parameters, and the bounds converges to 0 as a; , as tend to
zero (in contrast to parameter space bounds such as (Long
and Sedghi|[2020)).

4. a, replaces the spectral norm of A2, and is only equal to
the maximum L? norm of the second layer weight vec-
tors corresponding to each class. This improvement,comes
from better exploiting the continuity of margin based losses
with respect to the L>° norm.

5. The spectral norm of the first layer matrix A; is not nec-
cessary and is absorbed into an empirical estimate of the
hidden layer norms. The first term in the max relates to
the estimation of the risk of a test point presenting with a
hidden layer norm higher than (a multiple of) b;.

6. by refers to the maximum L2 norm of a single convolu-
tional patch over all inputs and patches.



A result for the multi-layer case We as-
sume we are given training and testing points
(xay)v(xlayl);(IQayZ)v"'v(x717yn) drawn iid from
any probability distribution over R? x {1,2,...,C}. We
suppose we have a convolutional architecture so that for each
filter matrix A' € R™ >4 from layer [ — 1 to layer I, we can
construct a larger matrix A' representing the corresponding
(linear) convolutional operation. The 0" layer is the input,
whist the L*" layer is the output/loss function. We write w
for the spacial width at layer [, W, for the total width at layer
! (including channels), and W for max; W;. For simplicity
of presentation, we assume that the activation functions are
composed only of ReLu and max pooling.

Theorem 3. With probability > 1—90, every network F 4 with
fliter matrices A = {A', A?,... ALY} and every margin
v > 0 satisfy:

P (angmax(Fa(e);) # 1)

J

Vn n

where W is the maximum number of neurons in a single layer
(before pooling) and

s%w)m(mmg(v‘m W) ©)

L

2/3 3
R =3 (1)*?
=1

for where T; =

H5:1+1 HAUHU/

1 INT
B (A" = MY Il vormax =g

ifl<L—1landforl =1L, T, =
Br_1(X)
Y

Here, w; is the spacial width at layer | after pooling. By
convention, by, = =, and for any layer |, B;,(X) :=
max; | FO7" (z;) ]ll denotes the maximum 1 norm of any con-
volutional patch of the layer 1y activations, over all inputs.
Forl <L —1, ||Al|,» <||Ai|| denotes the maximum spectral
norm of any matrix obtained by deleting, for each pooling
window, all but one of the corresponding rows of A. In partic-
ular; forl = L, |A¥|,» = pr max; | AF. ||2.Here Af denotes
the i’th row of AL, and ||-||2 denotes the Frobenius nOrrrﬁ

Similarly to the two-layer case above, a notable property
of the above bounds is that the norm involved is that of the
matrix A’ (the filter) instead of A’ (the matrix representing
the full convolutional operation), which means we are only
adding the norms of each filter once, regardless of how many
patches it is applied to. As a comparison, although the gen-
realization bound in (Bartlett, Foster, and Telgarsky|2017)

1A% = M" ..

SNB: A simplified version of the above Theorem can be obtained
where Ti = [, [ A°[|o[|(A" = M) T|j2,1/wi/y for I < L —1

and T, = [[2," |A%]lo]|A% — M*||r. See Appendix E and in
particular equation (33).

also applies to CNNS, the resulting bound would involve the
whole matrix A ignoring the structure of CNNss, yielding an
extra factor of O;_; instead of v/O;, where O, denotes the
number of convolutional patches in layer {: Through exploit-
ing weight sharing, we remove a factor of /O;_; in the [*"
term of the sum compared to a standard the result in (Bartlett)
Foster, and Telgarsky|[2017), and we remove another factor
of 1/O;_1/w; through exploitation of the L>° continuity of
max pooling and our use of L°° covering numbers.

A further significant improvement is in replacing the factor
| X ]|2,2 Hi;} |A;]|» from the classic bound by B;_1(X),
which is the maximum L? norm of a single convolutional
patch. This implicitly removes another factor of /O;_1, this
time from the local connection structure of convolutions.

We note that it is possible to obtain more simple bounds
without a maximum in the definition of 7; by using the spec-
tral norms to estimate the norms at the intermediary layers.

Empirical spectral norms; Lipschitz augmentation

A commonly mentioned weakness of norm-based bounds is
the dependence on the product of spectral norms from above.
In the case of fully connected networks, there has been a
lot of progress last year on how to tackle this problem. In
particular, it was shown in (Nagarajan and Kolter|2019)) and
in (Wei and Ma|2019) that the products of spectral norms can
be replaced by empirical equivalents, at the cost of either a
factor of the minimum preactivation in the Relu case (Nagara/
jan and Kolter||2019)), or Lipschitz constant of the derivative
of the activation functions if one makes stronger assump-
tions (Wei and Ma|2019). In the appendix, we adapt some
of those techniques to our convolutional, ReLu situation and
find that the quantity pf‘ can be replaced in our case by:

A,z A,z

A . Py . - Iy >l
pi’ = max | max; maxj, BlZ(X)7maX1’ max;, EzZ(X))
where E;(X) denotes the minimum preactivation (or dis-
tance to the max/second max in max pooling) at layer [

for over every input, pfflz (resp. fojl'?) is the Lipschitz
constant of gradient of F'*™!2 with respect to the norms
|*|oo,;; and ||z, (xesp. |+|oo,; and |+|o). These quantities
can be computed explicitly: if M = Vgooi, () F17"
so that locally around FO7! (z;), Fl1=2(z) = M, then

Hfltfjh = [|[M 71,00 and pffflz = maxyy || M'||1,2 where
M runs over all sub matrices of M obtained by keeping only
the rows corresponding to a single patch of layer /5.

Note that an alternative approach is to obtain tighter
bounds on the worst-case Lipschitz constant. Theorem
in the Appendix is a variation of Theorem [3]involving the
explicit worst case Lipschitz constants across layers instead
of spectral norms. These quantities can then be bounded, or
made small via regularisation using recent techniques (cf, e.g.
Fazlyab et al.|(2019); [Latorre, Rolland, and Cevher| (2020)).

General proof strategy

Some key aspects of our proofs and general results rely on
using the correct norms in activation spaces. On each activ-
ation space, we use the norm || to refer to the maximum



absolute value of each neuron in the layer, the norm |-|; to
refer to the the maximum [? norm of a single convolutional
patch (at layer /) and |- | ; for the maximum /2 norm of a
single pixel viewed as a vector over channels. Using these
norms, we can for each pair of layers /1, [ define the quantity
p1, 1, as the Lipschitz constant of the subnetwork F'17%
with respect to the norms || ;, and |-|;,. Using those norms
we can formulate a cleaner extention of Theorem B where the
quantity R 4 can be replaced by

L-1 o \ 23
Bi_1(X)||A' — M maxl_’l)
[22(11<>n o ma L

B (X 2/33/2
+(Lf)ALMHm) } ,

where for any layer [1, By, (X) := max; |[F°7" (z:)], denotes

the maximum /2 norm of any conv. patch of the layer /1, over
all inputs. By, (X) = ~. Our proofs derive this result, and the
previous Theorems follow. See Section|Al Theorem Eﬂ

In the rest of this Section, we sketch the general strategy
of the proof, focusing on the (crucial) one-layer step. At this
point, we need to introduce notation w.r.t. the convolutional
channels: we will collect the data matrix of the previous layer
in the form of a tensor X € R"*Y*4 consisting of all the
convolutional patch stacked together: if we fix the first index
(sample i.d.) and the second index (patch i.d.), we obtain
a convolutional patch of the corresponding sample. For a
set of weights A € R4*™ the result of the convolutional
operation is written X A where is defined by (X A),;; =
S XoioAo; forall u,i, j.

A first step in bounding the capacity of NN’s is to provide
a bound on the covering numbers of individual layers.

Definition 1 (Covering number). Let V' C R™ and || - ||
be a norm in R™. The covering number w.r.t. || - ||, de-
noted by N(V,e, || - ||), is the minimum cardinality m
of a collection of vectors v*,...,v"™ & R” such that
SUpycy Minj—1,_, |[v—v7|| < e Inparticular, if F C R
is a function class and X = (z1,22,...,2,) € X" are
data points, N (F(X), €, (1/y/n)] - ||2) is the minimum car-
dinality m of a collection of functions F > f1,..., f™ :
X — R such that for any f € F, there exists j < m
such that Y7 (1/n) | f9(x;) — f(z:)]* < €. Similarly,
N(F(X),e| - |loo) is the minimum cardinality m of a
collection of functions F > f1 ..., f™ : X — R such
that for any f € F, there exists j < m such that i <
n, | fi(z:) = fzi)| < e

If we apply classical results on linear classifiers as is done
in (Bartlett, Foster, and Telgarsky|2017) (where results on L?
covering numbers are used) by viewing a convolutional layer
as a linear map directly, we cannot take advantage of weight
sharing. In this work, we circumvent this difficulty by apply-
ing results on the L°° covering numbers of classes of linear
classifiers to a different problem where each "(convolutional

"Our boundedness assumptions on worst-case Lipschitz con-
stants remove some of the interactions between layers, yielding
simpler results than (We1 and Ma|2019; |[Nagarajan and Kolter|[2019)

patch, sample, output channel)" combination is mapped into
a higher dimensional space to be viewed as a single data
point. A further reduction in dependence on architectural
parameters is achieved by leveraging the L°°-continuity of
margin-based loss functions and pooling. We will need the
following result from (Zhang|[2002) (Theorem 4, page 537).
Proposition4. Letn,d € N, a,b > 0. Suppose we are given
n data points collected as the rows of a matrix X € R"*%,
with || X; .|l < b,¥i = 1,...,n. For Uy (X) = {Xa :
lallz < a,o € R}, we have

36a2b? (8abn

log,

€2

10g N (Ua,n(X), €, ||-[lo0) < Fen 1> .

€

Note this proposition is stronger than Lemma 3.2 in (Bart{
lett, Foster, and Telgarsky|2017)). In the latter, the cover can
be chosen independently of the data set, and the metric used
in the covering is an L? average over inputs. In Proposition
the covering metric is a maximum over all inputs, and the
data set must be chosen in advance, though the size of the
cover only depends (logarithmically) on the sample sizeﬂ

Using the above on the auxiliary problem based on (input,
convolutional patch, ouput channel) triplets, we can prove the
following covering number bounds for the one-layer case:
Proposition 5. Let positive reals (a, b, €) and positive integer
m be given. Let the tensor X € R" U4 be given with
Vi e {1,2,...,n},Vu € {1,2,...,U}, || Xiu-ll2 <0
For any choice of reference matrix M, we have

log N ({XA: A€ R”™ [|A = M|lr < a},e, ||+ ]loc)
36a°b* 8ab
< a2 log, [(a + 7> an] ,
€ €

where the norm ||-|| s is over the space R"*U*™,

Sketch of proof: By translation invariance, it is clear
that we can suppose M = 0. We consider the problem of
bounding the L> covering number of {(v; X7)i<r j<; :
>icr llvill3 < a?} (where X7 € RY¥" for all j) with only
logarithmic dependence on n, I, .J. Here, I plays the role of
the number of output channels, while .J plays the role of the
number of convolutional patches. We now apply the above
Propositiondon the nI.J x dI matrix constructed as follows:

X' 0 ... 0\
0o X!

0 0 Xt

X2 0 0

0o Xx?

0 0 X2 ’
X3 0 0

X7 0 ... 0

o X7 ... o0

0 0o ... x’

8We note that the proof is also much more obscure, although it is
far more approachable to prove an analogous result with a squared
log term instead, by going via the shattering dimension.



with the corresponding vectors being constructed as

(1}1, V2, ... ,1}]) € R,
If we compose the linear map on R™*¢ represented by
(v1,v2,...,v7) " with k real-valued functions with L>

Lipschitz constant 1, the above argument yields comparable
bounds on the ||-||2 covering number of the composition, los-
ing a factor of v/k only (for the last layer, k = 1, and for
convolutional layers, k is the number of neurons in the layer
left after pooling).

The proposition above is only enough to deal with a purely
12 version of our bounds. To prove Theorem which involves
[I-]l2,1 norms, we must show the following extension:

Proposition 6. Let positive reals (a, b, €) and positive integer
m be given. Let the tensor X € R™ U4 be given with
Vie{1,2,...,n},Yu e {1,2,...,U}, || Xiu,.|l2 < b. For
any fixed M :

log V' ({XA: A€ R™™ |A = M|21 < a}e||-|l+)
64a2b? 8ab

a2 log, [(? + 7) an] ;

where the norm ||+ || over the space R"*U*™ is defined by

<

Y[ = max;<n, maxj<u [Yo5m, Vi) % -

Sketch of proof: We first assume fixed bounds on the L?
norms || A%"||2 = a; of each filter, and use Propositionwith
m = 1 for each output channel with a different granularity
€;. We then optimize over the choice of ¢;, and make the
result apply to the case where only a = >, a; > ||Al|2,1 is
fixed in advance by [! covering the set of possible choices for
(a1,as,...,a,) for each a, picking a cover for each such
choice and taking the union. We accumulate a factor of 2
because of this approach, but to our knowledge, it is not
possible to rescale the inputs by factors of /a; as was done
in (Bartlett, Foster, and Telgarsky|[2017)), as the input samples
in an L covering number bound must be chosen in advance.

We can now sketch the proof of the Theorem [2]: we use
the loss function

123, y:) = max [y, (o (A'2s)||l2 — b1),
M(fjr.ljéi(z‘l%(z‘il%))j — (A0 (A'zy))y, )],

where for any 6 > 0 the ramp loss Ay is defined by
Ao = 1 + min(max(z, —#),0)/6. This loss incorporates
the following two failure scenarios: (1) the L? norm of the
hidden activations exceed a multiple of b; (2) The activa-
tions behave normally but the network still outputs a wrong
prediction. Since pooling is continuous w.r.t. the infty norm,
the above results for the one layer case applied to a layer
yields an € cover of hidden layer w.r.t to the L°° norm. The
contributions to the error source (1) therefore follows directly
from the first layer case. The contribution of the 1st layer
cover error to (2) must be multiplied 1/~ and the Lipschitz
constant of A2 with respect to the L norms, which we es-
timate by \/Ea* since the Euclidean norm of the deviation
from the cover at the hidden layer is bounded by /w times
the deviation in ||oo,; norm

This norm is a supremum over the spacial locations of the >
norms over the channel directions.

Remarks and comparison to concurrent work

We have addressed the main problems of weight sharing and
dependence on the number of classes. As mentioned earlier,
(Long and Sedghi|[2020) have recently studied the former
problem independently of us. It is interesting to provide a
comparison of their and our main results, which we do briefly
here and in more detail in the Appendix.

The bound in (Long and Sedghi 2020) scales like
C\/W(zf=1 s1—log(7))+log(1/6)

n

, where s; is an upper bound on

the spectral norm of the matrix corresponding to the [*" layer,
v is the margin, and WV is the number of parameters, tak-
ing weight sharing into account by counting each parameter
of convolutional filters only once. The idea of the proof is
to bound the Lipschitz constant of the map from the set of
weights to the set of functions represented by the network,
and use dimension-dependent results on covering numbers of
finite dimensional function classes. Remarkably, this doesn’t
require chaining the layers, which results in a lack of a non
logarithmic dependence on the product of spectral norms.
Note that the term Zle s; comes from a log term via the
inequality [](1 + s;) < exp(>_ si).

On the other hand, the bound scales at least as the square
root of the number of parameters, even if the weights are
arbitrarily close to initialisation. In contrast, our bound (E])
scales like O(1/1/n) up to log terms when the weights ap-
proach initialisation. Furthermore, if we fix an explicit upper
bound on the relevant norms (cf.Theorem|[1 1)) [¥] the bound
then converges to zero as the bounds on the norms go to
zero. In a refined treatment via the NTK literature (cf. (Arora
et al.[2019)), explicit bounds would be provided for those
quantities via other tools.

Finally, note that the main advantages and disadvantages
of our bounds compared to (Long and Sedghi|2020) are con-
nected through a tradeoff in the proof where one can decide
which quantities go inside or outside the log. In particular, it
is not possible to combine the advantages of both. We refer
the reader to Appendix [H|for a more detailed explanation.

Conclusion

We have proved norm-based generalisation bounds for deep
neural networks with significantly reduced dependence on
certain parameters and architectural choices. On the issue
of class dependency, we have completely bridged the gap
between the states of the art in shallow methods and in deep
learning. Furthermore, we have, simultaneously with (Long
and Sedghi|2020), provided the first satisfactory answer to
the weight sharing problem in the Rademacher analysis of
neural networks. Contrary to independent work, our bounds
are norm-based and are negligible at initialisation.
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Figure 1: Illustration of architecture for one layer

A Notation and general results

Notation

We use the following notation to represent linear layers with weight sharing such as convolution. Let z € RV*%, A € R™*% and
S1.52,...,89 be O ordered subsets of ({1,2,...,w} x {1,2,...,U}) each of cardinality where we will denote by S the
i*" element of S°. We will denote by A 4 () the element of R™* such that A4 (z);,0 = .7, XsoA; ;. In a typical example
the sets S1, 52, ..., SO represent the image patches where the convolutional filters are applied, and A would be represented
via the "tf.nn.conv2d" function in Tensorflow. We will also write A’ for the matrix in R(Vi-1w1-1)x(OQi-1m4) that represents the

convolution operation A 4:.
To represent a full network, we suppose that we are given a number L € N of layers, 7L + 2 numbers

’177,17’1712,...77”17,[,,Cl1,d27...,d]:,7p1,,02,...7p[,7
wo,wl,...,wL,Uo,Ul,...,UL,OI,OQ,...,OL,
and ki, ko,..., kL, as well as ZIL:O O, ordered sets Sv° C {1,2,...,U;} x {1,2,...,w;} (forl < L,0 < Oy),and L — 1
functions G : R *Ci-1 — RUXwi (for [ = 1,2, ..., L) which are p;-Lipschitz with respect to the [°° norm.
The architecture above can help us represent a feedforward neural network involving possible (intra-layer) weight sharing as

FAI’AQ"“’AL : RVoxwo _y RULXwe . gy
(GL o AAL o GL_1 o AAL—I o... G1 o AAl)(l‘),
where for each [ < L, the weight A! is a matrix in R™ >4 We will also write F'1!2 for the subnetwork that computes the

function from the [%" layer activations to the I5" layer activations. As usual, offset terms can be accounted for by adding a dummy
dimension of constants at each layer (this dimension must belong to S for each 0). We provide a quick table of notations in

Figure
Some key aspects of our proofs and general results rely on using the correct norms in activation spaces. On each activation
space R >V we will make use of the following three norms:

1. The I*° norm: |z|s = SUPye 1, i} x{1,...,U1} |24
2. The |-|; norm: |z]; = sup,<o, \/>_i<o, T3 i-¢. the maximum /* norm of a single convolutional patch.

. _ 2 . 2 . . .
3. The |+|oo,1 nOMM: [Z[oo 1 = SUPG<yy, 1/ D_k<p, Lo 1+ the maximum [ norm of a single pixel viewed as a vector over channels.

Remark 1. In covering number arguments, we will use the same notation to refer to the norms on (activation,input) space
induced by the above norms after taking a supremum over inputs.

Main result with Global Lipschitz bounds

Both of the results in the Section "contributions in a Nutshell" follow from the following result.

""'We suppose for notational simplicity that all convolutional filters at a given layer are of the same size. It is clear that the proof applies to
the general case as well.



Notation Meaning

G Activation + pooling at layer [

Al Filter matrix at layer [

A Convolution operation relative to filter matrix A'

Al Matrix representing A 4: (Has repeated weights in conv. net)
O; Number of convolutional patches at layer [

my # of channels at layer [ before nonlinearity

(=# of output channels at layer [ — 1)
Classification margin

She o™ convolutional patch at layer [
wy Number of spatial dimensions at layer ! (No pooling = w; = O;—1)
U Number of channels after nonlinearity
1 Lipschitz constant of G;

Wi, = Uy, Width (after pooling) at layer [
W = max; W, Maximum network width (after any pooling)
W = max; O;_1my Maximum network width (before any pooling)

w Total number of parameters
d; Size of convolutional patches corresponding to the operation A 4

||, Max [? norm of a pixel across channels

|- ]: Max 1% norm of a convolutional patch (across channels)

Table 1: Table of notations for quick reference

Theorem 7. Assume that pooling does not occur over different channels, with probability > 1 — §, every network F 4 with
weight matrices A = { A, A%, ..., AL} and every margin v > 0 satisfy:

P (arg max(Fa(z);) y) < Ry (Fa)

J

Lo (mﬁmlog(m + bg(ﬂ‘”) , (10)

where W' is the maximum number of neurons in a single layer (after pooling) and R 4 =

L-1 2/3 2/343/2
: Br_1(X)
§ Bi_1(X)||A" — M"||5.1 max m;) +<L ! AL — M ) ] ,
|:l_1< l 1( )” H271 [>l BZ(X) ,7 || HF

where for any layer 11, By, (X) := max; |F0Hll (z3) |l1den0tes the maximum 1> norm of any convolutional patch of the layer 1,
activations, over all inputs. Br,(X) = 7.
Here py, 1, is the Lipschitz constant of the map F'* "2 with respect to the norms |+|s 1, and |-|;,

B The one layer case

A key aspect of the proof is that we can use proposition 4 to obtain an L>°-covering of the map represented by a convolutional
layer. Indeed, by viewing each (sample, convolutional patch, output channel) trio as an individual data point, we can, for each e,
find NV, filters f1, ..., fa. with ||f;||F+ < a Vi such for any convolutional map represented by the filter f (with || f||rr < a),
there exists a uy € {1,2,..., N} such that for any input z;, any convolutional patch S, and any output channel j, the outputs of
f and f,, corresponding to this (input, patch, channel) combination differ by less than €. More precisely, we can now prove
Proposition [3]

Proof of proposition[5] This follows immediately from Lemma applied to the nmU data points in R¥*™ (considered as a
simple vector space with the Hadamard product used as the scalar product) defined by, forall 6 € {1,2,...,m} x {1,2,...,d},
(Tusij)s = (X;‘)52 for 61 =i and (2, ;)5 = 0 otherwise, and the function class

{Fp:R”"™ SRz 20 A; ||Alz < a},

where ® denotes the Hadamard product.

Before we proceed, we will need the following Proposition:



Proposition 8 (cf. (Anthony and Bartlett|2002; Bartlett and Shawe-taylor|1998; |Pisier|1980-1981)). Let Bg denote the ball of
radius (3 in R with respect to the L' norm. We have

2
log (W (B |- 1a) < | % | ost2a) 1
Proof. Wlog, B = 1. Let eq,...,eq denote the standard basis in R?, we will show that for any integer k¥ € N and any

a=(a,ag,...,aq) € R‘_f_ with ). a; < 1, there exists (k1, k2, ..., kq) with k; € N such that s := Z?:l ei% satisfies

1
Ik —all3 < -

k

Let (W1,...,W}) be k iid random variables with P(W; = e;) = a;. Define W = % Ziﬁzl ;. We have E(W) = E(W;) —
Z?Zl a;e; = a. Thus we have

k
1
E(IW —all3) = 5B | Y_lla— Wil + _{a = Wi,a—W))
=1

i#]
1 (& 1 1
= E (Z a - Win?) = 1E (o~ Wal?) = 7 (W) ~ Jal)
i=1
1 1
< —E(|W1]?) = - 12
< TE(IW?) = 1 (12)
By the probabilistic method, it follows that there is a choice (ki, k2, . . ., kq) such that ||k — al|3 < 1, as expected.
It follows that one can find a cover of the ball Bz with size N, where A is the number of choices of (k1, ko, . .., kq) With
ki€ Zand Y, |ki| = k and k = [f—j] There are 2¢ ( d —5 EI 1 ) < (2d)* such choices. The result follows.
O

With this in our toolkit, we can prove the extention of the one layer case to the L?! norm with an extra covering umber
argument:

Proof of Proposition[f] First, note that the case m = 1 follows from Proposition 5] (also with m = 1).

Thus any set of m positive real numbers a = (a1,as9,...,a,;) and any (€1, €a,...,€,) with ¢; < € for all i, we can
find covers C; C {A € R? : uAHQ < a;} such that for all Ay, As,..., A, € R? such that [[A;ls < a; Vi < m,
there exist Ay, As, ..., A, € R* such that ||A;|l2 < a; Vi < mand || XA4; — XA;||l < €1, and for all 4, log(#C;) <

232
005 Yogy [(3%2 + 6) nU + 1] (since ¢; < ¢).

Writing a = > | a;, the cardinality of Cla1,a0,....am) = C1 X Ca, ... X Cy, is bounded above by

8ab " a?
36b% log, [(E + 6) nU + 1} = (13)
i=1 7

and the product cover is an € cover of { X A : A € R™™ || A. ;||2 < a;Vi} with respect to the ||-||, norm, where e = 7" | €2.

Applying the above to 3¢/4 and calculating the Lagrangian to optimize over the ¢;’s, we obtain the condition ( 623‘1 : ) o 2¢;,

which yields ¢; = (3/4)e VTR €,/a;/a, which pluggind back into formula (T3)), yields,

>oa;
a’b? 8ab

log(#(Cl X CQ, - 7C»m)) < 36W lOgQ |:(6 + 7) nU} (14)

2p? 8ab
<642 log, | ("L +7) nU (15)

€2 €

Of course, we do not know in advance the choice of (a1, ..., a,,) such that .~ | a; = a, so we must take extra steps to make the
cover post hoc with respect to this choice. To do this we can choose the set D to be an €/4b cover of (a1, ..., am) : Y iej @i = a

with respect to the L' norm. By Proposition we can ensure #(D) < [16ab?/€?| log(2m) < 64a?b?/e? log(m) (since we
can assume m > 2 and wlog 16a2b?/e2 > 1).



Clearly, the cardinality of the union U,epCy X ... X Cpy, is bounded by
64a2b? 8ab
a4 log, [(a—i-?)an],
6 €

so we only need to show that it constitutes an € cover of {X A : A € R¥*™ ||A||21 < a}. To see this, let A € RY*™ be given
with ||Al2,1 < a. Pick (a1,as, . ..,am) to be the closest element of D to (||A. 1|2, [|A. 2]l2; - - -, |[|A. m|l2) in terms of the

L norm. Then pick the element A of Cay,a.....a,,) ClOsest to A € R¥™ defined by, Vi, A. ; = A.;if |A. 4|l2 < a; and
A, HA B A. ; otherwise. Clearly we have | XA — X A, < | XA — XA||, + | XA — X A|. < ¢/5 + 4¢/5 = ¢, which
completes the proof.

O

As a corollary of the above, we are now in a position to prove the one layer case.

Corollary 9. Let n, O, m,w, U be natural numbers, let G : RO x R™ — R” x RY be p-Lipschitz with respect to the |-|. norms

defined by |1, = supicp1 2. 0y /Sy 72 and |1, = supicpy oy \/ ey 7% for © € RO x R™ and v € RY x RV

respectively (for instance, a combination of purely spacial pooling and elementwise relu satisfies this condition with p = 1). We
also write |-|,. for the norm sup; <, | X; .|« for X € R* x R* x RV or X € R" x RO x R™. For any X € R"*9*4 gych that

| X513 < b2 (Vi,0), we have for any fixed reference matrix M :

da?b?
log V' ({G(XA) : A€ R™™ A= Mll2y < a} ¢ ]-],) < e (8aban

C Generalisation bound for fixed norm constraints

Once the one layer case is taken care of, we will now need to chain the covering number bounds of each layer, taking care to
control the excess |-| norms at each intermediary layer. To this effect, we have the following Proposition.

Proposition 10. Let L be a natural number and a1, . . . ,ar, > 0 be real numbers. Let Vo, V1, ...,V be L+ 1 vector spaces each
endowed with two norms || ; and |-|; for 0 <1 < L. Let By, Bo, ..., By, be L vector spaces with norms ||+||1, ||-||2, - .-, |||z
and B1,Bs, ..., By be the balls of radii a1,as,...,ar in the spaces By, Ba, ..., By, with the norms ||-|1, ||*]l2,-- -, -]z
respectlvel)lzl

Suppose also that for each | € {1,2, ..., L} we are given an operator F' : V,_y x B =V, : (z, A) — FY(x), continuous
with respect to the norms |-||; and |-|;. For each ly,ly with l > 1y and each A2 = (Ah+1 . Al2) ¢ Bl =
Bi,+1 X Bi,+2 % ... By, let us define

Fiiis Vi = Vi oo = Flii 2 (0) = Fiiy o0 Fiy (@),

foralll, -Ff4L = Fﬁ?l and Fa = F¥.

For each AL = (A, A%, ... AL) € BE .= By x By x ..., By, and for eachl € {1,2,..., L}, the (worst case) Lipschitz
constant of F1 =2 with respect to the norms ||+ || 0o ,1, and |- |12 is denoted by pi*_,, .

We suppose the following conditions are satisfied:

Foralll € {1,2,...,L}, allb>0,all Z1,Zs,...,Z, € V,_1 such that | Z;|;—1 < b Viandall € > 0, there exists a subset
Ci(b, Z,€) C By such that

Cl e na?b?
log(# (C1(b, Z,€))) < —H=57, (17)

where C) . , is some function of I, €, n, and, for all A € By, there exists an A € C(b, €) such that
|Fi(Z2) - F4(2)| , <€ Vi (18)

Forany 0 < e <1, anyb= (by,b1,ba,...,br)withb; > 1 Vland by =1, any set of positive number p (for! < L) and
forany x1,...,x, € Vy such that |z;|o < by Vi, there exists a subset Ce , , of BL such that for all A = (A', A2,...,AL) €
B = BL such that PZL}—nz < pib, Vip> llEl there exists a A € Ce,p,x such that, for any i such that ‘.FA z; ’l <b Vi,
we have

12The proof works with B1, B, . . . , Bz, being arbitrary sets, but we formulate the problem as above to aid the intuitive comparison with the
areas of application of the Proposition.
1*Note that p;_,; is not necessarily 1, as the norms ||+||oo,; and ||+||; are different.



|FO7 (i) — FQ )|, < et (VI < L,Vi) and

| F4(X)], < 2bi. (19)
Furthermore, we have
293 1 2
= Cleazbl 101 ’ 2 & CPaibi—1pi
log #(Ce b, x) Z — 46—21 1 - | - (20)
Proof. Forl=1,...,L,lete = %, where the o; > 0 will be determined later satisfying ZzL:1 a; = 1.
For any X = (x1,...,2,), we define the covers D, C By for [ < L by induction by D, =

UdeD, x...xD,_, C(2by, {Fffﬁl_l(xi) 24 < n},¢). Let us write also D := D; x D2...Dy, and let us write d; for the
cardinality of D;. We prove the equations (39) by induction. The case [ = 1 follows directly from the definition of D; and the
assumption on the z;’s. For the induction case, let us assume the inequalities hold for each u < [ — 1. We have for any j < n,

L
0—>l 0—1 o=l 0—1
‘ () —Fx (xj S Z ‘ Al5A2,~~~7Ai—lsAi,~~~7Al)(xj) - F(AhAz, A Aigrse Ay )(x])

l

0—>i 0—i
<sz—>l‘F(A_1>,A2, A, I’A)(xJ) F(,z,AQ, ,A)(xj)

%

l
€Q; (8%
sz}jpﬁ% ng pﬁﬂ o ;b < eby, 1)

where at the first line, we have used the triangle inequality, at the second line, the definition of p;_,;, and at the last line, the fact
that p;‘ll 1, < pi, Via > 1y Now, by the triangle inequality, we obtain:

|[FG (@), < |[FX7 (w5)], + ebr < 20y, (22)
which concludes the proof by induction.

To finish the proof of the proposition, we just need to calculate the bound on the caridinality of D:

L L
log(# Z% (D1) = log(dy)

L L

Cl,eaz b, Creaibi
< Z 2 - 24 (2<)2
=1 l =1 L
4 G~ Creafbi,pf
=1

Optimizing over the a;’s subject to Zlel a; = 1, we find the Lagrangian condition
L
2Cy,ca pf L
(-25) w ks
o =1

yielding

(o)
Zz 1(\/7‘11/’1)%

o] =

Substituting back into equation (23)), we obtain



L 2 2-4/3
log # ({Fa(X) : A€ D}) <4lZ(‘ﬁa“ 191) ] Z(W)

=1 =1
1 [& 21"
= 7 [Z (\/ i i—lpi>3‘| ,
i=1
as expected. The last inequality follows from Jensen’s inequality.
O

The next step is to use the above, together with the classic Rademacher theorem [25]and Dudley’s Entropy integral, to obtain a
result about large margin multi-class classifiers.

Theorem 11. Suppose we have a K class classification problem and are given n i.id. observations
(1,91), (T2,92)s -+ s (T, yn) € RYOXWo @ f1.2 . K} drawn from our ground truth distribution (X,Y), as well
as a fixed architecture as described in Section [A] where we assume the last layer is fully connected and has width K and
corresponds to scores for each class. Suppose also that with probability one |x|g < bo. Suppose we are given numbers
ai,as,...,ar, 8= (bo,b1,...,b, =) and pllﬁlz (forly,lo < L). Forany § > 0, wzthprobablllty > 1 — § over the draw of

the training set, for any network A = (A', A%, ... AL) satisfying V1 : |(A)T |l2,0 < ar A pft,,, < piy—1,, we have
P ( argmax (Fp(z)); # y)
je{1,2,...,K}
n—#(Is,) 8 1536 1 log(3)
< % LR [log, (320n” + 7Wn)] * log(n) + 3| =22, (24)
where
I= {Z <n:(f(zi))y, — H;ax((f(l"i))j) >YAVIS L [FO7 ()|, < bl} :
JFYi
L
RY? .= Z atbi—1pi)*?, and
7L
=m na (bz 1001_1mupiy) (25)
pr = max/, Pt
Proof. As explained in the sketch in the main text, we apply the Rademacher theorem to the loss function:
L—1
o) = max (5 As, (O], 281) Ay (max(Fa(o)y - Fa(o), )| 20
=1

Writing H for the function class defined by I(x, F4(x)) for F* satisfying the conditions of the Theorem, since ¥
max;, (Y); — Y, is 2 Lipschitz with respect to the [°° norm, and [(x,y) = 1 for any x such that there exists [ such that

|FO=!(z)|; > 2b;, Propositions m 10/and |§| guanrantee that the covering number of H satisfies

L 2/3
log(N'(H,€)) < 4 x 64 x 22 [Z (al(zlzll)Pu log, (8a1(2b11)nm1011 + 70llmm>) ]

2 (e/pir)
< 2" R?%log,(32I'n/e + TWn) 27)
Applying the Rademacher Theorem 23] we now obtain
P| argmax )i #vy | <E((z,y))
je{1,2,... K}
" ? K3 1 2
< Zv 1 ZL’ ’y 34 / Og 6 4 29{” )

(%)

Y))- (28)



Now, by Dudley’s Entropy integral ﬂ with o= l, we have

R (U2 y)) <4a+—/ VIog N (FIS. €. [|-[)
4 JRVaTE 12 / Vlog,(32T'n /e + TWn)
vy

IN

-+
n €

4 768 =
2 4 VREZ flog, (32002 + )1
<, tVE S 08,(32'n? + TWn)log(n)
(29)
Plugging this back into equation 28] we obtain the desired result.
O

D Proofs of post hoc result and asymptotic results

The next step from Theorem [IT|to Theorem[7]is now mostly a question of applying classical techniques, namely, splitting the
space of possible choices of parameters (a1, ...,ar,bo,-..,bL,7, po—1,- .., ) into different regions and using a union bound.
The following Lemma summarizes the techniques in question:

Lemma 12. Let Ry denote a random variable indexed some finite dimensional vector Let
V(N N, NN, ..., NL(N) be some (positive) statistics of N'. Suppose there exists a function F : R — R
which is monotonically decreasing in y; for all i < | and monotonically increasing in N; for i < L, such that the following
statement holds:

Forany v1,...,7%, N1, ..., Nr, and for any 6 > 0, with probability > 1 — §, we have that for any N such that v;(N') < v,
for all i and N;(N') < N; for all i,

log(1/6)

RNSf(/yl?"')’ylava"'aNL)+Cl C
2

(30)

for some constants C, Cs.

For any fixed choice of b1, ..., BL and k1, ...,k € N, we have for any § > 0 that with probability greater than 1 — 9, for
any N,

Ry < f(min(m(N)/2, %% . min(y(N)/2, %),Nl(f\f) +Br. . No(N) + Br)

C : L N;(N)
1 i
+ ——=,|log(1/6) + log(2k;(N) /7 (N)) + 2 10g<2+ > (31)
Ve (/);(()/()); 5,
Proof. For any j1,...,71,n1,...,nr €N, define
F PR - 0
J1ye5J15,M15.. ML Hi ) 2‘]1 H ‘. nl(nl + 1)
Define %,1 = 2’%’ and N = n;$3;. By applying equation (30), we obtain that with probability > 1 — Ot rdtmitsemrs
; , log(1/6 R
RNSf('V{I,'H;’Yl ’N{L1’“.’N£L)+C\/Og(/ﬁ,»-c-’,]z Tyeers L)7 (32)
2
Note that Zjl,...,jl,nl,.“,nL 5j17---7jl7n17-~~7nL = 0.
Thus, by a union bound, we obtain that with probability > 1 — §, for any choice of ji,...,7;,n1,...,nr € N, we have
; log(1/8;, ... iymym
Ry < fOoft, .ol N ,NZL)+01\/°g( / el ). (33)
2

'“We assume that the map from A to Ry is sufficiently well behaved for the random variables R to be jointly defined on the same
probability space for all values of AV, as is the case where N represents the parameters of a neural network and R, is the misclassification
probability on a test point



For any network V, we can apply this for the choice of j1, . . ., j; which are smallest whist still guaranteeing

1 1 23L

and

Ni(N) < nifi.
For this choice, we have %ji > min(y(N)/2, =)) forall i < land N]* < N;(N) + B;, thus by the properties of f,

FOY o N N

gf(min(’yl(]\/')/2,l{—1),...,min(vl(N’)/Z%),Nl( Y+ B1,. .., No.(N) + BL). (34)

Furthermore, we also have 27 < 2r;/v;(N) and n;(n; + 1) < (1 + N (N)) (2 + N (/\/)) (2 + (N)) and thus

10g(1/0),.... jimysns) _ Ci : | _ - ( M(N))
C1\/ o g\/@ log(l/é)+;10g(2m(./\/)/'yz(J\/))+2;log 24 5 ) (395)

Plugging equations (34) and (33) back into equation (33) yields the desired result.

Using this, we obtain the following:

Theorem 13. Suppose we have a K class classification problem and are given n i.id. observations
(m1,91), (T2,92),s -+ s (T, yn) € RYOXWo @ f1.2 . K} drawn from our ground truth distribution (X,Y), as well
as a fixed architecture as described in Section[A] where we assume the last layer is fully connected and has width K and

corresponds to scores for each class. For any 0 > 0, with probability > 1 — § over the draw of the training set, for any network
A= (A, A2 ... AL) we have

]P’( argmax (Fp(x)); ;éy)

je{1,2,...,.K}
— #(1 8 1536 1 log(2
< %(‘”) Ho R [log, (32Tn2 + 71Wn)] # log(n) + 3 ngj ) (36)
1 ¢ B_1(X) I(A = M) T |2, P
+3 n;log<2+lz>+log(2+[/21>+log 24 g (37
where
I={i <0 (@~ max((F)y) > 7 AV < L3 [P, < B0 b,
2 L 1 1\2/3
R = 5 (U4 =30+ DB + I+ ) and
1
I':= I{iélX ((311(X) )(H(A M)T”Z 1+ )Ol 1ml(Pl+ + L)> (38)

A
A L P
Py =MaX; Xy

Here, X denotes the design matrix containing the sample points, By, = v > 0 is arbitrary and By(X) for | < L — 1 can

be chosen arbitrarily so that Bi(X) > lin a way that depends on X, with the choice B;(X) = max (max;<, |Fg,, (x;) 1)
yielding

J7Yi

- { < (F@0)y, — max((F(z))) > fy} .



Proof. We split the space using Lemma|l2{for the parameters By, By, ..., Br_1, pl - Note that the bound is increasing in all of
those parameters, se we can treat them all as a "N "s from Lemma [12] Settmg all the k;’s to L yields the result. Note that the
dependence on  is hidden in the definition of Pz " - The bound doesn’t go to zero as 7y as a result of the need to estimate the risk
of intermediary activations being too large.

As explained in the main text, if one is willing to forgo the gains obtained from the sparsity of the connections inside the
definition of B, then one can obtain bounds that scale like 1/7. O

Proof of Theorem[J] This is simply a question of reducing to the O notation. Note that log(n?), f’ I are all O( 4 ), and
asymptotically, log,(32I'n? + 7TWn) < log,(32I'n?) + log, (7Wn), thus we only have to take care of the last line. For this,
note that each of the concerned log terms inside the square root are also O( ) yielding the result (with a factor of v/R from

the sum).
O

Similarly, in the case where the spectral norms are well controlled, we have the following result:

Theorem 14. Suppose we have a K class classification problem and are given n i.id. observations
(21,71), (X2, Y2)s - -+ (T, yn) € RYOXWo & 112 K} drawn from our ground truth distribution (X,Y), as well
as a fixed architecture as described in Section [A] where we assume the last layer is fully connected and has width K and
corresponds to scores for each class. For any 0 > 0, with probability > 1 — § over the draw of the training set, for any network
A= (A, A2 ... AL) we have

IP’( argmax (Fp(z)); #y)

je{1,2,....K}
n—#(s,) , 8, 3072 e log(3) 2
< — 04— 1 4T 2 1 —
< - + - \/» R [log, (64T + 7TWn)] * log(n) + 3 o + 4/log o (39)
L
1 - _
+3 - Zlog 24+ LB_1(X))+log (24 [(A—M)T|2,1) + log (2 + L||A||a,), (40)

=1
where

1= {i < ns () - max((F)) > 0 AWS L P )|, < B

L i 1 2/3
R =Y <<||<A )l + D00+ L) L= +B(H()!') )> . and
=1
Al + +
I:= I}liaf( ((31—1()() )(H(A M) a1 + ! )Oz 17 max HZ l+1B(l/()|() )> . 41)

Here, X denotes the design matrix containing the sample points, By, = v > 0 is arbitrary and B;(X) for ! < L — 1 can be
chosen arbitrarily so that Bi(X) > 1 in a way that depends on X, with the choice B/(X) = max (max;<, |Fg,, (x;) 1)
yielding

J#Yi

1= {i < (f@0h - max((f)) > 2}

Proof. We apply theorems[TT|and Lemma [T2]for the parameters v, By, ..., Br,a1,...,ar, s1, 82, ..., s, where s; is a bound
on || A;||,/: note first that if || A;||,» < s; for all 4, then pﬁ‘)lg < H§2=11+1 pus; for all I} < Iy, and if furthermore 4 > 7 and

_ la .
By(X) > By, foralll < L — 1, we have pf}+ < /I max;, w
2

the 3; = % and +y being treated as a decreasing variable with k = n, to obtain the required result (3 > y*/2 and B; > B;/2,

furthermore, the case v < % is trivial since the RHS is > 1).

, with By, = 7. Thus we can apply Lemma |12]'*| with

O

5Technically, we are applying a slight variation where f can have factors that are either increasing or decreasing in the same variable N;,
and the term f(min(vy1(N)/2, ,Tll)’ ...,min(y (N)/2, Nil), Ni(N) + Bi,...,NL(N) + BL) is replaced by an evaluation of f where each
factor involving N; chooses whichever of (IV;, N; + (3;) maximises it



We can now proceed to the proof of theorem [3}

Proof. The only difference between this proof and that of Theorem [7]is in the treatment of the sum of log terms at the last line.
For this, note that [|(A — M) " [l2,0 < [[(A) "Iz, + [|(M) Tz < (M), + VIWI(A) T2 < [(M) |21 + W Allor <
[(M) [z, + W32|| Al o), thus

VEYE log (24 Li(A— M)

1) s ON(]_[IL:1 || Ao p1), which is O(E\/é) as expected.

3

E Simpler results with explicit norms

In this Section, we show slight variations of our bounds sticking closer to (Bartlett, Foster, and Telgarsky|[2017) by only using
norms involved at each individual layer or pair of layer. Theorem 3| follows from the theorems below. Whilst the results don’t
seem to follow directly from the above, the treatment is extremely similar. Suppose we are given some norms ||, on the
activation spaces and some norms |-|2» on the weight spaces such that |-|z, < |-|; and the Lipschitz constant of A;(A) with
respect to ||z, , and ||z, is bounded by |A|z+ and |-|o0 1 < V|2,

Note that for any s, a simple argument on internal vs. external covering numbers shows that Theorem [9can be adapted to
yield a cover such that || A||,+ < s for any A in the cover, at the cost of a factor of 2 in €.

We have the following simplified variation of Theorem [I0}

Proposition 15. Let L be a natural number and a1, . . . ,ar, > 0 be real numbers. Let Vo, V1, ...,V be L+1 vector spaces, with
arbitrary norms |+|o, |+|1,- .., |-|L, let B1, Ba, ..., By, be L vector spaces with norms ||-||1, |||l2, - - -, |||z and B1, Ba, ..., By,
be the balls of radii a1, as, . .. ,ay, in the spaces By, Ba, . .., Bp, with the norms ||+||1, ||*||2, - - - , |- || respectively. Suppose also
that for each | € {1,2, ..., L} we are given an operator F' : V,_1 x B =V, : (z, A) — FY(x). Suppose also that there exist
real numbers p1, pa, ..., pr, > 0 such that the following properties are satisfied.

1. Foralll € {1,2,..., L} and for all A € By, the Lipschitz constant of the operator F'y with respect to the norms |-|;_1 and
|1 is less than p;.

2. Foralll € {1,2,...,L}, allb > 0, and all € > 0, there exists a subset C;(b, €) C B such that
Cl7€al2b2

2 3

log(# (Ci(b, €))) <

where Cy . is some function of |, € and, and, for all A € By and all X € V,_1 such that | X |;_1 < b, there exists an A € C;(b, €)
such that

(42)
€

|FL(X) - F4(X)|, <e (43)

For each | and each A' = (A, A%, ... AY) € B! := By x By x ..., By, let us define
Fle Vo= Vp iz — Fl(z)=Flo...0F30Fj,

and Fy = FjL. For each € > 0, there exists a subset C. of BY such that for all A = (A, A2, ... AF) € B := BL, there exists
an A € C. such that the following two conditions are satisfied.

€

|FL(X) - Flu(X) (VI<L), and (44)

| < =——
= L —
Hj=l+1 Pj

Wi

L

3
L Oial X l al
1;[ Z l;)l L2| |1 11_[1,01 ;

2
log #(C 1

In particular, for any X € Vo and any € > 0, the following bound on the (e, |-|1)-covering number of {F4(X) : A € BL}
holds.

,al

i=1 Pi

log A" ({Fa(X) : A € B}.e, |[0) <L2'X'0sz

M

(45)



Proof. Forl=1,...,L,let¢ = %, where the o; > 0 will be determined later satisfying ZlL:l a;=1.
i=14+1 Pi

Using the second assumption, let us pick for each [ the subset C; = C; (|X lo ]_L 1P 61) satisfying the assumption. Let us
define also the setC :=C; X Cy X ... x Cp, C B.

Claim 1 -

For all A € B, there exists a A € C such that forall [ < L,

€
|FY(X) = FY(X)|, € =—— (46)
||
Proof of Claim 1
To show this, observe first that for any 1 <[ < L and for any Al A% AL
|Fl™ oL o F2o FY(X)|, < IX]o [] o (47

and therefore, by definition of C;, we have that for any A', A%, ..., A1 {F1 42
of {FA17A27__47AZ—1,AL (X) (Al e Bl}

Let us now fix A', A% ... A" and define A, € C; inductively so that FY (F4, 4,...4,_,(X)) is an element of
{F\(Fs, 4,.. 4, _,(X)): A€ C} minimising the distance to Fi5, z, 4, , a,(X) in terms of the |-|; norm.

We now have for all [ < L:

a1 a(X) At € G} isan (e, |-];) cover

,,,,,

FAX) = Fa(Ol £ 37 Py annsaenan) ) = Fla, aganaces,oan (X))

i=1 j=i+1
l 1

<> II riei= Zm_———a (48)
i=1 j=i+1 Hg 1+1Pj =1 j=1+1Pj

as expected.
This concludes the proof of the claim.
To prove the proposition, we now simply need to calculate the cardinality of C:

log N ({Fa(X) : A€ B},e |-|1) <log(#(C)) < Zlo

i Cy.ca} (X:l) H =1 P’) < Elzl_il Ci.caf <| lo H -1 Zz) (HiL:lJrl Pi>2

Qg

|X|0 H’L 1p1 Ol75al2
. Z ol (49)
=1

Optimizing over the a;’s subject to Zle a; = 1, we find the Lagrangian condition

<_2Cz,eaz2/m2

3
a;

L
) x (s,
=1

yielding

(v/Crear/p1)? .
S (VCiai/pi)3

o] =



Substituting back into equation (23), we obtain

- 212 2-4/3

|X| H 1012 vCia; \* Ve

log V' ({Fa(X) : A€ B}.e,|-|r) < =554 | D P > P

Li=1 ¢ =1
r 2/373

_ IXBIIE, A ZL: <\/Oz,eaz> /

— 2 )
€ =1 Pl
as expected. The second inequality follows by Jensen’s inequality. [

Using this, we obtain similarly:

Theorem 16. Suppose we have a K class classification problem and are given n i.id. observations
(1,91), (T2,92)s -+ s (Tnyyn) € RYOXWo @ f1.2 . K} drawn from our ground truth distribution (X,Y), as well
as a fixed architecture as described in Section [A] where we assume the last layer is fully connected and has width K and
corresponds to scores for each class. For any 0 > 0, with probability > 1 — § over the draw of the training set, for any network

A= (AL, A%, AL)

P ( argmax (Fp(z)); # y)

Jje{1,2,....K}

n—#(s,) 8 1536 s log %
< - > 2
" + - \F R4 [log,y(32I'n? + TWn)] * log(n) + log ’Yn (50)

_ T A N
+3 ;105; <2+sup|xl||go) + log <2+W> + log <2+ | Qﬁl (51)
where
1= {i <0 (@~ max((F ) > 7).
J#Yi
97 1/2
1 L
Ry:=-L <sup|xi||50—|—l> Z (A= M) ||m + \/71_[ <|AL* ) , and
v v =1 i#£l
I:= (sup|lai|lc, +1 ma Orymy [ (JJ(A=M)T —&-l)H -|-l (52)
= p ill Lo 1X 1—11MYy 2,1 7 : 7 s
where

r={i <0 (f@0) — max((f)) > 2}

J7Yi

Note that there can be pooling over channels in this case, with the constant k; being determined after pooling.
Furthermore, if k; denotes instead the constant such that |-|; o < \/Ki|+|1, the quantity R 4 in the above equation can be
replaced by

2/373/2

Rai= (sup ladle, +1) > (et VATl (14le; + 1) |

=1 i#l

~

(53)

After passing to the asymptotic regime (taking the choice |-|z, = |-|oo s0 that || AL cr = max; |AF,|[2):



Theorem 17. For training and testing points (x,y), (x1,y1), (Z2,Y2), - - -, (Tn, Yn) as usual drawn iid from any probability dis-
tribution over R x {1,2, ..., K}, with probability at least 1 — 6, every network F 4 with weight matrices A = {A', A% ... AL}
and every margin v > 0 satisfy:

5 ~( Ra = log(1/4)
P F ; <R.,(F o log(W —_— 54
(arg]maX( a(@);) #y> < Ry(Fa) + (7\/5 og(W) + p ; (54)
where W is the maximum number of neurons in a single layer (after pooling) and
L1 L1 3
1 i Fall (A" — M) T|IZ IA"3
Ra ==L [ ppmax A% o [T ol 4"z . y , (55)
v ( i ; 11;[1 1 ; ”Aleﬁz* max; || AL, [|3

Af . denotes the i’th row of AL, Furthermore, if K| denotes instead the constant such that |-| Lo < /KI |-
the above equation can be replaced by

1, the quantity R 4 in

3
L-1 L—-1 1/3 1 INT112/3 2/3 2
1 . r (A= MY T3 A"
Ry :=— (pL maXHAzL,-HQ H Pl”Allﬁz*) (E : 7112/3 —+ 2/3 ’ (56)
g i . = 1AL max; || AL |3/

In particular, if

F Localised analysis with loss function augmentation

Proposition 18. Let L be a natural number and a1, . . . ,ay, > 0 be real numbers. Let Vy, V1, ...,V be L + 1 finte dimensional
vector spaces each endowed with two norms, ||+||« (the natural co norm) and |-|; for 0 <1 < L. Let By, Bs, ..., By, be L
finite dimensional vector spaces with norms |||, || ||2, - - ., ||-||z and B1,Ba, ..., By be the balls of radii a1, as, . .. ,ar, in the
spaces By, Ba, ..., Br, with the norms ||-||1, ||||2, - - -, |||z respectivel

Suppose also that for each | € {1,2,..., L} we are given an operator F' : V;_1 x B; — V; : (z, A) — F(z), which is just
composed of a linear map F' :V,_, x B; — V,” followed by max and Relu operations incorporated in the activation function
Gy :V; = V. Foreach ly,ls with ly > 1y and each Alolz = (All+1, .. .,AZZ) € Btz = Biy41 X Biyyo X ... By, let us
define

l1—l2 . l1— 12 _ lo 11
FAZIJ2 Vi, =V, — FAlll,,,2 (z) = Pl o .oF), (x),

and Fy = F f‘L = FS‘?L. Write similarly F°~'(X) for the preactivations at layer |. We assume that an extra component, with
index 0, of F''™!, computes the minimum distance to a threshold (in the case where there is no pooling, this is the maximum
absolute value of any prectivation), so that
(FO7H (X))o = min |FO7(X); — FO7H(X),),
(1,4)ER

where Ry represents the set of pairs of components such that Gi(x); potentially depends on the ith component of x. We also
write Ey(x;) for (FO7!(x;))o.

For each AV = (A, A%,... AY) € BY := By x By x ..., By, and for each 11,1y € {1,2,...,L}, and for each x € Vy
such that Ffi”l(z)o > 0, the Lipschitz constant of the gradient of F''='2 evaluated at F°~'1 (), with respect to the norms
A,z

l1—l2

Il oo and |-|1, is denoted by p
by 07"

11 —lo"

We suppose the following conditions are satisfied: For alll € {1,2,...,L}, allb > 0, all 21,29, ...,2, € V,_1 such that
|zili—1 < b Viandall e > 0, there exists a subset C;(Z,€) C B such that

. The corresponding Lipschitz constant with respect to the norms ||-||oo and ||-||eo is denoted

Cl ena?b?
log(# (C1(Z.€))) < =5, (57)
where Cj . ,, is some function of |, €,n and, for all A € B, there exists an A € Cy(b, €) such that for all i < n,
|Fly(2) — Fjg(zi)|oc,l <e (58)

Forany0 <e<1,b=(by,b1,ba,...,b) suchthatb; > 1 Vland by, = 1, any set of positive numbers p1,pa, ..., pr—1,
any E1,FEs, ..., Er, and for any X € V), {uch that | X |o < by, there exists a subset C.p x of BE such that for all A =
(A, A% ... ALY € B := B there exists a A € Cep, x such that for all i < n such that the following conditions are satisfied:

!6The proof works with By, Ba, . .., B, being arbitrary sets, but we formulate the problem as above to aid the intuitive comparison with the
areas of application of the Proposition.



1. | Fl (@) < by foralll
2. Foralll, <ly < L, pfllf;ilz < pi, bi,.

4. Foralll; <1y < L, 91’4_96;[ < Ey,p1,, where as usual Ey,(xz;) = FO7'2(x;)o denotes the maximum preactivation at layer lo
for input x;,
one has
| Fl(ai) — Flu(zy)|, <e  (VISL Vi<n)
| Fly(w:)], <20 VI<L

‘E{‘(:cz) > B,
‘ElA(xl)—ElA(xz) <eE, and
O < Enpy, and pi < puby, Vil (59)
Furthermore, we have
293 N 2
L (c; aibi—1p1 ’ L2 L[ CPab_ip
le J€ -

log #(Ce.x) < 4 Z el I e (60)

Proof. As in the proof of Proposition forl=1,...,L,1lete = %, where the o; > 0 will be determined later satisfying

Zlel ao; = 1. And again, for any X = (z1,...,x,), we define the covers D; C B; for [ < L by induction by D; =
UdeDy x...xDy_, C(2by, {Ffﬁl*l(xi) 11 < n},e€). Letus write also D := Dy X Dy ... x Dr, and write d; for the cardinality of
D;. The key is to show that none of the thresholds such as Relu or max change value between A and A, which can be seen from
the equations above and by induction: let us suppose that the first four of the five inequalities above hold for layers before [ — 1,
and that no threshold phenomenon has occured.

Since no threshold has occured, we have that for all I; <[ — 1, (and for all j < n),

<A17 Aithm---,Az)

l l A
F(szwwgi—hAiwu;Al)(xj) B F(()zz,~~~7Ai7Ai+1,~~~7Az)(xj) = €iPisy = €ilin S pi&ibl’
and
0—1 0—1
‘F(.Zil,firz ..... Ai_l,Ai,...,Al)(xj) - F(Al,Ag,...,A,;,A,;+1 ..... Al)(%‘) - < picily

Using this, we obtain as before:

Oal Oal 0—1

|Fa Hag)], < Z‘ (A1 Az, Ayt A .,Al)(xj) - F(Al,AQ, g At Ag )(mﬁ) .
l
< Zpiblfi < eby, (61)

i=1

and similarly

O*}l 0—1
El () = El (xj ' <Z‘ (A1, 4s,... Ai71,Ai,-~,Az)(xj)_F(A17A27 A Aig,. ,A)(IJ)

l
<Y piBie; < By (62)

i=1

l

From this, since El““(xj) > 2FE; by assumption, we conclude that no threshold is crossed at layer [, and by the triangle inequality
E#(z;) > 2E,. The second equation ‘.7-' fi (zi)|, < 2b; also follows by the triangle inequality.

By induction, we have proved that no Relu or max pooling threshold was crossed at any layer and the first four inequalities
hold. The last inequalities follow from the assumption and the fact that no treshold occurs.

O



Theorem 19. let b = (b, by,ba,...,br) suchthat by > 1 Vland by, = 1, s p1,p2,...,pL—1, any E1,Es, ..., Er, > 0,
ai,...,ar > 0 be given. For any § > 0, with probability > 1 — 6, every network satisfying ||(A' — M) |21 < a; for all |
satisfies

P < argmax (Fp(z)); # y)

je{l2,...K}
n—#(I) 8 1536 e log(%)
S+t TR [log, (32I'n? + 7TWn)] ? log(n) + 3 2n6 ; (63)
where
L
R?/3 .= Z (abi_ipis)*’®,  and
=1
L
I' := max (bl 10,105 1mlpl+) (64)

=1
I is the set of i € {1,2,...,n} such that:
1 |Fl(z)]; < blforalll
2. Forallly <ly <L, Py, le < pi, bi,.
4. Forallly <ly <L, HlAill < Ey,pi,, where as usual Ey,(x;) = FO7'2(x;)¢ denotes the maximum preactivation at layer I
for input x;,
5. F(x;)y, —max; F(z); >,

and
L

R2/3 = Z (alblflpl)2/3 5 and
=1

L
I':= max (bi—1001—1mypy) . (65)

Proof. We apply the Rademacher theorem to the loss function:

tay) = max | S g, ([P @), - 28 Ay (max(Fate) - Fate)y )

l *}lz

1 (3l1,l2 07 > Eypy, Vit > pzlblz) ymax (Ap, (2E; — El(x)))] (66)

Writing H for the function class defined by I(z, F4(x)) for F* satisfying the conditions of the Theorem, since Y
max;-,(Y); — Y, is 2 Lipschitz with respect to the [*° norm, and I(z,y) = 1 for any x such that there exists [ such that
|FOHZ( )|i > 2b; or for any z that doesnt satisfy the conditions in Theorem (18] Propositions [18] E and |§| guanrantee that the
covering number of H satisfies

L 2/3
log(NV(H,€)) < 4 x 64 x 22 [Z (al(Zill)Pu log, <8al(2b11)nm1011 + 70llmm>) ]

3

2 (e/pir)
< 22R?log,(32I'n/e + TWn) (67)
Applying the Rademacher Theorem [25] we now obtain
P| argmax )i #y | <E((z,y))
je{1,2,... K}
n 2
< Zz 1 xz,yl IOg 3 + an )

/\
+
4
w

+ 2R, (I(z, ). (63)



Similarly to the previous proofs, plugging inequality (67) into (68) and using Dudley’s entropy formula yields the desired
result. -

Again, by using Lemma([T2] we can turn this result into:

Theorem 20. Suppose we have a K class classification problem and are given n i.id. observations
(x1,91), (X2, Y2)s -+ -, (T, yn) € RYOXWo & 112 K} drawn from our ground truth distribution (X,Y), as well
as a fixed architecture as described in Section [A] where we assume the last layer is fully connected and has width K and
corresponds to scores for each class. For any § > 0, with probability > 1 — § over the draw of the training set, for any network

A= (A, A2 ... AF)we have

P( argmax_(Fy(2)), ¢y>

je{1,2,... K}

log(%)
1 5
g(n) +3 o

1
2

n—#(Is,) 8 1536
< TP, 2y TP
< ot

L _ T A
L5 1og <2+B”(X)> +log (2+”(A M) ”“) +log <2+ pl), (69)
n L L L

where pf‘, E; and Bi(X) > 1 can be chosen in any way that depends on both A and X, and I is then defined as the set of
indices 1 < n such that

1 |FY )| < by foralll

2. Forallly <ly < L, pi% < pi,by,.

3. El(xz) >3E; Vi

4. Forallly <1y <L, Hflfjl < Ey,p1,, where as usual Ey,(x;) = FO™'2(x;)o denotes the maximum preactivation at layer lo
for input x;,

5. F(x;)y, —max; F(z); > 7.

The particular choice E; = § max; E°7!(z), Bi(X) = max (max;<, ‘F54_>l(xi)|l ,1) and
A,z A,z

p .
pft = max (maxi maxj, lézlz , MAX; MAX],) l};f) yields

R4 [log,(32T'n” + TWn)]

I- { < (F @)y, — max((F(z));) > v} .

J7Yi

In the above formula,

L 2/3
R = 3 (=0T i)(Bl_1<X>+i>><pfi+i>) and
r i e (B0 + DA = 40T o+ PO + 1) ) (10)

After reducing to the O notation, we obtain:

Theorem 21. For training and testing points (x,y), (x1,y1), (T2, Y2), . . ., (Tn, Yn) as usual drawn iid from any probability dis-
tribution over R% x {1, 2, ..., K}, with probability at least 1 — 9§, every network F 4 with weight matrices A = {A', A%, ... AL}
and every margin v > 0 satisfy:

P (gmax(Faa)y) 2 4) < =D 1 6 (%g D) o) + lg(;/‘”> , an

where W is the maximum number of neurons in a single layer (after pooling) and

- Br_i(X) 231
2/3 —
Z (Bi—1(X)[| A" = M"|2.107Y) 3y (L;|ALMLFr) ] : (72)




where for any layer 11, By, (X) := max; ‘F 0=l (gcl) ’ I denotes the maximum 1% norm of any convolutional patch of the layer 11

activations, over all inputs. By (X) = v, By = £ max; E°7!(z), B/(X) = max (max;<p, |F64_,l($i)|l ,1) and
Az Az
_ Pri—lqy 11—l
pit = max <maxZ Maxj,, ==+, Max; maxp,; —p—= ), and

I- { < (F(@0))y, — max((f(w0));) > 7} |

J#Yi

G Dudley’s entropy formula

For completeness, we include a proof of (a variant of) the classic Dudley’s entropy formula. To enable a comparison with the
results used in (Bartlett, Foster, and Telgarsky||2017), we write the result with arbitrary LP norms. We will, however, only use the
L®° version.

Proposition 22. Let F be a real-valued function class taking values in [0, 1], and assume that 0 € F. Let S be a finite sample of
size n. For any 2 < p < 0o, we have the following relationship between the Rademacher complexity R(F|g) and the covering
number N'(F|S, €, - |lp)-

12 !
< = :
3(Fls) < it (40+ 22 [ \flog(Fls el )
where the norm |||, on R™ is defined by ||z||p = £ (327" |24]P).

Proof. Let N € N be arbitrary and let ¢; = 2-(~1 for i = 1,2,..., N. For each i, let V; denote the cover achieving
N (FIS, €3, ||+ 1p), so that

VfeF eV (:LZ(f(xt)vt)P>p§ei7 (73)

t=1

and #(V;) = N (F|S,€i,||+|lp)- For each f € Flet v'[f] denote the nearest element to k in V;. Then we have, where
01,09, ...,0, are n i.i.d. Rademacher random variables,

E, sup — Zatf xy)

ferF

_ su lna T —vN _N_llna vl _ ittt lna’vl
_ngeg[n; ¢ (fe(ze) = v [£]) ;nt:1 ¢ (vilf] = vt [f])+n; tt[f]]
1 n N N—-1 1 n i

<E, ;telg [ntz_:lot fo(we) = [f]) | + 2 E, ;telg [n;at (vi[f] — vy [f])}

For the third term, pick V; = {0}, so that

E, Sup[ Zawt ]

fer

For the first term, we use Holder’s inequality to obtain, where ¢ is the conjugate of p,

= i 1 n % 1 n %
—_ _ N _ th - A ;) — t]\/‘ P
;Ea;gg n; t (felze) — o [f)) gm(ﬂél |> (n;u(x) v [f]|>

S EN-

Next, for the remaining terms, we define W; = {v[f] —v*™1[f]|f € F}. Then note that we have |W;| < |V;||Vig1| < |Vig1 %,
and then

fEF weW;

E, supl th vilf —Uerl[fD

1
<E, sup [nzatwtl .
t=1



Next,

S 5 3w = 17—

< sup Hvz[f] = (f@1)s s faa)) ||y + sup [|(f(z1), -, fzn)) = 0],
feFx ferF

< sup HU — (f(z1),.. ~7f(33n))||p =+ sup H(f($1)> v f(mn)) — Ui+1[f]||

feF feF p

<€+ €41 = 3€i41,

where at the third line, we have used the fact that p > 2. Using this, as well as Massart’s lemma, we obtain

1 3€;
”Sup[ Z“wt%f&s‘”’ walogwwm S BTog ] < o Tog Vi

weW, weW;

Collecting all the terms, we have

N—
E, sup - Zotf ) <e ; i1\ log N (Fs, eivns |- 1lp)
N
<6N+f§j — i)y log N (Fs. . |- [1)
i=1
Cen+ 2 / VIosN (s, |-l )de
EN+1

Finally, select any o > 0 and take NN to be the largest integer such that ex 41 > a. Then ey = 4en 12 < 4a, and therefore

6N+7/ 1og/v(fs, & |-l )de<4a+—/ \/logN (Fls» € ll-llp)de
EN+1

as expected. O

H Detailed comparison to other works
At the same time as the first version of this paper appeared on ArXiv, a different solution to the weight sharing problem (but not
to the multiclass problem) was posted on arXiv (Long and Sedghi|2020). The bound, which relies on computing the Lipschitz
constant of the map from parameter space to function space and applying known results about classifiers of a given number

of parameters, states that for some constant C' and for large enough n, the generalisation gap E(1(§)) — E(I(§)) satisfies with
probability > 1 — &, assuming each input has unit /2 norm,

E(i(3)) — B(I(§)) < CB W(S 1, s —log(7)) + log(1/5)

n

(74)

where s; is an upper bound on the spectral norm of the matrix corresponding to the [ layer, + is the margin, and W is the
number of parameters, taking weight sharing into account by counting each parameter of convolutional filters only once. We
note that the method to obtain the bound is radically different from ours, and closer to (Li et al.[2019). Indeed, it relies on the
following general lemma mostly composed of known results, which bounds the complexity of function classes with a given
number of parameters:

Proposition 23. (Long and Sedghi|2020; |Mohri, Rostamizadeh, and Talwalkar|2018}; |Giné and Guillou|2001}; |Platen)|1986;
Talagrand|1994, 1996)) Let G be a set of functions from a domain Z to [0, M| such that for some B > 5 and for some d € N and
for some norm ||-|[; on RY, there exists a map from R? to G which is B-Lipschitz with respect to the norms ||-||; and ||-||so. For
large enough n and for any distribution P over Z, if S is sampled n times independently form P, for any 6 > 0, we have with
probability > 1 — § that for all g € G,

E.~pr(9(2)) < Es(g) + CM\/dlog(B) + log(L/9)

n

where C'is some constant.



The proof of inequality then boils down to explicitly bounding the Lipschitz constant of the map from parameter space to
function space assuming some fixed norm constraints on the weights. Note that the term Zle s; comes from a logarithm of

|

Nérm—based bounds such as ours and those in (Bartlett, Foster, and Telgarsky|2017) require more details to work in activation
space directly, thereby replacing the explicit parameter dependence by a dependence on the norms of the weight matrices.

Furthermore, one notable advantage of Norm-based bounds is their suitability to be incorporated in further analyses that take
distance from initialisation into account, as do the approaches of the SDE branch of the litterature ((Du et al.[2019; |Arora et al.
2019; (Cao and Gu|2019; Jacot, Gabriel, and Hongler 2018} [Neyshabur et al.|2019, to appear; Zou et al.|2018)). Indeed, note
that the bound (74) from (Long and Sedghi|2020) is still large, and still scales as the number of parameters, even if the weight
matrices A' are arbitrarily close to the initialised matrices M*. In contrast, the capacity estimate in our bounds converges toa

constant times either \/g or \/% when the weights approach initialisation.

In what follows, we illustrate this fact by comparing our bounds with those of (Bartlett, Foster, and Telgarsky|2017; Long and
Sedghil[2020) both in the general case and in a simple illustrative particular case.

Comparison

Here we use the same notation as in the rest of the paper, assume the lipschitz constants p; are 1, and set fixed norm constraints.
Below, B denotes an upper bound on the L? norms of input data points. Recall O; is the number of convolutional patches in
layer [, m, is the number of filters in layer [, a; is an upper bound on the L? norm of the filter matrix, and s; is an upper bound
on the spectral norm of the corresponding full convolution operation.

For a completely general feed forward convolutional neural network, we have the following comparison, where C is an
unspecified constant, I' = malezl W, Ba; Hi £1 56> and d; is the size of convolutional filters at layer [. For ease of comparison,

we compare only with the forms of our theorems involving explicit spectral norms. Here, we write {2 = % +3 W. Note

General bound

1
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that at the term of the sum that corresponds to layer [, our bound is better than the bound in (Bartlett, Foster, and Telgarsky|2017)

0?2 T . . o o
roughly by a factor of 4/ I‘Tllml A factor of 4/ % =4/ O}J‘l ;7;” is removed by exploiting the L°°-continuity of the activation

functions and the pooling operation, while a further factor of {/O,;_; is removed by exploiting weight sharing.

The main advantage of the bound in (Long and Sedghi|[2020)) compared to ours is the lack of a product of spectral norms
Hle s; as a factor inside the square root. This is a significant difference as it arguably removes implicit exponential depth
dependence, and illustrate the difference between the methods. However, as explained in Section [F]andSubsection , this problem
can be tackled independently.

The main disadantage of the bound in (Long and Sedghi|2020) compared to ours is that it exhibits an explicit factor of

W = [Zlel di—1 Ol_lml} , the total number of parameters in the network. Note also that the factor appears in a term where it is

not multiplied by any norm quantities.This has important implications. If the trained network has a large number of very small
weights (or weights very close to initialisation), the corresponding contribution is small. This suggests the superior potential of
refined norm-based bounds to explain the generalisation capabilities of DNN’s at the overparametrised regime (Bartlett|1997;
Brutzkus et al |2018; [Neyshabur et alJ2019, to appear; Du et al2019). More crucially, the spectral norm version of our bound (3]

Ly when the weights approach the initialised values M, whilst the bound in (Long and

n
Sedghi|2020) still scales like O(\ /W /n) in that case, making our bound better suited to incorporation in bounds that take the
optimisation procedure into account.

Furthermore, whilst the bound does not directly involve the input space dimension, it does explicitly depend on the size of
the convolutional filters, including at the input (0‘") layer. On the other hand, our bound depends instead on the post pooling
width at layers [ for I = 1,2,... L, which is the maximum possible number of active neurons (after pooling) at layer [ > 1
(which excludes the input layer). Furthermore, norm-based bounds such as ours exhibit some degree of architecture robustness.
If weights are pruned, our bound is the same as it would be if we had started with the smaller architecture, whilst the bound
in (Long and Sedghi|2020) still involves the original number of parameters.

Furthermore, we believe the meaningful estimate of complexity lies in the term ||(AT — M 7)||2,1, whilst the product of spectral
norms is more of a technicality: networks constrained to have all spectral norms equal to 1 form a rich function class of high

converges to a very small number O(



relevance to the original problem, and it has been shown in (Sedghi, Gupta, and Long|2019) that this class can be approached
through regularisation, and indeed that doing so even improves the accuracy.

Remark on the proof techniques: In fact, it is interesting to note that the main advantages and disadvantages of our bound
compared to that in (Long and Sedghil[2020) are intimately related via a tradeoff that appears in the proof choice: it is possible to
bound the covering number of a function class depending on a parameter ¢ in different ways depending on which of (1) the
dimension of parameter space (2) the norm and architectural constraints on the parameters, is the most restrictive. When the
dimension d of parameter space is moderate and assuming the Lipschitz constant is known, it is straightforward to bound the
covering number by a quantity of the form ( )4, directly for an arbitrary function class of which we know nothing except the
number of parameters and the relevant L1p21tsch constant. When the norm constraints are stronger and the dimension is large
or possibly infinite, it is necessary to use different tools such as the Maurey sparsification lemma and L versions of it which
apply directly only to linear classifiers and thus require more use of the architectural assumption and chaining arguments to
generalise to DNN. To better understand the trade-off between the product of spectral norm and the architecture robustness, it is
best to think of the simple example of a linear classifier in the setting of L? covering numbers: consider the Maurey sparsification
lemma A.6 from (Bartlett, Foster, and Telgarsky|2017). The quantity % scales like the reciprocal of granularity e of the cover. The

covering number behaves like the number of choices of integers (k1, ..., kq) such that Z?Zl kq = k. This quantity is equal
to ( k Zﬁ I 1 ) . Depending on whether d is large or small compared to k, this can be approximated by k¢ or d*. The first
choice yields explicit dependence on the number of parameters, and the second choice yields dependence on the norms of the
input and weight matrices, which in the case of a neural network eventually translates into a product of spectral norms.

On input size independence/robustness to downsampling. Note that contrary to ours, the bound in (Long and Sedghi|2020)
depends explicitly on d (dy in the general case, the size of the first input layer’s convolutional patches).

We argue that this implies our bound exhibits an even stronger form of input size-independence. We consider an idealised scen-
ario where a downsampled version of each image contains the same information as the original image: suppose that each input x;,
of size 2a x 2b, satisfies (2;)2j,2; = (2i)2j,2j41 = (%i)2j+1,2j = (%;)2j+1,2j+1 for any j, where (z;),,~ denotes the (r, ") pixel
of image z;. If we create a downsampled version Z;, of size a x b, of the input such that (Z;);, ;, = V()2 71,272 » and similarly re-

place the first layer convolutional weights w,,, ., of size 2¢; X 2¢o by \/ﬁlgul’QUQ + W3, 2upt1 + D3y 4 1.2us T Wy 11209410
of size c; X co, then assuming the stride is also divided by two in the downsampled case, all activation at the next layers (from
layer 1 onwards) are the same in both the original and the downsampled version. Thus there is a natural bijection F between
solutions to the first problem and the second, and it is not hard to convinve onesef that the image by F of the solution of SGD on
one problem is the solution to SGD on the other, with the generalisation gap also staying exactly the same.However, in the case
of the bound in (Long and Sedghi|2020), the bound is smaller in the case of the downsampled version due to the decrease in the
number of parameters. Our bound, on the other hand, stays the same. Indeed, the maximum L2 norm B of convolutional patches
stays the same, as does the L? norm of every convolutional filter w, despite the change in the number of parameters.

I On class dependency and working with L2 norms

As mentioned after Theorem [I] the main advantages of our bounds in terms of class dependency compared to the work of
Bartlett (Bartlett, Foster, and Telgarsky|2017) is to replace the capacity contribution of the last layer ||(Az — My) |21 by
|AL — ML[r:. As explained before, in the case where the norms of the classifying vectors (Ar)., . for ¢ < C are within a
constant factor of each other, the bound in Bartlett has an implicit dependence of C', whilst our bound has an implicit dependence
of v/C' (ignoring logarithmic terms). In this section, we show that for large C, the region of weight space where this condition
does not hold has vanishingly small Lebesgue (or Gaussian) measure, further confirming the theoretical importance of our
improvements.

Proposition 24. Let X € R" be a random variable which is either spherically symmetric or has i.i.d. component, and satisfies
E(|X1[?) < oo. Forall 0 < e < % with e(E(X?))™! < 1 and ¢(E(|X1]))~* < 3 and for all n, we have, with probability
>1—-5 6726271’

CL=U)IIX]h < vVnlX]l2 < CA+ V)X, (75)

\/ X1 _ € €
with C = IX\) ndU—4W+4m+e

Proof. Since the multivariate Gaussian is spherically symmetric and the inequality [/5|is radially symmetric, we only need to
prove the case with i.i.d. components. We begin by picking R,, large enough to ensure

P(3i<n:|Xi|>Ry) <Y P(Xi| > Ry)
i=1
P(1Xi| > Ryn) < exp(—€°n), (76)



E ((X1)?| X1 < R,) > 2E(X7)/3,

E (|X:1[X1 < Ra) > 2B (|X4]) /3,
and

E(Xi)  _ E(Xi|X: < Ra)
\/E((Xl)Q) B \/E((X1)2‘X1 < Rn)

E(1X1])

E((X1)?)

(1—¢

<(1+¢) (77)

which can be done by the assumption that E(|X; |?)) < oo. Next, let Y be the random variable X conditioned on | X;| < R,,
forall i and let X = YR, L.

By applying Hoeffding’s lemma, we note that we have

P ([IXIE - nE(X3)| > en) < 2exp (~20¢?), (79)
and

P (I = nE( )| = en) < 2exp (~20€?) (79)
Note that ||| X3 — nIE(X'%)‘ < en implies

€n
IX 12 + vy /E(X?)
_wn (80)
VEX?D)
Hence, by inequalities and we have with probability > 1 — 4e~2"",
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as expected. The proof of the other inequality is similar. O
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J Rademacher Theorem
Recall the definition of the Rademacher complexity of a function class F:



Definition 2. Let F be a class of real-valued functions with range X . Let also S = (21, 22, ..., 2,) € X be n samples from the

domain of the functions in F. The empirical Rademacher complexity R (F) of F with respect to 1, xa, . . ., ,, is defined by
1 n
Rg(F) :=Essup — 0if (x;), (82)
where § = (61,92, ...,0,) € {£1}"™ is a set of n iid Rademacher random variables (which take values 1 or —1 with probability
0.5 each).

Recall the following classic theorem (Scott|2014):

Theorem 25. Let Z,Z1, ..., Z, be iid random variables taking values in a set Z. Consider a set of functions F € [0,1]%.
Vé§ > 0, we have with probability > 1 — § over the draw of the sample S that

VFEF. BUZ) < LS fla) +2ms(F) + 3y B,

2n

3=

K Experiments

Although the main aim of this paper is purely theoretical, we provide two simple experiment strands here to illustrate the
behaviour of our bound on data.

Augmented MNIST

Our first experiment studies how the proposed bound changes 2 4 Ry ..

with input dimension. The goal is to generate a sequence of ,, el ’A,_,,.//'/

datasets with increasing input sizes that have a small effect on the T

problem complexity and the convolutional architectural design. 20 —

To that end, for each s € {2,4, ..., 10}, we generate data points P

of size 28s x 28s as follows. First, an image I of the MNIST 19 _//'/

dataset is randomly sampled along with its label ¢. Then we -

embed s/2 non-intersecting copies of [ into a large black image

of the size 28s x 28s at random locations. For each input size 17

s € {2,4,6,8,10}, we generate training set of 50000 data points. LT S .—— " =
The model used is a convolutional network with 4 convolu- “ I -

tional layers, followed by a fully-connected layer with 10 outputs 15 .

for the classes. The filters at each convolutional layer are of size 2 3 4 Smput gize (5)7 8 9 10

3 x 3, applied with strides of 2 and the numbers of channels from
input to output are respectively as follows: 64, 128, 128, and 64.
We train all the models using the cross-entropy loss and weight decay with an ADAM optimizer until they achieve 99%
training accuracy. For each dataset, we select the margin to be the largest margin to achieve 96% training accuracy.
For each value of s, we compute the main term R 4 in our bound (see (9)) and the term M/~ from equation (I). In the graph
shown we plot the two bounds vs the dataset size s in log-scale.

Synthetic data

In this experiment, each data point is a sequence of length L digits from the set {0, 1,2, 3}. We fix 20 "signature" sequences
S1,82,...,890 of length 15, the first 10 of which (i.e. {s1, S2,...,810}) are associated with label 0, and the last 10 (i.e.
{$11,812,...,820}) of which are associated with label 1. Each data point is created by inserting 5 of the signatures into
an originally uniformly random sequence of length L at a uniformly random position. Optionally, we repeat each inserted
subsequence a total of iter times, where iter is a parameter (duplicate signatures need not appear consecutively). The label is
determined by a majority vote of the signatures present. For instance, if signatures s, so and s1; are present, the label is 0.

We use one-hot encoding and employ a two-layer neural network composed of one convolutional layer without any padding,
and one fully connected layer. We do not use any offset terms. We use 50 filters, and pooling is over the whole spacial region,
so that the total number of hidden neurons is also 50. Using a variation of our theorems from Section [E| we compute for each

input the normalised margins (z;)/R where R = ((E/\/ﬁ) \/k SR fEsupco F2R+ 0 2300 Ff), and the F;’s (resp.

fi’s) are upper bounds on the L? norms of 1st (resp. 2nd) layer filters.

We run the model for both N = 350 and N = 20000, and for L = 1000, 4000. The parameter iter, which we vary
proportionately to the total length appears required for optimisation purposes. Of course, it also has some influence on
generalisation, but bridging the data dependency gap is beyond the scope of this work, where we focus on generalisation bounds
valid on the whole of weight space.
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Figure 2: Distribution of normalised margins for different values of NV and L

We illustrate experimental results in Figure 2] Besides the margins normalised with R being several orders of magnitude larger
than the ones normalised with M, a point of interest is that in both data regimes the value of L has a strong influence on the
classically normalised margins, but a mild to moderate influence on both our normalised margins and two subjective measures of
data insufficiency: the test accuracy and the distribution of the margins. For N = 20000 and all values of L, the margins are
clearly divided into three sets depending on how many inserted signatures in the datapoint are associated with the same label
For N = 350 (all values of L), the three groups are still identifiable, but are less well separated, which shows the problem is in a
similarly borderline insufficient data regime. In conclusion, classification problems of similar difficulty but different data size
lead to similar normalised margins using our formula but very different normalised margins when using M from equation (T)).
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