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Abstract 

Personnel Psychology has a long tradition of publishing important research on personnel 

selection. In this article, we review some of the key questions and findings from studies 

published in the journal and in the selection literature more broadly. In doing so, we focus on the 

various decisions organizations face regarding selection procedure development (e.g., use 

multiple selection procedures, contextualize procedure content), administration (e.g., provide 

pre-test explanations, reveal target KSAOs), and scoring (e.g., weight predictors and criteria, use 

artificial intelligence). Further, we focus on how these decisions affect the validity of inferences 

drawn from the procedures, how use of the procedures may affect organizational diversity, and 

how applicants experience the procedures. We also consider factors such as cost and time. Based 

on our review, we highlight practical implications and key directions for future research.  
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Personnel Selection: A Review of Ways to Maximize Validity, Diversity,  
 

and the Applicant Experience 
 
 

In industrial and organizational psychology, few domains, if any, have generated such 

consistent interest among academicians and practitioners as has personnel selection (Lievens & 

Sackett, 2017). Selection involves identifying the knowledge, skills, abilities, and other 

characteristics (KSAOs) needed for effective job performance, developing valid and reliable 

measures of these KSAOs, administering the assessments to job applicants, and using the scores 

to make hiring decisions (Schmitt & Chan, 1998). Selection is rooted in the “predictive 

hypothesis” (Guion, 1965) that applicants who possess higher levels of the critical KSAOs also 

will perform better on the job if selected. 

Personnel Psychology has long tradition of publishing selection research (and we 

italicized citations to articles in the journal throughout our review). The very first issue of the 

journal included articles about using vision tests to predict job performance (Kerr, 1948), using 

vocational interest measures to predict turnover (Bolanovich, 1948), and how using standard 

selection processes can attract better applicants (Stromberg, 1948). Since then, articles published 

in the journal have made substantial contributions to understanding and improving how 

organizations make selection decisions. Early articles focused on the criterion-related validity of 

different selection procedures, including selection interviews (e.g., Wagner, 1949; Mayfield, 

1964), personality tests (e.g., Guion & Gottier, 1965), aptitude tests (e.g., Ghiselli, 1973), and 

work sample tests (e.g., Asher & Sciarrino, 1974), as well as their economic utility (e.g., 

Brogden, 1949). After the passing of the Civil Rights Act (1964), issues such as demographic 

group differences and biases began to receive more attention (e.g., Cann et al., 1981; Reilly & 

Chao, 1982; Schein, 1978). In the 1990s, Personnel Psychology published articles that 
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reconsidered the criterion-related validity of personality tests (e.g., Barrick & Mount, 1991; 

Cortina et al., 1992), as well as some of the initial work on situational judgment tests (SJTs; e.g., 

Weekly & Jones, 1997). The journal also published summaries of the Army Project A validation 

project (e.g., McHenry et al., 1990). In more recent years, Personnel Psychology has published 

key primary studies and reviews on topics such as selection across cultures (e.g., Ryan & 

McFarland, 1999), web-based selection (e.g., Ployhart et al., 2003), applicant reactions to 

selection procedures (e.g., Hausknecht et al., 2004), adverse impact (e.g., Ployhart & Holtz, 

2008), and, once again, revisiting the use of personality tests for selection (e.g., Morgeson et al., 

2007). The journal also published an introduction to the Occupational Information Network 

(O*Net; Peterson et al., 2001), which has had a substantial impact on how organizations and 

researchers identify attributes for selection.  

In this article, we review some of the key questions and findings in the selection 

literature. In doing so, we focus on development, administration, and scoring decisions that can 

affect validity, diversity, and the applicant experience. Selection research traditionally has 

focused on identifying selection procedures that predict future performance (i.e., validity) and 

minimize subgroup differences that can limit diversity and lead to adverse impact. Applicant 

reactions to selection procedures also have emerged as a consideration, and more recently, how 

applicants experience the procedures. Indeed, user experience and brand reputation now play an 

important role in attracting talent (Landers et al., 2021). 

Given the vast amount of research in this area, it was important to establish some 

parameters for our review. First, although we review research from various sources, we devote 

particular attention to contributions articles published in Personnel Psychology have made to 

selection. Second, Personnel Psychology has made important contributions to understanding 
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constructs organizations often assess during the selection process, such as personality traits (e.g., 

Roberts et al., 2005), vocational interests (e.g., Barrick et al., 2003), person-organization fit 

(e.g., Kristof, 1996), and background characteristics such as education (e.g., Ng & Feldman, 

2009), work experience (e.g., Quińones et al., 1995), and biographical data (e.g., Mael, 1991). 

The journal also has published key articles on the methods that can be used to assess these and 

other job-relevant constructs, including assessment centers (e.g., Arthur et al., 2003), integrity 

tests (e.g., Sackett & Wanek, 1996), selection interviews (e.g., Arvey & Campion, 1982), SJTs 

(e.g., McDaniel et al., 2007), and work samples (e.g., Roth et al., 2005). Although we sometimes 

refer to this research, we focus on decisions surrounding the development, administration, and 

scoring of selection procedures more generally (see Sackett et al. [2017] for a review of selection 

constructs and Lievens and Sackett [2017] for a review of selection methods). Third, although 

research has provided important insights regarding selection in academic contexts (e.g., Oswald 

et al., 2004; Shultz & Zedeck, 2011), we focus primarily on selection in work organizations.  

Fourth, job analysis (e.g., Harvey, 1991; Raymark et al., 1997) and competency modeling 

(e.g., Lievens et al., 2004; Schipmann et al., 2000) are foundational to identifying attributes to 

assess during the selection process. However, we do not review the substantial research on these 

two processes (see Campion et al. [2011] and Sanchez and Levine [2012] for reviews). Fifth, 

although we address the validity of selection procedures, we do not attempt to cover the myriad 

issues involved in validating the procedures (see Van Iddekinge and Ployhart [2008] for a 

review). For example, we do not detail decisions involving sampling (e.g., applicants vs. 

incumbents; Guion & Cranny, 1982) or correction of statistical artifacts such as range restriction 

(e.g., Schmidt et al., 2008) and measurement error (e.g., Murphy & DeShon, 2000). Fifth, 

although accurate specification and measurement of criteria is critical for developing and 
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validating selection procedures, we do not attempt to review the large literature on criteria (see 

DeNisi and Murphy [2017] for a review). For instance, in the performance domain, we do not 

review topics such as the dimensionality of performance (e.g., Campbell et al., 1990), maximal 

versus typical performance (e.g., Ployhart et al., 2001), dynamic performance (e.g., Ployhart & 

Hakel, 1998), or objective versus subjective criteria (e.g., Bommer et al., 1995). 

The review will unfold as follows. First, we discuss some of the main criteria on which 

selection procedures—and comparisons of the relative merit of different selection procedures—

are evaluated. Second, we review research relevant to development, administration, and scoring 

decisions that can affect these criteria. Finally, although we note research gaps throughout the 

review, in the last section, we focus on several key directions for future research. 

Factors on which Selection Procedures are Evaluated 

We begin by addressing the main factors on which selection procedures are evaluated, 

including validity, subgroup differences, applicant reactions, and cost and time. We also address 

the effects of selection procedures on unit- and firm-level outcomes.   

Criterion-Related and Content Validity 

 Modern conceptualizations of validation use the term to refer to the process of gathering 

evidence to support the inferences one wishes to draw from a score (Sackett et al., 2012). Thus, 

validity is not a property of an assessment per se, but of these inferences. Some inferences are 

descriptive (“score reflects applicant’s current level of job knowledge”), whereas others are 

predictive (“scores can be used to forecast the level of performance if the person is hired”). 

In the selection context, this predictive inference is most central, and different validation 

strategies can be used to establish this inference (Sackett et al., 2012). Two broad categories of 

strategies reflect the classic distinction drawn by Wernimont and Campbell (1968) between 
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“signs” and “samples”. A “sign” strategy views scores on a predictor as a sign or signal of future 

performance and relies on evidence that individuals with higher predictor scores subsequently 

perform better on a criterion on interest (labeled “criterion-related validity”). The strategy does 

not specify how or why the predictor and criterion are related; the empirical relationship is the 

basis for offering support for the predictive inference. In contrast, a “sample” strategy views 

scores on a predictor as a direct or indirect sample of the criterion domain of interest. It is 

applicable when a predictor directly reflects the criterion (e.g., job tryout) or a reasonable 

simulation of the criterion domain (e.g., work sample test). The evidence for the predictive 

inference when relying on a sampling strategy is judgmental (labeled “content validity”). That is, 

evidence is assembled to support the inference that the behaviors reflected in the predictor 

reasonably sample the criterion domain.  

Operationally, use of the “sign” strategy makes use of criterion-related validity, which is 

assessed by correlating scores on the predictor variable of interest—obtained from a sample of 

applicants or current employees—with measures of outcomes of interest (e.g., job performance, 

turnover, advancement). Developments in the use of this strategy include (a) the key role of 

sampling error, and hence the need for larger samples (e.g., Schmidt et al., 1976); (b) attenuation 

due to measurement error in the criterion (e.g., Viswesvaran et al., 1996) and differences in 

predictor variability between the research sample and applicant pool (e.g., Sackett & Yang, 

2000); and (c) a move from relying on local validity evidence to cumulative evidence from other 

settings (e.g., Schmidt & Hunter, 1981). Meta-analytic estimates of the mean and variance of 

criterion-related validity of predictors have been obtained (e.g., Sackett et al., 2021; Schmidt & 

Hunter, 1998), as have meta-analytic estimates of the incremental validity of different predictors 

(e.g., Bobko et al., 1999; Cortina et al., 2000). 
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“Sampling” commonly relies on a content validation strategy, which assesses the degree 

to which the predictor samples the criterion domain. There has been debate and confusion about 

content validation (e.g., Guion, 1978; Tenopyr, 1978), with the Uniform Guidelines on Employee 

Selection Procedures (1978) arguing that content validity is not applicable to predictors that 

measure constructs. This is at odds with contemporary perspectives that argue that constructs are 

evoked whenever a substantive interpretation is applied to a score (e.g., Schmidt, 2012; Sackett, 

2012). Useful models to operationalize content validation have been put forward (e.g., Goldstein 

et al., 1993), as have approaches to quantify the judgments involved in content validation (e.g., 

Colquitt et al., 2019; Lawshe, 1975). Further, although criterion-related validation requires large 

samples, content validation is applicable to settings that vary in size and scope (Robinson, 1981). 

Subgroup Differences, Adverse Impact, and Bias 

 The Civil Rights Act of 1964 was a pivotal event for selection research and practice in 

the U.S, with other countries subsequently influenced by developments in the U.S. (Shen et al., 

2017). Court decisions interpreting the Civil Rights Act led to a legal framework that (a) defines 

adverse impact as when a procedure selects members of minority groups (regarding race, color, 

religion, sex, and national origin) at lower rates than members of majority groups, (b) requires 

documenting validity to justify predictor use in the presence of adverse impact, and (c) permits 

rebutting validity evidence with the demonstration of available alternate predictors with equal 

validity and less adverse impact (Uniform Guidelines, 1978). 

 It has become clear that adverse impact for a given predictor or predictor composite is 

determined by two factors: (a) the standardized predictor mean difference (d) between the 

majority and minority groups of interest and (b) the selection ratio. Sackett and Ellingson (1997) 

provided useful tables showing the adverse impact resulting from various combinations of d and 
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selection ratio. Group mean differences have been examined for a range of predictors and for 

various subgroup comparisons, most frequently male-female, White-Black, and White-Hispanic. 

Summaries of these differences can be found in Hough et al. (2001), Dahlke and Sackett (2017), 

and Roth et al. (2017). Dahlke and Sackett provided insight into the drivers of racio-ethnic 

subgroup differences. Across 38 predictors, the correlation between White-Black d and the 

cognitive load of the predictor (i.e., its correlation with general cognitive ability) was .84.   

 Considerable research has examined ways to reduce adverse impact associated with 

cognitive-oriented selection procedures. Sackett et al. (2001) and Ployhart and Holtz (2008) 

reviewed the efficacy of potential strategies, including changing test format, changing the testing 

environment, dropping problematic items, and supplementing with non-cognitive predictors. 

Among these options, supplementing with additional predictors has the potential to both reduce 

subgroup differences and increase validity.  

A key question is whether subgroup differences on a predictor reflect true differences or 

bias. There is general recognition that d might reflect true differences between the groups, and 

that a mechanism other than d is needed to identify bias. Comparing the regression lines relating 

predictor and criterion scores for majority and minority subgroups emerged as the preferred 

approach to identifying predictive bias (Cleary, 1968). Evidence of predictive bias has been 

compiled for some predictors, but not for others. In the U.S. legal regulatory system, 

investigating predictive bias is required only if adverse impact is found and, thus, there has been 

little examination of low-d predictors (e.g., personality tests). In contrast, there has been 

extensive investigation of cognitive ability measures (e.g., Bartlett et al., 1978; Hartigan & 

Wigdor, 1989; Sackett et al., 2021). The general finding is that test scores do not show predictive 

bias against racio-ethnic subgroups (Berry, 2015). 
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 Finally, three recent insights into predictive bias merit attention. First, the appropriate 

analysis is at the level of a selection system, not at the level of the individual predictor in cases 

where a composite of multiple predictors is used. Failure to do so creates an omitted variable 

problem, a violation of the assumptions of the underlying regression model (Sackett et al., 2003). 

Second, traditional approaches focus on the statistical significance of differences between group-

specific regression lines (Berry, 2015), whereas modern approaches focus more on the 

magnitude of difference between the regression lines (e.g., Dahlke, & Sackett, 2021; Nye & 

Sackett, 2017). Third, a useful distinction between the terms “fairness” and “bias” has emerged 

(SIOP, 2018). Bias is a technical term and can be assessed as discussed above, whereas fairness 

is a value statement. Some may assert than any predictor exhibiting subgroup differences is 

unfair, whereas others may assert that group differences would only signal unfairness if 

accompanied by predictive bias against the minority group(s). 

Applicant Reactions 

Recently, the importance of “the candidate experience” has increased. The candidate 

experience focuses on how applicants experience an organization’s staffing process, from first 

recruitment to assessment and selection to onboarding (Miles & McCamey, 2018). In the 

selection literature, considerable research has examined how applicants perceive the assessment 

stage of the staffing process. Initial work was based on organizational justice theory and focused 

on how applicants perceive the fairness of selection procedures (e.g., Gilliland, 1993, 1994). 

Subsequent research identified a range of applicant reactions. For example, McCarthy et al. 

(2013) distinguished between dispositional-based reactions such as test-taking anxiety and 

efficacy versus situational-based reactions such as job-relatedness and opportunity to perform. 

Some of the first and most influential studies in this area were published in Personnel 
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Psychology. For example, Arvey et al. (1990) developed one of the first measures of applicant 

reactions, and Bauer et al. (2001) developed and validated the Selection Procedural Justice 

Scale, which has been widely used in subsequent applicant reactions research. In addition, 

Smither et al. (1993) and Macan et al. (1994) were among the first studies to compare how 

applicants perceive different selection procedures. More recently, Hausknecht et al. (2004) 

published a seminal meta-analysis that revealed that applicants tend to react more favorably to 

procedures such as interviews, work samples, and resume screens than to personality inventories, 

integrity tests, and biodata. Further, applicant reactions were positively related to perceived and 

actual performance on the selection procedures. In addition, applicants who reacted favorably to 

selection procedures had higher intentions to accept job offers and to recommend the employer 

to others.  

A persistent question is how much attention should applicant reactions receive when 

choosing and developing selection procedures. Studies that have tried to address this question 

have reported mixed results. McCarthy et al. (2009) conducted two studies in which they 

correlated candidate reactions to a promotional exam to performance on the exam. Further, 

candidates did not yet know the outcome of the process, so their reactions were not affected by 

the outcome. Reactions were more strongly related to self-rated exam performance than to actual 

exam performance. Harold et al. (2016) found that fairness perceptions predicted job offer 

acceptance beyond factors such as perceived person-organization fit and recruiter behaviors. In 

contrast, Konradt et al. (2017) found that reactions did not predict job acceptance decisions. 

McCarthy et al. (2013) discovered that although reactions were related to performance on 

selection procedures, they did not affect (e.g., weaken) the criterion-related validity of the 

selection procedures. Finally, although some studies suggest that reactions may help explain 
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demographic differences in test scores (e.g., Arvey et al., 1990), these effects generally have not 

panned out (Hausknecht et al., 2004; McCarthy et al., 2017). Overall, although applicant 

reactions can affect how they perceive and perform on selection procedures, reactions do not 

tend to have consistent effects on outcomes such as predictive validity or subgroup differences.  

Cost and Time 

 Consideration of cost is an inevitable part of the selection system design process. There is 

obvious appeal to inexpensive selection systems (e.g., single- vs. multi-component systems, self-

reports vs. simulations or work samples). A case for a costly selection system typically relies on 

other valued attributes, such as greater validity or a better candidate experience. 

 One attempt to formally integrate costs into the evaluation of selection systems involves 

the use of utility analysis (Brogden, 1949). Conceptually, the utility of a selection system can be 

viewed in terms of a simple equation: Quantity (number selected using the system x average 

tenure) x Quality (the difference in the mean dollar-valued performance of those selected using 

the system vs. an alternative system) - Cost (development costs plus per candidate assessment 

costs). Various models incorporating these ideas have been presented, including different 

approaches of estimating the dollar value of performance (e.g., Cascio, 1982; Schmidt et al., 

1982) and additional inputs to consider, such as variable costs and taxes (e.g., Boudreau, 1983). 

However, concerns about conveying these ideas credibly to organizational decision makers have 

received considerable attention (Cronshaw, 1997; Latham & Whyte, 1994). 

 Another approach to selection system design views costs as a constraint. De Corte et al. 

(2011) offered an approach to deriving selection systems that are optimal with regards to a 

specified set of outcomes (e.g., validity, adverse impact reduction). Their approach permits the 

specification of a cost constraint (e.g., no more than X dollars per candidate), and thus limits the 
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set of potential selection systems to those meeting the constraint. For example, a cost constraint 

may preclude a system that includes an in-person interview with all candidates but permits a 

system that screens out 80% of candidates based on less expensive predictors, with the remaining 

20% interviewed. 

Time is another consideration in designing selection systems. All else equal, longer 

assessments are more reliable, and including more job-relevant attributes in an assessment 

battery increases the validity of the resulting system (Dahlke & Sackett, 2021). One concern is 

that lengthy assessments will lead candidates to withdraw from the process, particularly stronger 

applicants who have more options. However, recent research has challenged this perspective. 

Hardy et al. (2017) examined the rate of non-completion of assessments across 69 different 

selection systems with a mean assessment length of 67 minutes. On average, 21% of individuals 

who began an assessment failed to complete it. Across the systems, test length was not related to 

withdrawal, nor to accepting an initial invitation to take the assessment. There was less 

withdrawal for jobs with higher salary and for organizations with a more positive image. Hardy 

et al. (2021) extended this by examining candidate quality. Candidates who failed to complete an 

assessment had lower scores on the completed components than candidates who completed the 

assessment. This finding counters the claim that stronger candidates are less likely to persist in 

the face of lengthier assessments. Thus, evidence to date does not support sacrificing other 

desirable attributes (e.g., reliability, validity) as means of reducing non-completion rates. 

Effects on Unit- and Firm-level Outcomes 

In recent years, researchers have devoted much more attention to the effects of HR 

practices—including selection—on unit- and firm-level performance and retention. Selection is 

thought to influence collective outcomes through its influence on human capital resources, which 
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are a unit-level resource created from the emergence of employees’ KSAOs (Ployhart & 

Moliterno, 2011). Selection is the primary means by which organizations acquire human capital 

resources, particularly more generic types such as general mental ability. These resources, in 

turn, are thought to provide a basis for the development of more specific human capital 

resources, such as job-specific knowledge and skills (Ployhart et al., 2011). 

Most research has included selection (or recruiting and selection) as one of several high-

performance work practices (HPWPs, Huselid, 1995) and typically has not reported the unique 

effects of selection practices. However, a few studies focused on selection or reported separate 

results. Terpstra and Rozell (1993) conducted one of the first studies using this approach. They 

surveyed the HR leaders about their firm’s staffing practices, such as the use of cognitive ability 

tests, biographical data, and structured interviews, as well as the extent to which firms validated 

their selection procedures. Results revealed a positive, yet modest, relationship between the 

number staffing practices used and measures of financial performance. Similarly, Hatch and 

Dyer (2004) found that manufacturing firms that used a selection test to assess technical skills 

had fewer product defects. In a meta-analysis of HPWPs, Combs et al. (2006) reported a 

correlation (corrected for measurement error in both variables) of .14 (k = 15, N = 3,689) 

between “selectivity” and firm performance (but they did not define selectivity nor describe how 

the primary studies measured it). More recently, Kim and Ployhart (2014) found that selective 

staffing (operationalized as the selection ratio) predicted labor productivity, which, in turn, 

predicted profits. Kim and Ployhart (2018) showed that a composite of 11 selection practices 

(e.g., use of cognitive ability tests, interviews, and assessment centers) was positively related to 

productivity (e.g., sales per employee), negatively related to collective turnover, but unrelated to 

profitability once other factors were considered. Further, among firms with lower turnover or 
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that operate in dynamic industries, the effects of selection on productivity were positive, whereas 

selection demonstrated negative effects among firms with higher turnover or that operate in more 

stable environments. 

Research likely underestimates the value of selection given the coarse measures most 

studies have used, such as “yes/no” judgments concerning whether an organization uses certain 

types of selection tests (e.g., Hatch & Dyer, 2004) or the proportion of employees who were 

given a selection test prior to hiring (e.g., Huselid, 1995). Other studies (e.g., Gerhart et al., 

2000) have highlighted limitations of measuring selection and other HPWPs using subjective 

evaluations of individual raters (e.g., HR managers) due to factors such as variability in the 

practices across the organization (e.g., selection tests are used for some jobs or units but not 

others). In addition, most studies have correlated selection with distal outcomes (e.g., financial 

performance) that are influenced by myriad other factors. The few studies that have used more 

rigorous measures of effective selection and more proximal outcomes have tended to find 

stronger effects. For instance, Van Iddekinge et al. (2009) found that use of a validated selection 

test was associated with higher unit-level customer service performance and retention, which, in 

turn, were related to better financial performance. Finally, research suggests that HPWPs 

(including selection) often are similarly related to past, current, and future outcomes (e.g., 

Wright et al., 2005). This raises questions about whether HPWPs cause the outcomes such as 

firm performance, whether the outcomes cause HPWPs (e.g., firms have more resources to fund 

such practices), or whether the two variables are reciprocally related. 

Development, Administration, and Scoring Decisions that Can Affect Validity, Subgroup  

Differences, and the Applicant Experience 

 We now review decisions involving how to develop, administer, and score selection 
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procedures. We used an iterative process to identify decisions relevant to each of these three 

steps in the selection process. Specifically, we identified an initial list of decisions and 

continually revised the list as we reviewed the literature. The final list reflects decisions selection 

researchers and practitioners commonly would need to make and that have received research 

attention. Table 1 provides implications related to each decision.  

Development Decisions 
 

Use multiple selection procedures. Although much selection research has focused on 

the validity of a single predictor, it is common for selection systems to include multiple 

predictors. One reason is an expectation that a system that captures more of the important 

attributes related to job performance will better predict performance than a narrower system. 

Another reason is that a broader selection system is likely to be more legally defensible. In the 

U.S. legal system, if a proposed system results in adverse impact against one or more protected 

groups, there is an expectation that the organization conduct a search for alternatives with 

comparable validity but less adverse impact. Should a job analysis suggest the relevance of a 

broader set of attributes—particularly those for which there is evidence of smaller subgroup 

differences—a multi-predictor system emerges as a desirable alternative (Sackett et al., 2001). 

 One body of literature frames the issue in terms of an initial selection system with a 

single predictor with a large subgroup difference (e.g., cognitive ability), and explores the effects 

on validity and subgroup differences of adding additional predictors. Sackett and Ellingson 

(1997) offered formulas for estimating the effect of adding additional predictors on the resulting 

composite subgroup difference. Other research has explored the issue with differing 

combinations of predictors (e.g., Pulakos & Schmitt, 1996; Ryan et al., 1998). 

 Dahlke and Sackett (2021) examined a meta-analytic matrix—initially assembled by Roth 
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et al. (2011) and refined by Song et al. (2017)—containing validity, White-Black subgroup 

differences, and correlations among five predictors: cognitive ability, conscientiousness, biodata, 

structured interviews, and integrity tests. With regression weighting, mean validity increased 

consistently as the number of predictors increased from 1 to 5. This finding supports the notion 

that capturing more criterion-relevant attributes contributes to higher validity if predictors are 

appropriately weighted. However, mean subgroup differences also increased as the number of 

predictors increased. Adding predictors can either increase or decrease mean differences. If one 

starts with a predictor with a large difference, adding small-difference predictors will result in a 

smaller composite difference. In contrast, if one starts with a small-difference predictor, adding a 

larger-difference predictor will result in a larger composite difference.  

The intercorrelation among predictors also helps determine the effects of additional 

predictors on mean differences (Sackett & Ellingson, 1998). For example, adding a small- 

difference predictor to an existing large-difference predictor will reduce the difference on the 

composite to a greater degree as the correlation between the two predictors increases. Moreover, 

Dahlke and Sackett (2021) showed that the mean level of predictive bias tends to decrease as the 

number of predictors increases. Predictive bias reflects the correspondence between subgroup 

differences on the predictor composite and on the criterion. For example, with an overall 

performance criterion, adding more predictors that provide incremental validity leads to closer 

correspondence between predictor and criterion, and hence less bias.  

Once a multi-predictor system is identified, LeBreton et al. (2007) demonstrated how 

relative weights analysis can be used to shed light on the relative role of each predictor. Finally, 

using multiple predictors can also increase time and costs. Thus, decisions about how many 

predictors to use should consider tradeoffs between these features and validity, group 
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differences, and predictive bias.  

Add structure. The strategy of adding structure became popular in the context of 

employment interviews to increase reliability, validity, and fairness (e.g., Campion et al., 1988; 

Campion et al., 1997; Pulakos & Schmitt, 1995). Campion et al. (1997) defined structure as “any 

enhancement of the interview that is intended to increase psychometric properties by increasing 

standardization or otherwise assisting the interviewer in determining what questions to ask or 

how to evaluate responses” (p. 656). They identified 15 components of structure categorized by 

the content of the interview (e.g., base questions on job analysis, ask each applicant the same 

questions) and the evaluation of interviewees’ responses (e.g., use anchored rating scales, use 

multiple interviewers). According to Levashina et al. (2014), 12 meta-analyses found that 

structure increased the criterion-related validity of interviews. In addition, structure reduces 

idiosyncratic interviewer effects (e.g., demographic similarity, McCarthy et al., 2010), produces 

higher reliability (e.g., Huffcutt et al., 2013), and smaller subgroup differences (e.g., Huffcutt & 

Roth, 1998), which is partly explained by its lower cognitive load (Berry et al., 2007). That said, 

structure has beneficial effects to a level where validity asymptotes (e.g., Huffcutt & Arthur, 

1994). Similarly, although more consistency leads to higher procedural fairness (Hausknecht et 

al., 2004), too much consistency lowers interactional justice (e.g., too much structure is seen as 

“cold”; Conway & Peneno, 1999). 

Although the notion of structure is more than 20 years old, it is still very relevant. 

Technology (and the COVID-19 pandemic) has put synchronous video interviews (e.g., via 

ZOOM) and asynchronous video interviews (also known as “on demand” interviews) at center 

stage. In asynchronous video interviews, applicants receive a standard set of questions on their 

screen (e.g., through an avatar) they need to answer within a predefined time. Their answers 



PERSONNEL SELECTION  19 
 

 

(captured via webcam and microphone) are later evaluated by recruiters or AI; thus, 

asynchronous video interviews are noninteractive and typically include the question 

standardization element of structured interviews (Lukacik et al., 2020). Results about 

asynchronous interviews mirror many of the trends above for highly structured interviews. 

Although participants appreciate the consistency, flexibility, and preparation time of these 

interviews (Basch et al., 2021; Langer et al., 2017), a study in 46 countries found that applicants 

rated asynchronous video interviews as less effective and satisfying than synchronous virtual 

interviews (Griswold et al., 2021). Other studies (e.g., Acikgoz et al., 2020; Langer et al., 2017; 

Newman et al., 2020) revealed that participants perceived asynchronous interviews lower on 

interpersonal treatment, privacy, controllability, social presence, and media richness. In turn, this 

often lowered an organization’s attractiveness. Interestingly, asynchronous interviews also 

impaired the impression management found in traditional interviews and led to shorter answers 

(e.g., Langer et al., 2020). 

The positive effects of structure also have been found in ACs. For instance, Reilly et al. 

(1990) reported better construct-related validity evidence when behavioral checklists were used. 

In addition, drawing on trait activation theory (Tett & Burnett, 2003), Lievens et al. (2015) 

discovered that assessors who were familiarized with standardized role-player prompts noted 

more behavioral observations and provided ratings with higher validity and accuracy. 

Cybervetting (i.e., inspecting people’s social media information) is another domain where 

structure may be beneficial, although initial evidence has been mixed (Roulin & Levashina, 

2019; Zhang et al., 2020). Finally, structure also is important in the integration of different pieces 

of information into an overall evaluation. Indeed, research consistently has found that 

algorithmic integration of information produces better predictive validity than judgmental 
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integration (e.g., Kuncel et al., 2013). 

Contextualize procedure content. Contextualization refers to the extent to which test 

stimuli are embedded in a detailed and realistic context (Lievens & Sackett, 2017). Generally, 

contextualization aims to enhance validity (via increasing the overlap with the criterion) and 

applicant perceptions (via job relevance; Hausknecht et al., 2004). Contextualization has been 

especially tried out with personality tests. The history of personality tests is characterized by 

pendulum swings, as attested by the more pessimistic view in the 60s (e.g., Guion & Gottier, 

1965), the more positive picture in the 90s based on meta-analyses on their criterion-related 

validity (e.g., Barrick & Mount, 1991; Tett et al., 1991), and in more recent years the skepticism 

of many journal editors (Morgeson et al., 2007). Currently, there is relative consensus that efforts 

should be undertaken to improve personality measurement in selection. Contextualization fits 

into these efforts because the general frame-of-reference evoked by noncontextualized 

personality items (e.g., “I pay attention to details”) might lead to ambiguity and measurement 

error, thereby lowering validity. Contextualizing aims to alleviate these problems by asking 

applicants to adopt a frame-of-reference (e.g., “I pay attention to details at work”). A meta-

analysis confirmed that adding such at-work tags increased mean validities from .11 to .24 across 

the Big Five personality traits (Shaffer & Postlethwaite, 2012). Contextualized personality scores 

also can provide incremental validity over generic ones (e.g., Bing et al., 2004). Research 

suggest that the superior validity of contextualized personality test is not only due to higher 

reliability but also to better predictor-criterion matching (Lievens et al., 2008). 

Although contextualization can enhance validity, there is limited evidence in terms of its 

effects on subgroup differences and applicant reactions. For example, making cognitive ability 

items more contextualized via business-related graphs (Hattrup et al., 1992) or placing them in a 
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social relations context (DeShon et al., 1998) did not lower ethnic subgroup differences. In one 

of the few studies to examine applicant reactions, Holtz et al. (2005) found nonsignificant 

differences between students’ perceptions of contextualized versus generic personality measures. 

Whereas the studies above attempted to increase the contextualization of selection 

procedures, another research stream addressed the opposite: Is context necessary in selection 

procedures like SJTs? Krumm et al. (2015) demonstrated that a substantial proportion of SJT 

items (between 43 to 71%) could be answered correctly when the job-related situations were 

omitted in the item stems. Follow-up studies showed that this finding remained stable across 

different SJTs, constructs, samples, presentation formats, response instructions, and item 

characteristics (e.g., Schäpers, Lievens et al., 2020). Although excluding the situation 

descriptions did not affect construct-related validity or decrease applicant perceptions, criterion-

related validity effects seemed to depend on the breadth of the criteria (Schäpers, Mussel et al., 

2020): SJT validity was not affected for predicting broad criteria (i.e., overall job performance) 

but it was for specific criteria (e.g., interpersonal adaptability). Another study designed an SJT 

with items from various occupations and found that the SJT predicted behavior in contexts that 

were not even featured in the items (Motowidlo et al., 2016). Overall, this research suggests 

many SJT items tap into general domain knowledge (i.e., implicit trait policies; Lievens & 

Motowidlo, 2016) and detailed contexts are less important than originally thought. This sheds a 

different angle on recent efforts to make the stimulus material in selection as realistic as possible. 

Minimize cognitive load. The cognitive load of a predictor reflects how strongly scores 

covary with cognitive ability. As discussed, cognitive load is the primary driver of racio-ethnic 

subgroup differences (Dahlke & Sackett, 2017). A crucial distinction, however, is between 

construct-relevant and construct-irrelevant cognitive load. For example, job knowledge is near 
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the cognitive end of a cognitive-non cognitive continuum, and well-designed knowledge 

measures can be expected to have a substantial construct-relevant cognitive load. In contrast, a 

SJT that targets proactivity (e.g., Bledow & Frese, 2009) would be closer to the non-cognitive 

end of the continuum and, thus, likely would have a substantially smaller cognitive load.   

Lievens and Sackett (2017) developed a modular framework of method factors to 

consider when designing predictors that can influence outcomes such as cognitive load. These 

factors include stimulus format (e.g., written vs. video), response format (e.g., multiple choice 

vs. constructed response), contextualization (e.g., context-neutral vs. context specific), etc. 

Although much remains to be learned about choices between method factors, work to date offers 

various useful suggestions. For example, in the domain of SJTs, audiovisual stimulus 

presentation tends to produce higher validity (Christian et al., 2010) and lower cognitive 

saturation (Lievens & Sackett, 2006) than written stimulus presentation. And for a job 

knowledge test, a written constructed response format produced smaller subgroup differences 

and comparable criterion-related validity as a multiple-choice format (Edwards & Arthur, 2007). 

Chan and Schmitt (1997) offered an illustration of the role of inadvertent cognitive load. 

They transcribed the content of a video-based interpersonal skills SJT and found a much larger 

White-Black mean difference in the written condition (d = .95) than in the video condition (d = 

.21). A written reading comprehension test correlated with the written SJT, but not the video 

SJT, shedding light on the mechanism behind the findings. Similarly, Lievens et al. (2019) 

administered a video SJT with three different response formats: traditional multiple-choice, an 

open-ended written format, and an open-ended spoken (i.e., webcam-based) format. Non-native 

speakers (e.g., immigrants) were compared with natives. Subgroup differences paralleled Chan 

and Schmitt: largest in the multiple-choice condition (d = .91) and smaller in constructed 
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response conditions (d = .41 and .09 in the open-ended written and spoken conditions, 

respectively). Importantly, criterion-related validity was comparable across conditions.  

 Thus, the issue of cognitive load needs to be carefully evaluated in each specific setting. 

For example, inadvertent load may have a large effect when the range of reading ability in the 

applicant pool is large (e.g., entry-level jobs), but may have little to no effect when reading 

ability is generally high (e.g., applicant pools of college graduates). The effects of inadvertent 

cognitive load also may depend on the nature of the criterion. For example, cognitive load might 

harm validity when the criterion is non-cognitive (e.g., citizenship behavior) but increase validity 

if the criterion itself has a high cognitive load (e.g., performance on technical tasks). 

Review procedure content. Research concerning the fairness and legal defensibility of 

selection procedures has tended to focus on whether overall scores on the procedures produce 

adverse impact or differential prediction. We review two approaches for ensuring the items that 

make up the procedures are free from bias. In a sensitivity review, panels of subject matter 

experts and/or test developers examine test content to identify items that might prevent 

applicants from responding in ways that allow for valid inferences regarding the target constructs 

(Zieky, 2006). Examples of problematic items include those that contain offensive language, 

emotionally provocative content, portrayal of stereotypes, or contextual information unfamiliar 

to applicants from certain backgrounds (Golubovich et al., 2014). 

 Although sensitivity reviews are widely used for evaluating standardized tests such as the 

ACT (Education Testing Service, 2009) and GMAT (Rudner, 2012), we know very little 

regarding whether or how organizations conduct such reviews or their effectiveness. Golubovich 

et al. (2014) surveyed professionals who served as sensitivity reviewers and found that most 

reviewers did not receive formal training. In addition, item reviewers reported that they 
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encounter relatively few problematic items, and when they do, items tend to the more subtly 

problematic, such as including content or vocabulary that might be differentially familiar to 

applicants. Golubovich et al. also asked the reviewers to evaluate a set of problematic items and 

discovered relatively modest interrater consistency regarding perceptions of item sensitivity. A 

few studies have examined individual differences that could influence the accuracy with which 

reviewers identify problematic items. One somewhat consistent factor appears to be sex, 

whereby female reviewers are more likely to perceive items as problematic compared to male 

reviewers (Grand et al., 2013; Mael et al., 1996). However, Grand et al. found that items female 

reviewers flagged as problematic did not function differently based on respondent sex.  

In contrast to sensitivity reviews, differential item functioning (DIF) refers to a set of 

statistical approaches that can identify problematic items. DIF exists when individuals with equal 

standings on the total score or latent trait (e.g., verbal ability) have different item responses based 

on group membership (e.g., male vs. female applicants; Drasgow, 1984). DIF has been used to 

examine differences between applicants from different racial-ethnic groups (e.g., Stark et al., 

2004) and cultures (e.g., Meade, 2010), as well as between groups with or without incentive to 

fake (e.g., Stark et al., 2001). For instance, Chan et al. (1999) examined sex- and race-based DIF 

on the ASVAB and found higher rates of DIF among items that assessed more semantic content 

than among items that focused on general skills and principles. Stark et al. (2001) found 

evidence of DIF in a personality test, such that some items reflected different constructs in 

applicant versus non-applicant samples.  

Further, DIF often varies in direction, with some items favoring one group and other 

items favoring another. As such, differential functioning at the measure level (i.e., differential 

test functioning, or DTF) may be negligible because the item-level differences cancel out (e.g., 
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Stark et al., 2004). Stark et al. offered a useful formulation of overall differences between groups 

in observed scores as the sum of DTF and true differences between groups. Using this approach, 

they concluded that racio-ethnic differences on a licensing exam and the ACT reflected true 

differences rather than bias. Other research has found that DTF can be mitigated by removing 

one or more problematic items (e.g., Chan et al., 1999). Because large samples typically are 

needed to examine DIF, observed effects can be statistically significant but often are so small 

they may not be practically significant. Thus, recent studies have provided formulas and 

programs for estimating the magnitude of DIF effects (e.g., Meade, 2010; Nye & Drasgow, 

2011). Finally, it is important to try to understand the underlying reason(s) for any DIF that may 

emerge. For example, Whitney and Schmitt (1997) found only limited evidence that Black-White 

DIF on a biodata measure was due to cultural value differences between the two groups.  

Limit opportunities to fake. Researchers have long been interested in faking on 

selection procedures, which reflects “an intentional response behavior aimed at exerting a 

positive influence on the hiring decision” (Griffeth et al., 2011, p. 345). Most research has 

studied self-reports of noncognitive constructs, which is the focus of our review (see Melchers et 

al. [2020] for a review of interview faking research). Early research investigated whether people 

could fake their responses and found that when instructed or given an incentive to do so, people 

tend to score higher on personality tests (e.g., Dunnette et al., 1962), biodata inventories (e.g., 

Schrader & Osborn, 1977), and vocational interest measures (e.g., Abrahams et al., 1971). 

Integrity tests also are susceptible to faking (e.g., Alliger & Dwight, 2000).  

Second, research has examined actual faking during the selection process. Between-

person studies comparing scores of applicants who completed personality tests for selection to 

scores of incumbents who completed these tests for research found consistently higher scores 
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among applicants (e.g., Hough, 1998). Within-person studies compare scores obtained in 

different circumstances. Ellingson et al. (2007) found that mean score increases on a personality 

test generally were small but were largest among those who first completed the test for 

development (i.e., no incentive to fake) and then for selection (i.e., where there was an incentive 

to fake). However, the personality test (California Personality Inventory, Gough & Bradley, 

1996) uses a dichotomous response format, which may have limited the magnitude of potential 

differences (see Hogan et al. [2007] for a similar issue). Griffeth et al. (2007) found larger 

differences between personality test scores obtained during the selection process and a follow-up 

test in which applicants were instructed to respond honestly. 

A third issue relates to the consequences of faking for selection decisions. Faking can 

affect construct-related validity by producing an “ideal employee” factor in applicant settings 

(e.g., Schmit & Ryan, 1993). As to whether faking affects criterion-related validity, studies in 

which incumbents were instructed (or determined) to respond honestly or fake tended to find 

higher correlations with job performance (e.g., McCartney et al., 1962) or other relevant 

variables (e.g., Pannone, 1984) in the honest group. Faking also can affect rank-order changes, 

which, in turn, can affect which applicants are selected (e.g., Mueller-Hanson et al., 2003). This 

is particularly concerning given fakers may comprise most of the candidates hired under low 

selection ratios (e.g., Rosse et al., 1998).  

Finally, research on ways to reduce or control for faking can be distinguished in terms of 

reactive versus preventive approaches (Fan et al., 2012). Reactive approaches attempt to address 

faking post hoc. For instance, using social desirability scales to adjust scores for faking tends to 

have little or no effect on outcomes such as criterion-related validity (e.g., Christiansen et al., 

1994; Ones et al., 1996). In studies examining item response patterns, people instructed to fake 
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often adopt an extreme response set (i.e., a disproportionate favor for scale endpoints), have 

quicker response times, and exhibit less eye fixation (e.g., van Hooft & Born, 2012). Including 

bogus items or those that allow applicants to exaggerate their knowledge (i.e., overclaiming) can 

detect faking and even predict subsequent deviant behavior (e.g., Dunlop et al., 2020). 

Preventive approaches attempt to prevent faking from occurring in the first place. Forced-

choice (FC) measures and applicant warnings are commonly studied. FC-formatted measures 

require respondents to select among statements that assess different characteristics but are 

similarly attractive. Although research suggests reduced faking with FC measures, the specific 

format appears to matter. For example, faking is lower when FC measures match statements on 

social desirability or job relevance, ask applicants to pick the statement most like them, and use 

normative scoring (Cao & Drasgow, 2019). Further, normative scoring of FC measures is 

required to make between-person comparison required for selection. There also is evidence that 

FC measures capture somewhat different constructs than single-stimulus measures as suggested 

by stronger correlations with cognitive ability (e.g., Vasilopoulos et al., 2006).  

Another preventive approach involves requiring applicants to provide information to 

support their answers. Several studies have found that such elaboration tends to reduce scores on 

selection procedures (e.g., Levishina et al., 2012; Lievens & Peeters, 2008; Schmitt & Kunce, 

2002). For example, Levishina et al. asked job applicants to elaborate their responses to certain 

items on a biodata measure and found that doing so yielded lower scores compared to items for 

which applicants were not asked to elaborate. However, item verifiability had a larger effect, 

such that scores were lower on items that could be verified and higher on items that could not be 

easily verified. Further, these two factors interacted, such that required elaboration was 

somewhat more likely to reduce scores of non-verifiable items compared to verifiable ones.  
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Finally, warning applicants not to fake generally produces lower scores (e.g., Dwight & 

Donovan, 2003). A “test warning-retest” approach whereby applicants who respond 

affirmatively to items designed to detect faking are warned and given an opportunity to change 

their answers or retake the assessment shows promising initial results (e.g., Fan et al., 2012). 

However, this approach requires organizations to develop valid measures of faking and 

determine cut scores for flagging fakers. Other potential concerns are that warnings can suppress 

the responses of honest applicants (Kuncel & Borneman, 2007), influence construct-related 

validity, such as by increasing variance related to cognitive ability (e.g., Vasilopoulos et al., 

2005), and produce negative emotions and fairness perceptions (e.g., Li et al., 2022). 

In sum, research suggests that applicants can and do fake, which, in turn, can affect 

which applicants are selected. Further, faking can negatively influence the construct- and 

criterion-related validity of inferences based on selection procedures. Steps such as using FC 

measures, warnings, and elaborations can reduce faking, but they also can change the meaning of 

test scores. Overall, faking continues to be a vexing issue in employee selection.  

Consider gamifying selection procedures. Attempts to optimize validity, diversity, and 

the applicant experience are well-illustrated by the growing popularity of gamifying selection 

procedures and game-based assessment (GBA). Gamification involves adding game like 

elements (e.g., action language, conflict/challenge, game fiction, immersion, rules/goals, 

Bedwell et al., 2012) to existing selection procedures such as personality tests (e.g., Landers & 

Collmus, 2022) or SJTs (e.g., Georgiou et al., 2019). Gamification is not the same as GBA. 

Whereas gamification denotes an activity of an assessment developer to (re)design existing 

selection procedures, GBA represents a novel method for assessing known constructs. Another 

key distinction is made between “theory driven” GBA—in which a GBA is designed with the 
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intent of measuring a specific construct (e.g., Landers et al., 2022) —and “data driven” GBA—in 

which an empirical or other AI approach is used to build a predictive model of outcomes or 

existing construct measures directly (e.g., Wu et al., 2022). 

Gamifying selection procedures and GBA have the potential to increase fidelity, 

immersion, motivation, flow, and reduce anxiety, thus improving the applicant experience. Key 

questions are whether they also reduce faking, decrease subgroup differences, and increase 

criterion-related validity, while maintaining the same construct-related validity. Landers et al. 

(2021) examined many of these issues in a GBA of cognitive ability. First, they observed 

applicant experience benefits mostly in terms of improved intrinsic motivation (1.00 SD higher 

than traditional assessments) for the GBA. For other applicant perceptions, improvements were 

more modest, varying from 0.13 to 0.30 (see also results for gamifying SJTs, Georgiou & 

Lievens, 2022; Georgiou & Nikolaou, 2020). Second, they found that the true-score correlation 

between the GBA and a traditional cognitive ability test battery was .97 (see also Quiroga et al., 

2019). However, the validity of the operational composite (.16) for predicting grade point 

average was lower than the one (.22) of traditional tests. In addition, the GBA had no 

incremental validity over the traditional assessments, whereas these assessments did predict over 

the GBA. Although the validity results are based on a small sample (N = 49), this initial evidence 

suggests that GBA’s increased fidelity and immersion do not lead to higher validity and might 

even introduce measurement error (see Arthur et al., 2017; Bhatia & Ryan, 2018). Other research 

(Wu et al., 2022) also found that a GBA (in this case designed to assess conscientiousness) risks 

that unintended constructs (i.e., cognitive ability) are measured.  

A third key conclusion related to GBAs’ potential to reduce subgroup differences, 

Landers et al. (2022) found that race differences were similar across the GBA and traditional 
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assessments. However, females performed worse on most of the GBAs. Importantly, similar to 

traditional assessments, there was no evidence for differential prediction. 

It is important to end with two caveats. First, given GBA is an alternative method for 

assessing known constructs, it is difficult to derive general conclusions about their effects on 

validity and subgroup differences regardless of the construct measured. As another testament of 

this, Landers and Collmus (2022) found that a personality inventory that included narrative 

elements (“storification”) was resistant to faking for assessing conscientiousness but not for 

openness. Second, gamification and GBAs are technical products whose design quality can vary 

greatly. As such, conclusions regarding the efficacy of these methods depend on the design 

options chosen (Landers & Marin, 2021). 

Administration Decisions 

Consider pre-test explanations, practice tests, and coaching. This section focuses on 

steps organizations can take to help applicants prepare for selection procedures. Perhaps the most 

basic step is to provide applicants information regarding what the procedures will entail. 

Research on the effects of pre-test information has been mixed. For example, Truxillo et al. 

(2002) found that providing information about how procedures are related to the job and the 

feedback applicants will receive was positively to applicant perceptions of these factors but did 

not relate to other outcomes, such as pursuit intentions or selection outcomes. Lievens et al. 

(2003) reported that providing reliability and validity information did not increase fairness 

perceptions. Burns et al. (2008) found that whether applicants were provided an information 

packet about the selection procedures was unrelated to performance on the procedures and 

applicant reactions. However, receiving the packet was associated with more positive reactions 

among applicants who failed the test battery.  
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A more substantial step is to provide applicants opportunities to practice the selection 

procedures. Practice tests are like retesting but may involve different dynamics because practice 

tests are not “for keeps.” In addition, providing practice tests is less expensive for the 

organization than is providing opportunities to retest. In one of the few studies on this topic, 

Campion et al. (2019) found that applicants who scored higher on a practice test were more 

likely to apply for the job. Also, applicants who took the practice test performed better on the 

actual test than applicants who did not take it, though self-selection for taking the practice test 

also could contribute to this effect. Further, score gains between the practice and actual tests 

were larger for Black and Hispanic applicants than for White applicants. 

The most involved step is to provide selection procedure orientation or coaching 

programs. Orientation or test preparation programs are short in duration and introduce applicants 

to the types of selection procedures they will take, as well as provide test-taking strategies 

(Sackett et al., 2001). Ryan et al. (1998) found that whether applicants attended a test preparation 

program was unrelated to how they performed on a cognitive ability test. Further, although 

female and Black applicants were more likely to attend the program, attendance did not reduce 

racio-ethnic differences on the test. In contrast, Chung-Herrera et al. (2009) found that test 

preparation program attendance was positively correlated with scores on a job knowledge test, 

though there were no Black-White differences in program attendance. Like Ryan et al., test 

preparation did not appear to improve test performance more for one subgroup than for the other.  

Coaching programs are more extensive and typically involve practice and feedback 

(Sackett et al., 2001). In an experimental study, Kurecka et al. (1982) found that coaching that 

provided behavioral examples of good performance and practice with feedback yielded higher 

scores on a leaderless group discussion than did no coaching. In a meta-analysis of coaching 
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effects on cognitive ability tests, Hausknecht et al. (2007) reported larger mean score 

improvements for coached than for uncoached groups of (d = .70 vs. .24, respectively). However, 

these estimates do not account for other factors that could play a role. For example, based on 

Hasuknecht et al.’s regression results, we estimated a much smaller effect (d = .09) for a 

coaching program of average length, in an operational setting, and with retesting on an alternate 

form. Mauer and colleagues (1998, 2001) found that interview coaching was positively related to 

subsequent interview performance, and Lievens et al. (2012) discovered that medical school 

applicants who paid for formal coaching scored higher on an SJT.  

Thus, most research has focused on whether test preparation influences how applicants 

perform on selection procedures. Conversely, few studies have examined the effects on validity. 

Maurer et al. (2008) found that a situational interview predicted job performance only among 

applicants who participated in a voluntary coaching program. Internal consistency and interrater 

reliabilities also were higher in the coached group. Stemig et al. (2015) discovered that the 

availability of coaching did not degrade the predictive validity of an SJT. Additional research is 

needed to determine whether the higher scores test preparation programs tend to produce reflect 

changes in performance-relevant variance (e.g., increases in the target KSAOs), irrelevant 

variance (e.g., test wiseness), or extraneous variance (e.g., test unfamiliarity or anxiety). 

Consider revealing target KSAOs to applicants. The issue whether to make the 

constructs assessed in selection procedures transparent to applicants is another key 

administration decision. Generally, transparency improves fairness perceptions (e.g., opportunity 

to perform, Ingold et al., 2016), applicant performance (e.g., Jacksch & Klehe, 2016), and 

construct measurement (e.g., by reducing error variance, Kleinmann et al., 1996). Nevertheless, 

transparency might improve applicant performance only for constructs on which subgroups are 
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not negatively stereotyped. Jacksch and Klehe (2016) found that transparency improved both 

male and female performance on a gender-neutral dimension (planning), but it decreased female 

scores on a gender stereotyped dimension (leadership). In addition, Ingold et al. (2016) found 

that transparency lowered the criterion-related validity of AC scores because it made the 

situation stronger, thereby suggesting to applicants what they should do, rather than allow them 

to choose what to do. This explanation of transparency removing construct-relevant variance is 

consistent with evidence on the validity of applicants’ spontaneous inferences about constructs 

assessed (i.e., their ability to identify criteria; Jansen et al., 2013).  

Rockstuhl and Lievens (2021) delved deeper into the effects on criterion-related validity 

by cuing the performance criteria associated with the constructs assessed (i.e., prompts related to 

effective behavior). Candidates who received performance cues relied more on their knowledge 

to solve intercultural scenarios and improved predictions of in-role performance (an outcome 

often predicted by cognitive constructs). Conversely, candidates who did not receive cues 

regarding the criteria relied more on their behavioral tendencies (perspective taking and 

openness) and this increased the prediction of intercultural performance (an outcome often 

predicted by personality). This study thus shows that revealing the performance criteria does not 

lower validity per se. Instead, conceptually different constructs (knowledge vs. personality) are 

activated and different outcomes are predicted depending on how prompts are specified.  

Recently, the transparency question has grown in importance in light of AI and game-

based assessment because it is often unclear for stakeholders (e.g., applicants, HR users, general 

public) what these assessments measure and how the algorithms work (Langer & Landers, 2021). 

In this research, a distinction has been made between process information (i.e., making 

transparent what is measured and what will happen) and process justification (i.e., telling why 
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the procedure is used). Langer et al. (2021) found that process justification demonstrated the 

largest effect on applicant perceptions (see also Newman et al., 2020). 

Consider retesting. Many organizations allow unsuccessful applicants to retake selection 

procedures. Doing so can expand applicant pools, which allows organizations to be more 

discerning about whom they select and, in turn, increase the utility of selection procedures. 

Lievens et al. (2005) introduced a framework that outlines the retest effects that can occur, how 

to test the different effects, and their practical implications. Subsequent research has examined 

various aspects of retesting and has revealed several trends (Van Iddekinge & Arnold, 2017).  

First, applicant scores on selection procedures tend to increase upon retesting. Score 

increases tend to be small for cognitive-oriented tests (e.g., Hausknecht et al., 2007), small to 

moderate for performance-based assessments such as interviews and ACs (e.g., Schleicher et al., 

2010), and moderate to large for job knowledge tests (e.g., Raymond et al., 2007) and personality 

tests (e.g., Landers et al., 2011). Consistent with these findings, Schleicher et al.’s (2010) 

research on several selection procedures revealed larger score gains for more novel, less g-

loaded, performance-based, and more fakeable procedures. 

Research also has identified person and situational factors that can affect how much 

retesters improve. Among person factors, score improvements tend to be larger among high-

ability, White, female, and younger test-takers (e.g., Rapport et al., 1997; Schleicher et al. 2010). 

Regarding situational factors, score improvements are typically larger when tests are completed 

for selection than for research or development purposes, particularly personality tests (e.g., 

Ellingson et al., 2007). In addition, whether test-takers pass the initial test (but are not selected) 

or fail the initial test also seems to matter. For instance, Hausknecht (2010) found that scores of 

applicants who initially passed a battery of personality and cognitive tests, but who were not 



PERSONNEL SELECTION  35 
 

 

selected, were not significantly different from their retest scores. In contrast, retest scores of 

applicants who initially failed the test battery were significantly higher on six of eight personality 

test scales. Similarly, Holladay et al. (2013) reported that applicants who were told they were not 

selected due to their personality test score improved more upon retesting than applicants who 

were not provided this feedback. Finally, regression to the mean also plays a role. Van Iddekinge 

and Arnold (2017) reported that such effects accounted for between 9% and 55% of score 

improvements in the studies they reviewed. 

Another consistent finding is that between-person variance tends to be larger in retest 

scores than in initial test scores (e.g., Raymond et al., 2007; Schleicher et al., 2010; Van 

Iddekinge et al., 2011). This suggests the existence of individual differences in how test-takers 

interpret, react to, and attempt to address their initial test performance. The tendency for retest 

scores to be more varied is particularly interesting given that retest scores often are higher, which 

generally decreases score variance (e.g., a ceiling effect). 

Perhaps relatedly, retest scores also tend to be more reliable than initial test scores, 

including estimates of internal consistency reliability (e.g., Hogan et al., 2007) and interrater 

reliability (e.g., Schleicher et al., 2010). In addition, estimates of criterion-related validity tend to 

be larger for retest scores. For instance, Lievens et al. (2005) compared initial and retest scores as 

predictors of grades among medical school students who retested after initial failure. Validity 

coefficients for a composite of three predictors were .21 and .38 for initial and retest scores, 

respectively. However, one-time applicants’ scores on the test composite were a significantly 

better predictor of GPA than were repeat applicants’ scores. Van Iddekinge et al. (2011) found 

that retest scores on a job knowledge test were significantly better predictors of job performance 

(.43) than were initial scores (.31).  
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Although retest scores tend to be higher, more varied, more reliable, and better predictors 

of performance than initial test scores, possible downsides to retesting also exist. For example, 

retest effects on personality tests may reflect faking, and we do not know how this may affect the 

criterion-validity of repeat scores on such tests. Further, test scores of one-time applicants may 

be more valid than retest scores (e.g., Lievens et al., 2005). If so, retesting could lower validity 

overall. Finally, as noted, applicants from some minority groups (e.g., Blacks and Hispanics, 

older applicants) might not benefit as much from retesting as majority group members. 

Scoring Decisions 

Weight predictors and criteria. Once one has settled on a set of predictors as 

components of a selection system, one faces the decision of how to combine the predictor scores.  

A key decision is whether to use the predictors in a compensatory or non-compensatory manner. 

Often this is a values-driven decision: one organization planning to use measures of, say, 

cognitive ability and conscientiousness may opt for compensatory use, such that a higher level of 

one attribute can make up for a lower level of the other. In contrast, another organization may be 

unwilling to make this tradeoff and instead set separate cutoff scores on each predictor. In some 

circumstances, a minimum amount of the attribute(s) a predictor assesses may be a job 

requirement, rather than a values choice, as in the case of a job requiring the regular lifting of 

objects up to 50 pounds.  

 When a compensatory strategy is used, one faces the decision of the appropriate weights 

to assign each predictor when combining them into a composite. We outline four approaches. 

The first is regression weighting whereby weights are chosen that maximize the validity of the 

composite in the validation sample. The second is unit weighting in which all predictors equally 

weighted. This has pragmatic appeal in terms of being easier to apply and explain. In addition, 



PERSONNEL SELECTION  37 
 

 

with smaller sample sizes, unit weighting can produce better results upon cross-validation than 

regression weighting (Bobko et al., 2007). The third approach involves weighting schemes such 

as Pareto-optimization that attempt to optimize multiple criteria rather than validity alone (e.g., 

DeCorte et al., 2011; Rupp et al., 2020). For example, these approaches can be used to identify 

weights that give the highest level of diversity at any given level of validity, and vice versa. This 

permits an organization to see, for example, the level of improvement in diversity attainable at a 

specific loss in validity and to use this information in choosing among sets of weights. The final 

approach relies on job analytic information, rather the relationship between predictors and 

criteria, as the basis for predictor weighting. Here analyst ratings of the relative importance of 

various attributes underlying the set of predictors determine the relative weighting of predictors 

(e.g., Goldstein et al., 1993). 

The selection literature is replete with studies documenting the incremental validity of 

one predictor over another, with the findings commonly used to advocate selecting on a 

composite that adds a new predictor to an existing one. Sackett et al. (2017) showed that these 

findings are specific to the use of regression weights, and that validity often decreases, rather 

than increases, when a new predictor is added using unit weights rather than regression weights. 

Thus, weighting decisions should be made with care. 

Finally, although the literature has paid considerable attention to predictor weights, 

criterion weights also merit consideration. For example, Rotundo and Sackett (2002) showed that 

supervisors often weight task, citizenship, and counterproductive components differently when 

making overall performance judgments. These weighting choices can subsequently affect 

predictor weights (Murphy & Shiarella, 1997). Task performance has been shown to be more 

cognitively loaded than citizenship and counterproductive behavior (Gonzalez-Mulé et al., 
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2014). Thus, if task performance is assigned more weight in an overall performance measure, 

regression weighting would, in turn, assign greater weight to a cognitive-oriented predictor and 

less weight to non-cognitive predictors. Thus, criterion weighting is a values choice on the part 

of the organization: which aspects of the criterion domain are of greatest concern? In sum, the 

major takeaways from this work are (a) one should choose a weighting approach consistent with 

valued objectives (e.g., maximize validity vs. balance validity and diversity) and (b) consider the 

relative importance of the criterion to be predicted, which, in turn, can affect how much weight 

each selection procedure should be given. 

Consider artificial intelligence. Although scoring and mechanical aggregation have a 

long tradition in selection (Kuncel et al., 2013), AI has put all of this in a broader perspective. AI 

is an “umbrella term for a wide array of models, methods, and prescriptions used to simulate 

human intelligence, often when it comes to collecting, processing, and acting on data” (Köchling 

& Wehner, 2020, p. 798). Some AI domains are computer vision (image recognition), machine 

learning1, and language processing (Kaplan & Haenlein, 2019; Paschen et al., 2020).  

As AI can work with a variety of inputs such as written text, audio, and video, it provides 

opportunities to model selection data that were previously thought to be too large, noisy, and 

unstructured. For example, Naim et al. (2015) analyzed facial expressions, language, and 

prosodic information (e.g., pitch) of interviewees and were able to predict interview performance 

rated by humans with rs of .70 or higher. Chen et al. (2017) found similarly high accuracy for AI 

models taught to predict people’s personality and hiring recommendations based on 

 
1 In machine learning, algorithms model the relationship between inputs and outputs on the basis of training data. 
When the trained model is applied to new data, the model predictions are compared to known outputs and 
convergence speaks to the model’s predictive accuracy (Tay et al., 2022). In supervised machine learning selection 
applications, human ratings (e.g., self-reports, interviewer ratings) typically serve as “ground truth”, whereas there is 
no ground truth in unsupervised machine learning.  
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asynchronous interviews rated by trained experts. Spoken text was the most useful for the 

predictions, whereas facial and prosodic information was not. Hickman et al. (2022) also trained 

models to predict trait ratings in interviews. There was stronger evidence for convergent and 

discriminant validity when the models were trained on interviewer ratings than on self-report 

ratings. They also examined the generalizability of their models to new interview questions and 

found adequate test-retest reliabilities only for extraversion and conscientiousness. Yet, 

convergent and discriminant validity evidence generalized to new interviews. The models 

(trained based on interviewer ratings) also predicted academic outcomes similarly as self- and 

other-rated personality. 

Other studies used social media data as inputs to infer personality traits. Park et al. (2015) 

trained models to predict self-rated personality based on Facebook texts. In another sample, these 

models correlated with self-reports and informant reports, predicted incremental variance over 

other-reports, were stable over 6-month intervals, and correlated with external criteria (e.g., life 

satisfaction) to a similar degree as personality scales. Kosinski et al. (2013) used Facebook 

“likes” to successfully predict variables such as personality, intelligence, and political views. 

Two meta-analyses concluded that the convergence between AI predictions based on social 

media and self-reports ranged from .29 (agreeableness) to .40 (extraversion; Azucar et al., 2018) 

and was a bit higher for AI than for a manual (e.g., via recruiters) approach (Tay et al., 2020).  

Finally, Campion et al. (2016) reported one of the first AI studies based on selection data. 

AI scoring of accomplishment records correlated over .60 with human ratings and demonstrated 

comparable evidence of reliability and construct-related validity. Subgroup differences between 

Whites and minorities were low for both AI and human scores. Yet, substantial savings could be 

made via the AI approach. 
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Although these studies showcase the possibilities of AI, they are also limited due to their 

focus on the convergence between AI and human scoring and their lack of job-related criteria 

such as performance or turnover. In addition, the theoretical rationale for including various 

inputs in the predictive model is often scant. As an example of a more theory-driven approach, 

Sajjadiani et al. (2019) built models using application data (e.g., work experience, turnover 

history) and considered underlying mechanisms so that the model features were explainable to 

stakeholders (e.g., hiring managers, applicants). For instance, they categorized turnover reasons 

as reflecting either an “avoidance” (indicated by a history of leaving bad jobs) or an “approach” 

disposition (indicated by a history of approaching better jobs, see Elliot & Thrash, 2002). Work 

experience relevance and approaching better jobs predicted job performance and were negatively 

related to voluntary turnover, whereas leaving bad jobs negatively predicted performance and 

was positively linked to involuntary turnover. This study demonstrates the benefit of combining 

data-driven methods with theory-based derivation of possible pivotal features. 

Consider score banding. Banding involves grouping scores from selection procedures 

within given ranges and treating scores within a band as equivalent. Many uses of banding are 

based on a desire to avoid overinterpreting small differences (which may represent nothing but 

measurement error) or to simplify score reporting and use. Common examples include A-F 

grading in academic settings and the use of stanine scores that convert scores to a 0 to 9 metric. 

Banding received increased attention after it was proposed to increase diversity (e.g., Casio et al., 

1991). This form of banding relied on the standard error of measurement as the basis for defining 

bandwidth, such that scores not significantly different from the highest score are placed in the 

same band and viewed as interchangeable. Banding can increase diversity if additional minorities 

are included in the top band(s) of candidates from which selection occurs. 
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Sackett and Wilk (1994) identified three key features on which banding approaches 

differ. The first is whether there is minority preference within a band. If all applicants in a band 

are viewed as equivalent, an organizational goal of diversity might be made for giving minority 

preference within the band. The second is the basis for selection within a band, with options 

including selection on some additional predictor (e.g., experience, seniority) and random 

selection. The third is the use of fixed bands (where lower bands come into play only when the 

top band is exhausted) versus sliding bands (where the band is recalculated once the highest 

scorer in the band is selected). Research suggests that diversity benefits are largest with minority 

preference and sliding bands (Cascio et al., 1991; Murphy et al., 1995; Sackett & Roth, 1991).  

There has been much debate regarding logical, statistical, and philosophical issues 

surrounding banding (e.g., Campion et al., 2001; Schmidt, 1991; Zedeck et al., 1991). The 

legality of banding also is somewhat uncertain. Henle (2004) reviewed the legal status of 

banding and concluded there does not appear to be a clear consensus. Similarly, Barrett and 

Lueke (2004) found over 30 cases that mentioned banding. In some cases, banding was proposed 

as potential approach to addressing disparities, whereas in other cases the fairness of banding 

was challenged by nonminority or minority plaintiffs. However, use of banding with minority 

preference as a sole basis for selection within a band has not survived legal scrutiny (Henle, 

2004). Use of minority status as a “plus factor” along with other information has received 

support, but absent the dominant use of minority status as the basis for selection within a band, 

banding has little effect. Selection decisions within a band can be based on factors that do not 

show group differences, such as seniority, experience, or non-cognitive predictors (Campion et 

al., 2001). Yet, Laczo and Sackett (2004) showed that if one has an additional predictor with a 

small subgroup difference, it is more useful to include it as part of the selection system than to 
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save it for use as tool for selection within a band. In addition, variables such as seniority and 

experience tend to have weak criterion-related validity (e.g., Ng & Feldman, 2010; Van 

Iddekinge et al., 2019), so using such variables to select within a band could be suboptimal.   

In recent years, there has been very little new research on banding, nor has there been 

new legal or professional guidance regarding their use. Further, the most recent revision to the 

The Principles (2018) says very little about banding beyond that it generally will yield lower 

expected criterion outcomes and utility, but it may increase administrative ease, as well as 

diversity depending on how within-band selections are made (p. 32). A few studies have 

examined formulaic issues with creating bands (e.g., Bobko et al., 2005; Gasperson et al., 2013). 

Interestingly, there has been little or no field research that directly examines the extent to which 

banding affects the criterion-related validity of selection procedures. 

Key Directions for Future Research 

 Table 2 provides a list of future research directions in each area addressed in our review. 

In addition, we conclude by describing several areas we believe are in particular need of 

additional research attention.  

Bias and Opacity in AI 

The sections above documented the rapid growth of AI use in selection. Although there 

was often an impressive convergence between AI based algorithms and human raters, there are 

still challenges to tackle. Critically, more field-based research on the validity and adverse impact 

of AI based scores in actual selection settings is needed. Subgroup differences in the context of 

AI algorithms deserve particular attention (Oswald et al., 2020). Algorithmic bias can occur from 

(a) skewed input data (i.e., some groups are overrepresented), (b) human biases in the input data 

(hence, algorithms replicate the bias), (c) constraints in the algorithm (i.e., technical bias), and 
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(d) population changes after constructing the algorithm (i.e., emergent bias, Köchling & Wehner, 

2020; Sanchez-Monedero et al., 2020). Unfortunately, little is known about how AI vendors deal 

with these potential biases. Raghavan et al. (2020) concluded that most vendors remove model 

features that are correlated with protected attributes. Although the 4/5ths rule is typically used as 

benchmark for such “debiasing”, differential prediction should also be a core concern. Along 

these lines, Tay et al. (2022) developed an approach to test for differential functioning of the 

trained ML model between subgroups. More broadly, Landers and Behrend (2022) proposed to 

conduct psychological audits, which are impartially conducted evaluations of AI systems based 

on components such as input data, model design, interpretations by stakeholders and cultural 

context. 

Another challenge deals with the opacity (i.e., lack of transparency) associated with AI 

solutions. On one hand, AI opacity might result in selection procedures that are more difficult to 

“game” by applicants. On the other hand, opacity might result in a lack of trust and 

controllability on behalf of applicants as well as hiring managers (e.g., Li et al., 2021). Langer 

and König (2021) listed three reasons for the opacity of AI solutions (see also Burrell, 2016: 

Mahmud et al., 2022): (a) the system is too complex to explain, (b) technical stakeholder 

illiteracy, and (c) intentional decisions of developers to keep the system opaque. They also 

sketched the implications of opacity for five stakeholder groups (users, affected people, 

deployers, developers, and regulators; see also Langer & Landers, 2021) and provided several 

strategies (technical solutions, education and training, and regulation and guidelines) for 

reducing the “black box” associated with AI. We encourage more field studies that compare 

different decision-making modalities (e.g., AI, human, a combination, see Langer et al. 2020) 

and examine whether it makes sense to adjust design characteristics to “humanize” AI (Kaplan et 
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al., 2021; Landers & Marin, 2019; Roesler et al., 2021). Whereas such anthropomorphisms might 

increase trust, people might also expect AI to be AI (i.e., to be consistent instead of human). 

Selection Across Cultures 
 
 Another issue in need of additional research concerns cross-cultural issues in selection. 

Differences across countries and cultures in how selection systems are designed and evaluated 

come into play in various ways (Ryan & Tippins, 2009). First, the legal environment for 

selection varies widely across countries, with differing groups offered protection (Shen et al, 

2017). At the extreme, practices prohibited in some countries may be required in others. For 

example, setting quotas for racio-ethnic groups is prohibited in the U.S. but is required in South 

Africa (Myors et al., 2008). Thus, multinational firms need to attend to the legal requirements of 

each setting in which they operate. 

 Second, cultural values can affect the use of different selection procedures. Ryan et al. 

(1999) and Ryan et al. (2017) found considerable variability in selection practices across 

countries. For example, Ryan et al. (1999) found that although structured interviews are widely 

advocated in the U.S., resistance to them is substantial in some other countries. However, both 

studies reported a lack of success in predicting cross-cultural differences in selection using 

cultural values dimensions (e.g., performance orientation, uncertainty avoidance, cultural 

tightness). Thus, this remains an area for future research. 

 Third, whether research findings, such as evidence of criterion-related validity of 

different predictors, generalize across countries and cultures remains relatively unexplored. 

Examples of such evidence for subsets of countries can be found in meta-analyses of the 

relationship between cognitive ability test and job performance, with U.S.-specific evidence 

(e.g., Schmidt & Hunter, 1998) complemented by a meta-analysis in the European community 
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(Salgado et al., 2003) and another in Great Britain (Bertua et al., 2005). In this instance, similar 

findings were observed across settings. 

Fourth, firms attempting to use the same selection procedures across countries need to 

attend to issues of measurement equivalence. For instance, great care needs to be taken in 

translating test items from one language to another. Even in cases where language is common, 

test content can be specific to one country (e.g., using math problems involving U.S. currency). 

There are examples of developing measures for global use, rather than retrofitting a measure 

designed for use in a different setting, such as Schmit et al.’s (2000) global personality inventory. 

Selection for Gig and Telework Work 

The term “gig” comes from musicians who are paid a set fee to perform one show 

(Kolmar, 2022). Gig work refers to similar short-term arrangements between an employer and a 

contractor who is hired to serve one function (Ashford et al., 2018; Kolmar, 2002). Examples of 

gig work include freelance writing, rideshare drivers (e.g., Uber), grocery shopping for others, 

tutoring, and performing household tasks like cleaning someone’s home.  

Despite the increased prevalence of gig work, very little is known about selection for 

such jobs. Ashford et al. (2018) identified several ways in which gig work may differ from 

traditional work, including less stability and financial security, greater autonomy, less certain 

career paths, greater transience, and greater physical and relational separation. Given these 

differences, gig jobs may require additional or different KSAOs, such as resilience, 

independence, learning agility, and tolerance for ambiguity (Ashford et al., 2018). Furthermore, 

very little is known about how organizations select people for gig work. Because such jobs tend 

to involve lower-level and shorter-term work, perhaps organizations use less rigorous selection 

procedures. For example, some organizations may hire just about any applicant who meets basic 
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qualifications (e.g., at least 18 years of age, acceptable driving record, clean drug test). Another 

issue is how organizations perceive applicants for traditional jobs who also hold a gig job (i.e., 

multiple jobholders, Campion & Csillag, 2022). Gig workers are more likely to be racial 

minorities (particularly Hispanic and Black individuals), as well as from lower income levels 

(Pew Research Center, 2021). Thus, potential adverse impact or biases associated with 

demographic and other socioeconomic factors could affect selection decisions involving multiple 

job holding applicants.  

Telework also has increased in recent years, particularly in the wake of the COVID-19 

pandemic. As with gig work, remote work may include different tasks or challenges than onsite 

work. For example, working from home tends to involve more nonwork intrusions, distractions, 

and multitasking, particularly for female workers (Leroy et al., 2021). Therefore, remote work 

may require different KSAOs and, thus, different or additional selection procedures. Attributes 

including independence, attentional focus, and conscientiousness facets such as dutifulness, 

organization, and initiative, may be particularly important to success in telework jobs.  

Another key issue is how organizations assess the performance of gig and remote 

workers. In traditional work, there are already issues that supervisors often have limited 

opportunity to observe employees (MacLane et al., 2020). This seems to be exacerbated in gig 

and remote work. Because many employees plan to remain working remotely (Pew Research 

Center, 2022), these issues will continue to be relevant. 

Conclusion 

 The study of personnel selection is one of the great success stories of applied psychology, 

and over the past 75 years, Personnel Psychology has been one of the main outlets for this 

research. Collectively, this work has yielded tremendous insights about how organizations can 
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improve how they select employees and enhance their human capital resources. However, 

assessing job applicants is challenging, and decisions made based on that information have 

considerable stakes for organizations, applicants, and society. And although much progress has 

been made about how to make effective and fair selection decisions, vexing issues persist. 

Examples include how to simultaneously maximize workforce performance and diversity, how to 

best assess personality and other noncognitive constructs, and how to design structured selection 

procedures applicants and decision makers perceive as fair and reasonable to administer. In 

addition, new questions and challenges continue to emerge, such as the role of gamification and 

AI in the design and scoring of selection procedures. We hope the present review helped take 

stock of what we know and still need to know about this important topic. 
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Table 1 
 
Implications for Selection Research and Practice 
 
Evaluation factors Implications 
Criterion-related and content 
validity 

• Establishing validity, drawing from multiple available strategies, is a fundamental issue for all 
credible selection systems. 

Subgroup differences, adverse 
impact, and bias 

• The cognitive load of predictors is the main driver of racio-ethnic subgroup differences. 
• Predictive bias analyses should be conducted at the selection system level rather than at the 

individual procedure level. 
Applicant reactions • Applicants tend to react more positively to selection procedures that are more “sample like” (e.g., 

interviews, work samples) than procedures that are more “sign like” (e.g., cognitive ability tests, 
integrity tests). 

• Reactions can affect factors such as selection test performance and organization attraction, but 
they do not tend to affect criterion-related validity or subgroup differences. 

Cost and time • Use pareto optimization methods to assess potential tradeoffs among criterion-related validity, 
adverse impact, and costs. 

• Initial research suggests that the time applicants spend completing selection procedures does not 
influence factors such as withdrawal from the process. 

Effects on unit- and firm-level 
outcomes 

• Initial research suggests that selection practices are more strongly related to unit-level than to 
firm-level outcomes. 

• To examine the effects of selection on unit- or firm-level outcomes, use more specific measures 
of selection practices (e.g., actual test scores) than more general measures such as practice use or 
selection ratios. 

Developmental decisions  
Use multiple selection 
procedures 

• The construct(s) each selection procedure assesses is key to changes in criterion-related validity 
and subgroup differences resulting from additional procedures. 

• When predicting overall job performance, adding more job relevant predictors tends to reduce 
predictive bias. 

Add structure • A moderately high level of structure may balance goals related to criterion-related validity, legal 
defensibility, and applicant reactions. 

• Algorithmic integration of selection information produces better criterion-related validity than 
judgmental integration. 
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Contextualize procedure 
content 

• Placing personality test items in a work context tends to improve criterion-related validity but 
does not reduce subgroup differences or enhance applicant reactions. 

• Contextual information does not appear to exert a strong influence on the criterion-related validity 
of SJTs. 

Minimize cognitive load • The distinction between construct relevant versus irrelevant cognitive load appears important. 
• Method factors such as stimulus (textual vs. video presentation) and response formats (open vs. 

close ended responses) can affect cognitive load. 
Review procedure content • Have SMEs review the content of selection procedures to identify potentially problematic items, 

such as those that include offensive or unfamiliar language. 
• Item review panels should be diverse to balance potential differences in perceptions of item 

sensitivity. 
• Consider assessing differential item functioning (DIF), particularly the magnitude of the effects at 

the level at which the scores will be used to make selection decisions. 
Limit opportunities to fake • Although prevalence of faking varies based on factors such as the selection procedure and 

sample, faking is a concern because it can negatively affect validity and influence selection 
decisions 

• The most effective methods to deter and detect faking appear to be certain types of forced-choice 
measures. Requiring applicants to elaborate the basis for their responses and “warning and retest” 
approaches also appear promising. 

Gamify selection procedures • Gamification tends to enhance applicant reactions to selection procedures. 
• Initial research suggests that gamification does not increase criterion-related validity and may 

decrease it and/or other sources of validity evidence by altering the constructs assessed. 
• Initial research suggests gamification does not affect racio-ethnic differences, but it can produce 

sex differences that favor males. 
Administration decisions  
Pre-test explanations, practice 
tests, and coaching 

• Pre-test explanations do not tend to affect applicant reactions. 
• Initial research suggests that providing practice tests can increase application rates and improve 

scores on the actual tests, particularly for racio-ethnic minorities. 
• Coaching programs tend to increase applicants’ performance on selection procedures (although 

increases can be small) and do not appear to negative impact criterion-related validity and may 
even enhance it. 

Revealing target KSAOs • Revealing the target KSAOs tends to improve applicant reactions and performance on selection 
procedures. 
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• Effects of transparency on criterion-related validity are still unclear. Some evidence suggests 
revealing the KSAOs can affect which constructs are activated, which, in turn, can affect 
prediction of different criteria. 

Retesting • Applicants tend to improve upon retesting, particularly for selection procedures that are more 
novel, less g-loaded, performance-based, and more fakeable. 

• Score improvements tend to be larger for high-ability, White, female, and younger applicants. 
• Retest scores tend to be more reliable and demonstrate stronger criterion-related validity. 

However, because the scores of one-time applicants may be more valid, allowing retesting could 
lower validity overall. 

Scoring decisions  
Predictor and criterion 
weighting 

• Choose a weighting approach consistent with valued objectives (e.g., validity maximization vs. 
administrative ease vs. balancing validity and diversity). 

• Consider the relative importance of the criterion to be predicted, which, in turn, can affect how 
much weight each selection procedure should be given. 

Artificial intelligence • AI-scoring of selection procedures tends to converge to a moderate to large degree with self- and 
other-reports. 

• Although AI-based scores can predict relevant criteria, data on job-related criteria are lacking. 
• Preliminary evidence suggests that AI-scoring is associated with similar subgroup differences as 

human scoring. 
Score banding • Although minority preference within bands is the most effective way to increase diversity, the 

courts have not upheld its sole use as a basis for selection. 
• It is possible to use variables that have small subgroup differences to make within-band selection 

decisions. However, using such variables earlier in the process as traditional predictors tends to 
be more effective. 
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Table 2 

Directions for Future Selection Research 

Factors on which selection procedures are evaluated 
• Can we continue to improve validity estimation methods (e.g., via increased insight into appropriate range 

restriction and reliability corrections)? 
• Can we increase the evidence base for new or understudied predictors (e.g., game-based assessments, technology-

enhance assessments and subgroups (e.g., White-Black subgroup differences have been examined for a much 
broader range of predictors than have White-Hispanic differences)? 

• What are the tradeoffs between selection procedure length and other evaluation factors such as selection process 
withdrawal and criterion-related validity? 

• What are the effects of selection procedure scores (rather than mere use of validated procedures) on collective 
outcomes such as unit performance and retention? 

 
Developmental decisions 

• What are the tradeoffs between synchronous and asynchronous video interviews? 
• What are the effects of providing contextual information on selection procedures? 
• Can we further clarify how method factors affect the extent to which selection procedures capture cognitive ability 

and other (un)intended constructs? 
• How can organizations best conduct and improve sensitivity reviews?  
• Are there prospects for identifying item features linked to DIF? 
• Can we build on recent insights into preventing (e.g., via forced-choice methods) and detecting (e.g., via real-time 

warnings) faking? 
• What are the tradeoffs of using game-based selection procedures in terms of validity, subgroup differences, 

applicant reactions, and cost? 
• What design factors exert the most influence on selection procedure evaluation criteria? 
 

Administration decisions 
• How do different forms of applicant preparation affect evaluation criteria such as validity and subgroup differences? 
• Under what conditions does revealing KSAOs affect criterion-related validity? 
• What are the long-term effects of retesting on evaluation criteria such as validity and subgroup differences? 
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Scoring decisions 
• What is the criterion-related validity of AI-based scores compared to traditional scores? 
• To what extent does AI-based scoring produce subgroup differences and what underlies those differences? 
• Does AI-based scoring result in differential prediction? 
• How do various stakeholders (e.g., applicants, hiring managers) perceive AI-based selection procedures? 
• Does anthropomorphizing selection procedures improve the applicant experience? 
• To what extent do organizations use banding and how are they doing it? 
• What are the effects of banding on criterion-related validity? 
• How do organizations select gig workers?  
• What KSAOs are important for gig and remote work? 
• Is the selection process of gig workers prone to biases? 

 

 

 

 


	Personnel selection: A review of ways to maximize validity, diversity, and the applicant experience
	Citation

	PP review R1 final

