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Joint Optimization of Resource Provisioning
in Cloud Computing

Jonathan Chase and Dusit Niyato,Member, IEEE

Abstract—Cloud computing exploits virtualization to provision resources efficiently. Increasingly, Virtual Machines (VMs) have high

bandwidth requirements; however, previous research does not fully address the challenge of both VM and bandwidth provisioning.

To efficiently provision resources, a joint approach that combines VMs and bandwidth allocation is required. Furthermore, in

practice, demand is uncertain. Service providers allow the reservation of resources. However, due to the dangers of over- and

under-provisioning, we employ stochastic programming to account for this risk. To improve the efficiency of the stochastic optimization,

we reduce the problem spacewith a scenario tree reduction algorithm, that significantly increases tractability, whilst remaining a good

heuristic. Further we perform a sensitivity analysis that finds the tolerance of our solution to parameter changes. Based on historical

demand data, we use a deterministic equivalent formulation to find that our solution is optimal and responds well to changes in parameter

values.We also show that sensitivity analysis of prices can be useful for both users and providers in maximizing cost efficiency.

Index Terms—Cloud computing, scenario tree reduction, sensitivity analysis, software defined networking, stochastic optimization

Ç

1 INTRODUCTION

IN recent years, cloud computing has increased dramati-
cally in popularity. The Infrastructure-as-a-Service (IaaS)

paradigm allows a great deal of scalability, but resources
must be used efficiently. Virtual Machines (VMs) can be
provisioned to meet a users’ demand. Services such as Ama-
zon’s EC2 [1] allow the advance reservation of VMs, which
can be utilized at a lower price than the alternative on-
demand instances. This introduces the risk of oversubscrip-
tion or undersubscription, so uncertain demand must be
considered when provisioning VMs. Stochastic program-
ming [2] takes into account the uncertainty of future
demand and chooses an optimal reservation amount.

Increasingly, VMs placed in the cloud require a large
amount of bandwidth. The popular Video-on-Demand
(VoD) service, Netflix [3], uses Amazon cloud services, and
requires significant bandwidth between itself and users as a
fundamental resource of its service. Guaranteeing band-
width availability is very important, but has received inade-
quate attention in research. A combined approach to
provision both VMs and bandwidth is necessary to guaran-
tee performance and minimize cost. Software Defined Net-
working (SDN) [4] has emerged as a practical solution for
guaranteeing bandwidth both within data centers and
across the Internet. SDN decouples the routing of data from
network control, allowing for virtual networks with custom-
ized bandwidth flow, that exceeds the abilities of previous
techniques. There is great potential for network providers

to extend their service provision to offer bandwidth guaran-
tees in an end-to-end fashion, as cloud providers such as
Google are already doing for their ownWANs [5].

In this paper we take advantage of SDN and VM technol-
ogy to present a joint optimization of VM and bandwidth
allocation in a cloud computing environment that handles
both demand and price uncertainty. Our contributions can
be summarized as follows:

� We devise a stochastic optimization to jointly reserve
VMs and bandwidth across multiple time stages in a
multi-user, multi-provider cloud environment, with
both VM and bandwidth demand and price uncer-
tainty. We demonstrate its optimality by formulating
a deterministic equivalent problem and testing it on
real historical demand data. Our formulation is able
to obtain the optimal solution even when the proba-
bility distribution changes.

� The stochastic optimization is made more scalable by
the use of scenario tree reduction techniques. This
reduces the size of theproblemspace significantlywhilst
maintaining a close semantic match to the full problem,
and yields solutions that are close to the optimum.

� We perform a sensitivity analysis, analytically deter-
mining the tolerance of the optimal solution to
parameter changes. We reveal that it is important to
consider routing of bandwidth, as changes in cost can
result in rerouted traffic. We find sensitivity analysis
is useful not only for users analyzing their decisions,
but also for providers in setting optimal prices.

In this type of cloud environment, clients use a broker to
provision virtual machines from cloud providers. Cloud
providers deploy VMs using a hypervisor to manage instan-
ces. For example, Amazon’s EC2 service uses a hypervisor
based on Xen’s [6] paravirtualization approach. SDN can
be used to provide a virtual data center network, or Virtual
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Private Cloud (VPC), to allow communication between
instances. The OpenFlow protocol [7] is a popular
‘Southbound’ API for passing routing instructions to Open-
Flow-enabled switches and routers. OpenFlow allows an
SDN controller to provide software-based virtual networks
that can guarantee Service Level Agreements (SLAs). Cloud
provider-based VPCs can be joined across data centers to
form an SDN-based WAN. Google’s Andromeda [5] service
already exploits OpenFlow for this purpose. Clients can
then connect to their VPCs via VPN and make them an
extension of their own networks. However, network pro-
viders currently lag behind Over-The-Top (OTT) service
providers in supporting SDN. We therefore envision an
SDN-based VPN that offers bandwidth provisioning
through a similar model to VM provisioning, extending the
SDN-based WAN concept to include the client. In this way,
network providers can offer customisable bandwidth provi-
sioning, by allowing clients to provision bandwidth along a
specified network path. This provisioning of both VMs and
bandwidth allows the optimization of cost, whilst guaran-
teeing performance. We assume that there is no inter-VM
bandwidth requirement, as placing VMs efficiently to work
together is beyond the scope of this paper. However, this
would be a suitable direction for future work, where a web
service may be comprised of multiple component VMs.

The rest of the paper is organised as follows. Section 2
describes the related work. Section 3 introduces the
cloud environment and system model. Section 4 outlines
the detailed stochastic problem formulation. Section 5
lays out the scenario tree reduction algorithms. Section 6
presents the sensitivity analysis formulation and method.
Section 7 contains an example scenario with correspond-
ing numerical results to compare with the previously
introduced techniques.

2 RELATED WORK

Resource provisioning in cloud computing can be
broadly divided into two categories: virtual machine
allocation, and bandwidth allocation. There has been
extensive work in this area, each of which approaches
the problem from a different angle.

[8] and [9] aim to automate VM provisioning to handle
applications with QoS requirements so that the provisioning

of resources is decoupled from the placement of VMs by

exploiting hypervisor live migration. [10] also takes a

dynamic approach to VM allocation, performing migration

and consolidation. Interestingly, it uses historical demand

data to predict demand so that VM provisioning can be

adapted accordingly. Centralized optimization-based solu-

tions are often NP-hard and [11], which focuses on energy
efficiency, adopts a heuristic algorithm to approximate the

inefficient optimal solution.
However, whilst these solutions can dynamically man-

age VM allocation, they do not address the bandwidth
requirements that are increasingly part of VM applica-
tions. [12] addresses the problem of placing VMs with high
bandwidth requirements. It simplifies the complexity of
bandwidth allocation by analyzing bandwidth usage in
relation to a single terminus. The optimization problem con-
siders bandwidth as a constraint, but does not address

routing of bandwidth, and is therefore too simplistic. Live
migration is an important ability for balancing load on a net-
work, and [13], [14], and [15] account for bandwidth costs
during the migration. A cost function is formulated for the
bandwidth of migration whilst maintaining QoS. [16] places
VMs while giving bandwidth high priority, by placing VMs
with a high degree of inter-communication in close proxim-
ity, limiting congestion and improving scalability. This con-
solidation can also be employed at the inter-data center
level. [17] aims to optimize VM placement at both levels.
Bandwidth is accounted for by placing VMs first at data
centers to limit the communication cost and latency
between data centers, whilst intra-data center placement is
similar to [16]. Data center networks are more regularly
structured than the Internet, which allows for greater effi-
ciencies when allocating bandwidth. However, the technol-
ogy used to guarantee data center bandwidth can also be
employed in WANs. [18] uses a mixed integer optimization
problem to allocate VMs on an inter-data center basis, fac-
toring in the bandwidth requirements of VMs and aiming
to maximize bandwidth availability and minimize latency.

Bandwidth guarantees throughout the network are
increasingly important in cloud applications. [19] satisfies
bandwidth requirements between multiple users on a data
center network within a certain probability. The authors
propose a virtualized cluster, such as SecondNet [20], that
can provide bandwidth guarantees combined with VM allo-
cation. [21] extends this to hetereogeneous bandwidth
demands. [22] formulates an MILP to jointly place VMs and
route bandwidth, with power efficiency as the main prior-
ity. Demand uncertainty is not considered, but the approach
to joint allocation can be considered for the inter-data center
level as well, as it is in [23].

The works outlined above consider problems with pre-
dictable demand, but in reality, demand is uncertain. [24]
uses fuzzy logic to allocate VMs together with an iterative
bandwidth allocation algorithm. This handles uncertainty
by remaining dynamically flexible to changing demand. In
contrast, [25] takes a two-phase planning approach to antici-
pate demand uncertainty through resource reservation. The
first phase uses past usage data to estimate future reserva-
tion. The second phase aims to predict exact demand to opti-
mally configure the usage of VMs, accounting for a potential
delay in provisioning on-demand resources. [26] extends
this to optimal VM reservation between cloud providers
across multiple time periods, and also considers price uncer-
tainty. The paper does not consider bandwidth allocation,
however. [27] prioritises bandwidth-aware consolidation of
VMs with a probability of meeting their SLAs. Bandwidth
demand is a random variable per VM, which is a similar
model of bandwidth demand to the one we employ
here. [28] allows advance bandwidth reservation for users
connecting to cloud data centers. Allocation is in two phases,
first respondingminimally to dynamically arriving requests,
and second allocating additional bandwidth as required.
Either bandwidth or transmission time can be priori-
tised. [29] proposes a bandwidth pricing scheme for VoD
services that chooses pricing based on demand that opti-
mizes bandwidth allocation despite selfish users. [30] com-
bines VM allocation across multiple cloud providers and
bandwidth allocation over the Internet. This paper allows for
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uncertainty of VM demand by formulating a stochastic opti-
mization, similar to the VM allocation method used in [26].
The combined method is shown to be superior to separate
solutions. Flexible, custom virtualized networks afforded by
SDN [4] make this possible. SDN decouples network control
from data routing, and allows network providers to guaran-
tee custom bandwidth provisions.

3 SYSTEM MODEL

The cloud computing environment under consideration,
with an example allocation scenario of a user streaming
video, is illustrated in Fig. 1. Cloud providers host data cen-
ters, providing cloud services under the IaaS paradigm. Cli-
ents may provision VMs from providers, choosing an
appropriate VM specification according to their needs. Pro-
viders may locate their data centers in different geographic
locations, requiring communications between client and

provider to go via Internet links. This traffic is transferred
through routers provided by network service providers. By
implementing SDN-enabled networking, bandwidth can be
provisioned according to each client’s demand. Clients pro-
vide VM demand requirements to an SDN controller, which
places VMs with providers and provisions router band-
width accordingly. Network routers are connected in clus-
ters according to geographic location, with clusters
connected by higher capacity gateway routers. The SDN
controller must provision VMs and bandwidth in combina-
tion to optimize costs, by trading off VM savings against
bandwidth costs incurred by geographic distance.

In order to save costs in the long term, both VM and net-
work providers offer reservation options. Resources can be
reserved in advance, and then utilized at a reduced rate.
VM demand, and costs, may be uncertain in advance, as
well as each VM’s bandwidth requirements, and bandwidth
costs of each router, during use. Well chosen reservation
quantities and placement can provide significant cost sav-
ings over time. However, as well as meeting demand, the
provisioning amounts of each resource must remain within
the capacity constraints of each resource provider.

We now provide elaboration on key features of the system
model.Majormathematical notations are listed in Table 1.

3.1 Provisioning Scheme

Resources are provisioned from both cloud providers and
network providers under one of two provisioning plans.
The first is reservation, allowing clients to guarantee
resource availability in advance for an extended period (e.g.
3 months, 1 year). At the time of use, resources may be uti-
lized under the reservation plan, or provisioned under the
alternative, on-demand, plan at a costlier rate. Since the
duration of a reservation plan is relatively long, we divide
time into a set of provisioning stages of shorter duration (e.g.

Fig. 1. Layout of network with regions, cloud providers, and clients
(users) labeled.

TABLE 1
List of Key Notations

Symbol Definition

U Set of all users, while u 2 U denotes the user index
P Set of all cloud providers, while p 2 P denotes the provider index
V Set of all VM classes, while Vi 2 fV1; V2; . . . ; Vlastg denotes the VM class index
R Set of all network routers, whileR ¼ f1; . . . ; Rg denotes the router index
T Set of all provisioning stages while t 2 T denotes the time stage index
L Set of reservation contracts for bandwidth, while L1 2 fL1; L2; . . . ; Llastg denotes the contract index
K Set of reservation contracts for VMs, whileK1 2 fK1;K2; . . . ;Klastg denotes the contract index
tðhÞp ; tðsÞp ; tðnÞp

Capacity of cloud providers for processing, storage, and internal network bandwidth

tr Bandwidth capacity of routers

d
ðhÞ
i ; d

ðsÞ
i ; d

ðnÞ
i

Resource demands of VM classes for processing, storage, internal network bandwidth

d
ðbÞ
i

Resource demands of VM classes for Internet bandwidth

viutðvÞ Number of VMs required under scenario v

c
ðRÞ
ipk ; c

ðRÞ
rl

Fixed first stage costs for VMs and network bandwidth

c
ðreÞ
ipktðvÞ; c

ðuÞ
ipktðvÞ; c

ðoÞ
ipktðvÞ VM costs for reservation, utilization, and on-demand under all stages and scenarios

c
ðreÞ
rlt ðvÞ; c

ðuÞ
rlt ðvÞ; c

ðoÞ
rlt ðvÞ Bandwidth costs for reservation, utilization, and on-demand under all stages and scenarios

c
ðsÞ
ipktðvÞ; c

ðbÞ
ipktðvÞ Storage and outbound bandwidth additional costs for VM provisioning

X
ðRÞ
rul ; Y

ðRÞ
ipk

Deterministic first stage decision variables for bandwidth and VM reservation

X
ðreÞ
rultðvÞ; X

ðuÞ
rultðvÞ; X

ðoÞ
rultðvÞ Decision variables for bandwidth reservation, utilization and on-demand allocation

Y
ðreÞ
uipktðvÞ; Y

ðuÞ
uipktðvÞ; Y

ðoÞ
uipktðvÞ Decision variables for VM reservation, utilization and on-demand allocation

V Set of all scenarios, while v 2 V denotes the scenario index
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1 hour, 1 day). User demand and on-demand costs are uncer-
tain ahead of time, meaning that each provisioning stage
involves a combination of utilizing reserved resources, and
provisioning on-demand resources. A provisioning stage is
therefore divided into three phases. The first phase allows
the initiation of additional reservation plans if necessary—
for example, if a previous plan needs renewing. The second
phase takes the realized demand and utilizes as much of the
available reserved resources as required. In the event that
this is insufficient, the third, on-demand, phase provisions
resources under the on-demand plan to fulfill the shortfall.

3.2 Reservation Contracts

Reservation plans are offered to clients in the form of reser-
vation contracts. For example, a cloud provider may offer a
3-month or 6-month contract, where resources are reserved
for either 3 or 6 months, respectively. A contract may be
started at any point where sufficient time stages remain to
complete the duration of the contract. The set of stages at
which a contract can be provisioned is therefore denoted by
T k, defined as follows:

T k ¼ f1; . . . ; jT j � jkj þ 1g; (1)

for cloud providers, and T l for network providers. Resour-
ces reserved under a contract may be utilized at any of the
subsequent time stages within the duration of the contract.
The resources available for utilization in time stage t, are
therefore all resources reserved in previous time stages
whose contracts have not yet expired. Mkt, defined as fol-
lows:

Mkt ¼ fmaxð1; t� jkj þ 1Þ; . . . ;minðt; jT j � jkj þ 1Þg; (2)

is given as the set of time stages prior to t in which contract
k could have been reserved, such that it is available for
utilization in time stage t. Mlt denotes the equivalent term
for bandwidth contract. Similarly, we give N tk, defined as
follows:

N tk ¼ ft; . . . ;minðjT j; tþ jkj � 1Þg: (3)

as the set of time stages covered by contract k, if it was
reserved in time stage t. We define N tl equivalently for
bandwidth contracts.

3.3 Uncertainty of Parameters

If all parameters are known exactly in advance, the solution
is a simple deterministic optimization, with no need for an
on-demand phase. In this system model, we consider the
uncertainty of three parameters. The number of VMs of
each class required by each client is unknown in advance.
Each VM class has a combination of VM type and band-
width requirement, and to provide per-VM bandwidth
uncertainty, we allow for VM classes with identical resource
requirements, but with differing external bandwidth
requirements. Thus the bandwidth requirements from each
provider is dependent on the number and bandwidth
requirements of VMs assigned to a cloud provider, making
the placement of bandwidth demands unknown in advance.
Additionally, and independently, the costs of both VMs and
bandwidth are also uncertain in advance, with an exception

given for reservation costs in the first time stage, which are
assumed to be known. It is assumed that the possible values
and probability distributions of the uncertain parameters
are known. To solve the problem with these uncertain fac-
tors, we formulate a stochastic integer programming prob-
lem, which considers a set of scenarios, which encompass
the parameters listed. The set of all scenarios in every provi-
sioning stage is denoted by V; with Vt denoting the set of
all scenarios in provisioning stage t. Thus V is given by

V ¼
Y
t2T

Vi ¼ V1 �V2 � � � � �VjT j: (4)

Once a scenario is known, it is called a realization. Each
realization is a composite of the possible time stage
demands and is defined as v ¼ ðv1; . . . ;vjT jÞ 2 V. Each real-
ization can be considered as a tuple, containing the set of
VM demands for each client and the cost realization.

3.4 Provisioning Costs

Reserving VMs and bandwidth incurs three different cost
types—one for each of the three provisioning phases. The res-
ervation, utilization and on-demand costs may all be varied
by the cloud providers, with only reservation in the first pro-
visioning stage remaining fixed. The purpose of the optimiza-
tion is to minimize the client’s costs despite the uncertain
demand and prices. First stage reservation costs are fixed, as
they are assumed to be known. All subsequent pricing may
varywith uncertainty. In addition to VMand bandwidth pro-
visioning costs, cloud providers, such as Amazon [1], also
charge for outbound bandwidth and storage, for certain VM
types. We model this with additional cost weighting for VMs
provisioned in the utilization and on-demand phases.

4 PROBLEM FORMULATION

4.1 Stochastic Optimization Formulation

To solve the problem, we present a stochastic programming
optimization with multi-stage recourse. The recourse action
provisions utilization and on-demand resources in the
multiple provisioning stages. The problem formulation is as
follows:

min
X
ðRÞ
rl

;Y
ðRÞ
ipk

X
r2R

X
p2P

X
u2U

X
Vi2V

X
k2K

X
l2L

�
c
ðRÞ
rl X

ðRÞ
rul þ c

ðRÞ
ipk Y

ðRÞ
uipk

þ EV½QðXðRÞ
rul ; Y

ðRÞ
uipk;vÞ�

�
;

(5)

Y
ðRÞ
uipk 2 N0; 8u 2 U; 8Vi 2 V; 8p 2 P; 8k 2 K; (6)

X
ðRÞ
rul � 0; 8r 2 R; 8u 2 U; 8l 2 L: (7)

The objective function given in (5) minimizes the total
cost of resource provisioning by minimizing the cost of res-
ervation in the first stage, and the expected cost from provi-
sioning in the remaining stages. (6) ensures the VM
reservation is an integer, whilst (7) ensures the bandwidth
reservation is non-negative. The expected cost from provi-
sioning under the uncertainty set V is given by

EV½QðXðRÞ
rul ; Y

ðRÞ
uipk;vÞ�, where QðXðRÞ

rul ; Y
ðRÞ
uipk;vÞ minimizes the

provisioning cost given scenario v.
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Q
�
X

ðRÞ
rul ; Y

ðRÞ
uipk;v

�

¼ min
X
r2R

X
u2U

X
l2L

X
t2T l

c
ðreÞ
rlt ðvÞX

ðreÞ
rultðvÞ

þ
X
u2U

X
Vi2V

X
p2P

X
k2K

X
t2T k

c
ðreÞ
ipktðvÞY

ðreÞ
uipktðvÞ

þ
X
r2R

X
u2U

X
l2L

X
t2T

�
c
ðuÞ
rlt ðvÞX

ðuÞ
rultðvÞ

þ c
ðoÞ
rlt ðvÞX

ðoÞ
rultðvÞ

�

þ
X
u2U

X
Vi2V

X
p2P

X
k2K

X
t2T

�
ðcðuÞipktðvÞ

þ c
ðsÞ
ipktðvÞd

ðsÞ
i þ c

ðbÞ
ipktðvÞd

ðbÞ
i ÞY ðuÞ

uipktðvÞ

þ ðcðoÞipktðvÞ þ c
ðsÞ
ipktðvÞd

ðsÞ
i

þ c
ðbÞ
ipktðvÞd

ðbÞ
i ÞY ðoÞ

uipktðvÞ
�
:

(8)

The cost function (8) minimizes the cost under uncer-
tainty scenario v using six decision variables. These varia-
bles represent the bandwidth and VM allocations for each
provisioning phase. The total provisioning cost is summed
across all routers, providers, contracts, clients, and time
stages—weighted by the corresponding provisioning costs.
This cost function, together with (5), form the objective for
our stochastic formulation. This formulation is subject to a
set of constraints.

Y
ðuÞ
uipktðvÞ �

X
t̂2Mkt

Y
ðreÞ
uipkt̂

ðvÞ;

8u 2 U; 8Vi 2 V; 8p 2 P; 8k 2 K; 8t 2 T ;

(9)

X
ðuÞ
rultðvÞ �

X
t̂2Mlt

X
ðreÞ
rult̂

ðvÞ; 8u 2 U; 8r 2 R; 8l 2 L; 8t 2 T : (10)

(9) and (10) ensure that the VMs and bandwidth provi-
sioned in the utilization phase do not exceed the available
reserved resources, as only pre-reserved resources are enti-
tled to the cheaper utilization rate. If a reserved contract’s
duration does not cover a given time stage, no resources from
that contract can be utilized—a new reservation is required,

X
ðRÞ
rul ¼ X

ðreÞ
rul�t

ðvÞ; �t ¼ 1; 8u 2 U; 8r 2 R; 8l 2 L; (11)

Y
ðRÞ
uipk ¼ Y

ðreÞ
uipk�t

ðvÞ; �t ¼ 1; 8u 2 U; 8Vi 2 V;8p 2 P; 8k 2 K: (12)

(11) and (12) ensures that any reservationsmade in the first
stage are exempt from price uncertainty, as the reservation
decision is identical across all scenarios in the first time stage,

X
u2U

X
l2L

�
X

ðuÞ
rultðvÞ þX

ðoÞ
rultðvÞ

�
� tr; 8r 2 R; 8t 2 T ; (13)

X
Vi2V

d
ðhÞ
i

�X
u2U

X
k2K

ðY ðuÞ
uipktðvÞ þ Y

ðoÞ
uipktðvÞÞ

�
� tðhÞp ;

8p 2 P; 8t 2 T ;

(14)

X
Vi2V

d
ðsÞ
i

�X
u2U

X
k2K

ðY ðuÞ
uipktðvÞ þ Y

ðoÞ
uipktðvÞÞ

�
� tðsÞp ;

8p 2 P; 8t 2 T ;

(15)

X
Vi2V

d
ðnÞ
i

�X
u2U

X
k2K

ðY ðuÞ
uipktðvÞ þ Y

ðoÞ
uipktðvÞÞ

�
� tðnÞp ;

8p 2 P; 8t 2 T :

(16)

(13)-(16) ensure that the VMs and bandwidth that are
used by the client do not exceed the resource capacities of
the cloud providers and routers from which they are provi-
sioned. The total quantities of each resource used should
not exceed the capacity of each provider for that resource,

X
p2P

X
k2K

�
Y

ðuÞ
uipktðvÞ þ Y

ðoÞ
uipktðvÞ

�
� viutðvÞ;

8Vi 2 V; 8u 2 U; 8t 2 T :

(17)

(17) requires that the utilization and on-demand provi-
sioning of VMs from each class across all cloud providers is
sufficient to meet the realized demand for that class of VM,
for each client, in each time stage. This demand is summed
across all providers, allowing the placing of VMs with cloud
providers such that both VM and bandwidth costs are opti-
mized jointly,

Y
ðreÞ
uipktðvÞ 2 N0; 8u 2 U;8Vi 2 V;8p 2 P;8k 2 K;8t 2 T k; (18)

Y
ðuÞ
uipktðvÞ; Y

ðoÞ
uipktðvÞ 2 N0;

8u 2 U; 8Vi 2 V; 8p 2 P; 8k 2 K; 8t 2 T ;
(19)

X
ðreÞ
rultðvÞ � 0; 8r 2 R; 8u 2 U; 8l 2 L; 8t 2 T l; (20)

X
ðuÞ
rultðvÞ; X

ðoÞ
rultðvÞ � 0; 8r 2 R; 8u 2 U; 8l 2 L; 8t 2 T : (21)

(18) and (19) ensure that the number of VMs provisioned
in each phase is a non-negative integer. Similarly, (20) and
(21) require that all router bandwidth provisioning is non-
negative. Treating VMs as atomic means that our problem
is mixed integer, and therefore more complex to solve. It is
possible to consider VM provisioning as a percentage of
time used rather than as an atomic unit, thus we could rea-
sonably convert a mixed integer problem into a linear pro-
gram. As long as VM demand is an integer, we find that the
result in this case remains the same. This relaxation
becomes important when performing sensitivity analysis,
covered in Section 6.

As well as meeting VM demand, it is essential that band-
width demand is also met for a joint solution to work cor-
rectly. This means that as well as sufficient bandwidth
being allocated to the routers adjacent to the cloud
providers’ data centers, the allocation must be preserved
consistently across the network back to the client. We con-
sider the networks as a graph, G ¼ ðR; EÞ, where each ver-
tex is a router in R, and each edge in E is a link. We assume
that provisioned upload and download bandwidth is sym-
metric. In general, traffic is considered to flow ‘out’ from
cloud providers and ‘in’ to clients. All routers have both ‘in’
and ‘out’ links. This network labelling is illustrated in Fig. 1,
where example nodes and edges are labelled accordingly.
The flow constraints are defined as follows:
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X
e2Eoutr

X
l2L

feultðvÞ �
X
e2Einr

X
l2L

feultðvÞ ¼ 0;

8r 2 R; 8u 2 U; 8t 2 T ;

(22)

X
e2Eoutr

X
l2L

feultðvÞ �
X
l2L

�
X

ðuÞ
rultðvÞ þX

ðoÞ
rultðvÞ

�
¼ 0;

8r 2 R; 8u 2 U; 8t 2 T ;

(23)

X
e2Eoutp

X
l2L

feultðvÞ �
X
Vi2V

X
k2K

d
ðbÞ
i

�
Y

ðuÞ
uipktðvÞ þ Y

ðoÞ
uipktðvÞ

�
;

8p 2 P; 8u 2 U; 8t 2 T ;

(24)

X
e2Einu

X
l2L

feultðvÞ �
X
p2P

� X
e2Eoutp

X
l2L

feultðvÞ
�
;

8u 2 U; 8t 2 T :

(25)

� (22) is a flow conservation constraint. The variable
feultðvÞ denotes the amount of network flow provi-
sioned on edge e, for client u, under contract l, at

time t. The set Eout
r contains the edges that connect

directly to router r in the outward direction. Simi-

larly, Ein
r denotes the set of edges that connect

directly to router r in the inward direction. Thus we
ensure that the sum of all traffic flowing into a router
is equal to the sum of all traffic leaving the router—
no bandwidth use is gained or lost between cloud
provider and client throughout the network.

� (23) relates the flow variables defined on edges, to
the bandwidth allocated to routers. Bandwidth is
obtained from routers in the network. Consequently,
this constraint ensures that the traffic flowing
through the router is equal to the total bandwidth
allocated to the router in a given time stage.

� (24) ensures that the bandwidth requirements of all
VMs on all cloud providers are satisfied by the edges
that connect directly to those cloud providers
(denoted by the set Eout

p ). The total bandwidth demand
on each cloud provider in scenario v is the sum of the
individual bandwidth requirements of each of the
VMs provisioned from that cloud provider.

� (25) serves a similar purpose to (23), guaranteeing
that the bandwidth requirements of all VMs

associated with client u are satisfied by the edges
that connect directly to the client, denoted by the set

Ein
u . Together with (22), this ensures that sufficient

bandwidth is provisioned throughout the network,
in a routing solution that is as cost effective as possi-
ble. This constraint offers a guarantee that the same
amount of traffic that leaves a cloud provider reaches
the client that it was intended for. Thus, demand is
met and routing is optimized.

4.2 Deterministic Equivalent Formulation

If a stochastic program has finite support, the set of different
uncertainty scenarios can be enumerated. By formulating
the scenarios as another set in the domain, and their proba-
bilities as weights for the cost coefficients in the objective
function, we can formulate an equivalent deterministic opti-
mization problem that can be solved using established
methods. This is useful as the program can be solved as a
mixed integer or linear program. However, even for a small
number of demand scenarios, the size of the problem space
can grow rapidly. Thus, the tractability of this method
needs to be enhanced. Therefore, the virtue of Scenario Tree
Reduction becomes apparent, in making a reasonable trade-
off between optimality and complexity. In the following sec-
tion, we introduce this technique in detail.

5 SCENARIO TREE REDUCTION

The uncertainty introduced in Section 3.3 can be modeled
using a tree of scenarios. Assuming that there is a finite set
of possible scenarios, a tree can be drawn like the one
shown in Fig. 2a. Each level of the tree represents a time
stage in which provisioning decisions are made with each
possible sequence of events being mapped as a path from
the root node to the leaf nodes. Each node in the tree repre-
sents a scenario in V, with each node label corresponding to
a scenario subscript, such as v2. To solve the stochastic opti-
mization formulated in (5)-(25), we can enumerate the set of
possible scenarios and solve the problem as a deterministic
mixed integer linear program, by assigning a probability
coefficient, such as pw2

, to each scenario. To enumerate each

scenario, we can reformulate the tree as a fan, as shown in
Fig. 2b. In the fan structure, each node in tree stage t� 1 is
replicated to match the number of scenarios in time stage t.
With the exception of the root node, therefore, each node
has a maximum of one ancestor and one descendant, with
the number of tree branches equal to the number of leaf

Fig. 2. Possible scenario tree layouts.
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nodes. The scope of a scenario realization is a single time
stage, so a given scenario may occur in consecutive time
stages. With the exception of the root node, the probability
of each tree node is equal to its ancestor and descendant,
found by multiplying together the probabilities of all sce-
narios in its branch. For simple enumeration of scenarios,
we can relabel the tree as shown in Fig. 2c, with each node
given a unique ID.

Solving a stochastic program is straightforward when the
number of scenarios is small. However, the number of
nodes in the tree can grow very large as the numbers of sce-
narios and time stages increase. In this case, the problem
space can become enormous, leading to tractability prob-
lems. Thus, to improve the performance of the optimization,
it is desirable to reduce the size of the scenario tree and
reconstruct it as a reduced tree, similar to Fig. 2d.

5.1 Tree Reduction

In this section, we introduce an algorithm to reduce the size
of the scenario tree heuristically whilst retaining a good
approximation of the full tree’s performance. The reduction
algorithm creates two sets - Vt denoting the scenarios in
time stage t that remain in the tree, and Ft containing the
set of deleted scenarios from time stage t. Scenarios are
deleted such that the probability distance measured between
Vt and Ft is minimized. Different metrics can be used to
measure the probability distance. In this case, we employ
the Kantorovich distance [31], denoted by L½Vt;Ft�, and is
given as follows:

L½Vt;Ft� ¼
X
v2ft

pv min
v02Vt=Ft

‘t½v;v0�; (26)

where ‘t½v;v0� is the probability distance between scenarios
v and v0, and is as follows:

‘t½v;v0� ¼
X

�t2t0;...;t
k�ðvð�tÞÞ � �ðv0ð�tÞÞkr; (27)

where �ðvð�tÞÞ is the random vector of scenario vð�tÞ in time
stage �t. Minimizing the Kantorovich distance gives an opti-
mization problem, which provides the maximum cardinal-
ity of the removed scenario set. However, solving this can
be NP-hard, which would be contrary to the objective of sce-
nario reduction. Therefore, a heuristic algorithm can be for-
mulated to obtain a set of removed scenarios. This
algorithm offers a tradeoff between accuracy and execution
time. The reduction heuristic algorithm is as follows:

� The Backward Reduction Algorithm [32], shown
in Appendix A, which can be found on the
Computer Society Digital Library at http://doi.
ieeecomputersociety.org/10.1109/TSC.2015.2476812,
is used to reduce the scenario tree. The algorithm
functions as follows: given the desired number of
scenarios, Nt, to be removed from time stage t, the
algorithm iteratively selects a scenario for deletion.
A scenario is chosen for deletion that minimizes the
probability distance between the deleted scenario
and the nearest remaining scenario in Vt. The algo-
rithm terminates once Nt scenarios have been
deleted from Vt and added to Ft.

� A second algorithm, given in Appendix B, available
in the online supplemental material, is then run to
redistribute the probabilities among the remaining
scenarios in Vt. Algorithm 2 finds the closest sce-
nario in Vt for each scenario in Ft. The probability of
the scenario in Ft is added to the scenario in Vt. This
is repeatedNt times.

� (26) is then calculated and compared to a threshold
value �t. If the result is lower than the threshold, the
scenario set is retained. Otherwise, Nt is reduced
and the process is repeated.

5.2 Tree Construction

The algorithm outlined above is sufficient if there is only a
single time stage below the root node. With more scenarios,
the tree must be reconstructed as each branch of the sce-
nario tree must be connected to the root node, with a uni-
form number of levels. For leaf nodes that are removed, its
ancestors in the tree are also removed. For higher levels of
the tree, its predecessors are removed, as for the leaf nodes,
and its descendants are assigned as descendants of the near-
est remaining scenario. Probabilities are recalculated as
before, by adding the probability of the removed scenario to
the nearest remaining scenario’s probability. The algorithm
described is given in Appendix C, available in the online
supplemental material. The result is a reduced scenario
tree, which is quicker to traverse yet maintains a good
semantic approximation of the full scenario tree.

6 SENSITIVITY ANALYSIS

The purpose of stochastic programming is to find an optimal
solution given uncertainty in parameters. In this paper, we
allow for uncertainty of pricing anddemand. Sensitivity anal-
ysis allows the examination of a solution to discover its sensi-
tivity to parameter changes. In [33], an analytical sensitivity
analysis approach is derived for linear programming, which
we employ here. We assume that VM and bandwidth
demand has finite support, and can therefore treat the sto-
chastic program outlined previously as a deterministic equiv-
alent formulation with scenario probabilities becoming cost
coefficients in the objective function. We relax the integer
restriction on VM provisioning, making the primal formula-
tion a linear program, convert any� inequalities to be � and
replace all equalities with a pair of inequalities. The primal
problem (given in (5)-(25)) is therefore of the standard form:

min
x

fcTx : Ax � b; x � 0g; (28)

and accompanying dual problem is of the form:

max
y;s

fbT y : ATyþ s � c; s � 0g: (29)

The dual formulation that accompanies the primal prob-
lem is given in detail in (30)-(41) as follows:

max�
X
r2R

X
t2T

X
v2V

W
ð13Þ
rtv tr

�
X
p2P

X
t2T

X
v2V

�
W

ð14Þ
ptv tðhÞp þW

ð15Þ
ptv tðsÞp þW

ð16Þ
ptv tðnÞp

�

þ
X
Vi2V

X
u2U

X
t2T

X
v2V

W
ð17Þ
iutvviutv;

(30)
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X
v2V1

�
W

ð12LT Þ
rul�tv

�W
ð12GT Þ
rul�tv

�
� c

ðRÞ
rl ;

�t ¼ 1; 8r 2 R; 8u 2 U; 8l 2 L;
(31)

X
v2V1

�
W

ð11LT Þ
piuk�tv

�W
ð11GT Þ
piuk�tv

�
� c

ðRÞ
ipk ;

�t ¼ 1; 8p 2 P; 8Vi 2 V; 8u 2 U; 8 2 K;

(32)

�W
ð12LT Þ
rul�tv

þW
ð12GT Þ
rul�tv

þW
ð10Þ
rul�tv

� c
ðreÞ
rl�tv

pðvÞ;
�t ¼ 1; 8r 2 R; 8u 2 U; 8l 2 L; 8v 2 V;

(33)

X
t̂2N lt

W
ð10Þ
rult̂v

� c
ðreÞ
rltvpðvÞ;

8r 2 R; 8u 2 U; 8l 2 L; 8t 2 T l=ft1g; 8v 2 V;

(34)

�W
ð11LT Þ
piuk�tv

þW
ð11GT Þ
piuk�tv

þW
ð9Þ
piuk�tv

� c
ðreÞ
ipk�tv

pðvÞ;
�t ¼ 1; 8p 2 P; 8Vi 2 V; 8u 2 U; 8k 2 K; 8v 2 V;

(35)

X
t̂2N kt

W
ð9Þ
piukt̂v

� c
ðreÞ
ipktvpðvÞ;

8p 2 P; 8Vi 2 V; 8u 2 U; 8k 2 K; 8t 2 T k=ft1g; 8v 2 V;

(36)

�W
ð10Þ
rultv�W

ð13Þ
rtv �W

ð23LT Þ
rutv þW

ð23GT Þ
rutv � c

ðuÞ
rltvpðvÞ;

8r 2 R; 8u 2 U; 8l 2 L; 8t 2 T ; 8v 2 V;
(37)

�W
ð13Þ
rtv �W

ð23LT Þ
rutv þW

ð23GT Þ
rutv � c

ðoÞ
rltvpðvÞ;

8r 2 R; 8u 2 U; 8l 2 L; 8t 2 T ; 8v 2 V;
(38)

�W
ð9Þ
piuktv � d

ðhÞ
i W

ð14Þ
ptv � d

ðsÞ
i W

ð15Þ
ptv � d

ðnÞ
i W

ð16Þ
ptv þW

ð17Þ
uitv

�d
ðbÞ
i W

ð24Þ
putv �

�
c
ðuÞ
ipktv þ c

ðsÞ
ipktðvÞd

ðsÞ
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ðbÞ
ipktðvÞd

ðbÞ
i

�
pðvÞ;

8p 2 P; 8Vi 2 V; 8u 2 U; 8k 2 K; 8t 2 T ; 8v 2 V;

(39)

�d
ðhÞ
i W

ð14Þ
ptv � d

ðsÞ
i W

ð15Þ
ptv � d

ðnÞ
i W

ð16Þ
ptv þW

ð17Þ
uitv � d

ðbÞ
i W

ð24Þ
putv

�
�
c
ðoÞ
ipktv þ c

ðsÞ
ipktðvÞd

ðsÞ
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ðbÞ
ipktðvÞd

ðbÞ
i

�
pðvÞ;

8p 2 P; 8Vi 2 V; 8u 2 U; 8k 2 K; 8t 2 T ; 8v 2 V;

(40)
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r2Rout

e

�
W

ð22LT Þ
rutv �W

ð22GT Þ
rutv þW

ð23LT Þ
rutv �W

ð23GT Þ
rutv

�

þ
X
r2Rin

e

�
�W

ð22LT Þ
rutv þW

ð22GT Þ
rutv
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þ
X

p2Pout
e
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W

ð24Þ
putv �W
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utv

�
þ

X
u2Uin

e

W
ð25Þ
utv � 0;

8e 2 E; 8u 2 U; 8l 2 L; 8t 2 T ; 8v

(41)

(30) is the dual objective function. The dual variables are
given by W , where the superscript indicates the equation
number from the primal problem that the dual variable
corresponds to. In the case of the equality constraints,
(11), (12), (22), and (23), in the original formulation, a
suffix (either LT or GT ) is added to the superscript to
represent the two inequality constraints (� and �,
respectively) that replace the equalities. (31) corresponds

to the primal variables XðRÞ, (32) to the primal variables

Y ðRÞ. (33) and (34) correspond to the variables XðreÞ. (33)
addresses the special case of the first time stage, whilst
(34) corresponds to all subsequent time stages. (35) and

(36) correspond similarly to the primal variables Y ðreÞ.
(37)-(40) correspond to the primal variables Xu, Xo, Y u,
and Y o, respectively. Finally, (41) is the dual equation
for the primal flow variables, f . The parameter pðvÞ is
the probability of v.

Given this dual formulation, from [33] we have the fol-
lowing rules for the shape of the optimal value function
graph as the cost coefficient changes:

� The optimal value function, fðgÞ, is defined as the
change in value of the optimal solution as the cost

coefficient of one of the variables, for example c
ðRÞ
rl ,

varies by the offset value g.
� The optimal value function is concave and piecewise

linear.
� P	

g denotes the set of optimal solutions for the primal
problem with the offset value ,g, for example

c
ðRÞ
rl þ g. P	

g is constant for ðg1; g2Þ, if fðgÞ is linear

across the interval ½g1; g2�.
� If we have g1 and g2 such that P	

g1 ¼ P	
g2, we can

define �P	 ¼ P	
g for all g 2 ½g1; g2�. This is a linear

interval of fðgÞ.
The behaviour of the optimal value function within a

linear interval is now defined. To obtain sensitivity anal-
ysis results, we must simply find the breakpoints divid-
ing the intervals from each other. We denote the optimal
value by z	, found by solving the primal or dual prob-
lem. This allows the finding of the sensitivity results for
any cost coefficient. Two linear programming problems
can be solved to give gmin and gmax, which are the lower
and upper bounds, respectively, for the perturbation var-
iable g, such that the optimal values of the primal varia-
bles X	 and Y 	, and the dual variables, W 	 remain
correct. We give the standard form of the two optimiza-
tion problems in (42) and (43), where ej ¼ 1 if j is the
index of the cj under analysis, else ej ¼ 0,

gmin ¼ minfg : ATyþ s ¼ cþ gej; b
T y ¼ cTx	 þ gx	j ; s � 0g; (42)

gmax ¼ maxfg : ATyþ s ¼ cþ gej; b
T y ¼ cTx	 þ gx	j ; s � 0g: (43)

In (44), we give an example of the objective function for
finding the lower bound on the cost coefficient of one of the
decision variables, Xj, which can be any of the decision var-

iables, for example, one of theX
ðRÞ
rul variables,
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(44)

(45) gives an example of the modified dual problem con-
straint in (31) corresponding to the coefficient under analy-
sis, in this case for one of the coefficients ofX

ðRÞ
rul . In practice,

when implementing the sensitivity analysis, the other dual
constraints can be left in their original form with no modifi-
cation required. The constraint is as follows:

X
v2V1

W
ð12Þ
rul�tv

� c
ðRÞ
rl þ gej; �t ¼ 1; 8r 2 R; 8u 2 U; 8l 2 L; (45)

where, as in (42) and (43), ej ¼ 1 if j denotes the variable
whose coefficient is under analysis, else ej ¼ 0.

These optimization problems can be encoded for a solver
such as CPLEX [34], and solved as a linear program. A con-
straint of this method is that it is limited to modifying a sin-
gle variable at a time. When studying the cost coefficient of
a decision variable in the deterministic linear programming
equivalent formulation of our stochastic program, it is also
necessary to divide by the probability weight of the vari-
able, to find the true cost sensitivity range, after the linear
programs have been solved. Nonetheless, despite these
restrictions, this remains a useful technique for examining
the tolerance of the stochastic program solution, as well as
the interaction between decision variables.

7 PERFORMANCE EVALUATION

We simulate a cloud environment to test the effective-
ness of our stochastic optimization solution and examine
the success of scenario tree reduction and sensitivity
analysis.

7.1 Parameter Settings

The parameters are designed to provide a reasonable
and interesting environment for yielding numerical results
as follows.

7.1.1 VMs and Cloud Providers

In our test environment we consider three distinct VM
applications, representing three classes. The computing
requirements for V 1, V 2, and V 3 are 24, 24, and 48 CPU-
hours per day, respectively. The daily storage requirements
for storage are 160, 410, and 840 GBs for V 1, V 2, and V 3,

respectively. Daily internal network requirements are 5, 10,
and 100 Mbps for V 1, V 2, and V 3, respectively. Our simu-
lated environment is divided into three distinct geographic
locations in the UK: North, South, and West. We include
four cloud providers, all four are large scale commercial
providers, and thus can be considered exempt from capac-
ity constraints. Cloud providers offer two contract lengths:
1 hour, and 2 hours. We choose these time periods for opti-
mal illustration, but any time stage length and number of
time stages could be used.

7.1.2 Network Provider Routers

Our test environment contains 17 routers, arranged accord-
ing to Fig. 1. Routers belong to one of two classes, with gate-
way routers connecting regions having higher capacity than
those within regions. The capacities of the router classes are
50 Mbps for regional routers, and 100 Mbps for gateway
routers. The price of provisioning bandwidth from each
geographic region is different, with bandwidth also obtain-
able under two contracts, as with VMs.

7.1.3 Clients

We allow for two clients, one based in the North, the other
in the West. Each client has their own VM demands. For
simplicity of illustration, we make the number of required
VMs from each class the same for each client and cloud pro-
vider in a given demand realization.

7.1.4 Uncertainty Parameters

We base the uncertainty of VM demand on test data
obtained from Google Cluster Trace files [35], as shown
in Fig. 3. Bandwidth demand for V 1 and V 2 is reasonably
synthesized based on IP traces for web traffic [36], with
two demand levels for each class. Bandwidth demand for
V3 is based on usage estimates for Netflix Video on
Demand [37], representing a different class of network
traffic. Demand for class V 3 varies from 1 to 5, and 100 to
500 (in units of 100) for classes V 1 and V 2 (representing
more popular but less bandwidth-intensive activities), for
each client on a cloud provider. For simplicity, for a given
realization, VM demand level is taken to be equivalent for

Fig. 3. Probability distribution of VM demand test data. Each curve
represents a different VM demand scenario.
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each VM class. For example, if the demand for V 3 is 1, the
demand for V 1 and V 2 will be 100. Prices for VMs are
given in Table 2, listing upfront costs for reservation and
hourly costs for utilization and on-demand. Bandwidth
prices are given in Table 3. VM pricing varies according
to the cloud provider location, with prices based on Ama-
zon EC2 costs. On-demand prices are identical regardless
of contract length so are only stated once. Router prices
in each region are listed per Mbps, and are based on aver-
age prices according to NetIndex [38]. All prices are listed
in USD.

7.2 Numerical Results

We encode the deterministic equivalent model in GAMS
with the listed parameters and solve it with CPLEX [34].

7.2.1 Effects of Reservation

The purpose of using stochastic optimization is to achieve
resource reservation that minimizes both oversubscription
and undersubscription. We first vary the total quantity of
reserved VMs in the system and observe the effects on total
cost, shown in Fig. 4. As expected, the first stage cost

increases and the second stage cost decreases, as the
increased reservation requires less on-demand provisioning.
The lowest point on the Total Cost curve shows the ideal
tradeoff point to allow for multiple demand scenarios. It
should be noted that there is still some on-demand usage at
this point, as indicated by the second stage graph, which is
still decreasing. This is the consequence of accounting for dif-
fering amounts of anticipated demand. We observe a similar
pattern for the bandwidth results, which can be found in
Appendix D, available in the online supplemental material.
The difference is less dramatic due to the difference in cost
and demand values compared to VMs, but the effect is the
same. The second stage cost becomes constant as the reserva-
tion amount passes the point where all possible demand sce-
narios are accounted for, and the only increase in cost is due
to gratuitous reservation. We combine the two and observe a
joint effect in Fig. 5. This figure shows the importance of opti-
mizing both VM and bandwidth reservation, as well as
showing that erring on the side of overprovisioning is prefer-
able to underprovisioning, as the cost penalties are more
severe in the latter case.

7.2.2 Importance of Joint Approach

The problem formulation in this paper is based on the
premise that a joint approach to VM and bandwidth alloca-
tion is superior to attempting to provision these resources
separately. To test this hypothesis, we conduct two tests to

TABLE 2
VM Costs for each Cloud Provider and Provisioning Phase

Provider VM, Contract, and Phase

V1 V2 V3

1� hour 2� hour 1� hour 2� hour 1� hour 2� hour

R U O R U R U O R U R U O R U

P1 0.013 0.077 0.154 0.016 0.063 0.025 0.154 0.308 0.031 0.126 0.050 0.308 0.616 0.063 0.252
P2 0.014 0.087 0.158 0.018 0.069 0.028 0.175 0.315 0.036 0.139 0.056 0.349 0.630 071 0.277
P3 0.013 0.064 0.113 0.016 0.050 0.025 0.127 0.225 0.031 0.101 0.050 0.254 0.450 0.063 0.201
P4 0.013 0.064 0.113 0.016 0.050 0.025 0.127 0.225 0.031 0.101 0.050 0.254 0.450 0.063 0.201

TABLE 3
Cost per Mbps of Bandwidth Provisioning through

Network Provider Routers

Router Region Contract, Provisioning Phase

1� hour 2� hour
R U O R U

R1ðWestÞ 0.110 0.038 0.625 0.213 0.029
R2ðNorthÞ 0.120 0.025 0.500 0.233 0.021
R3ðSouthÞ 0.154 0.013 0.375 0.296 0.010

Fig. 4. Variation of cost with VM reservation. Fig. 5. Variation of cost with VM and bandwidth reservation.
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compare the performance of our joint solution with a sepa-
rate approach. The first test case, given in Fig. 6, limits the
CPU capacity on cloud providers P3 and P4. These two pro-
viders offer the same pricing plan and are geographically
close. The joint solution is calculated and compared to an
alternative solution that provisions VM and bandwidth sep-
arately. The separate solution uses expected demand values
for VM demand (with bandwidth derived from the
expected VM demand) as the basis for VM and bandwidth
reservation decisions. To compare the solutions, we apply
the reservation decisions of each method to the same prob-
lem. The resulting cost margin demonstrates the superior
solution to the chosen problem. In this case, despite the rela-
tively low costs of bandwidth used in our parameter set-
tings, we find that the joint solution is clearly superior at all
levels of CPU capacity. This shows that the reservation
choice made in the joint solution allows the repositioning of
bandwidth to match the limitations on available CPU. In
contrast, the separate solution reserves bandwidth so as to
minimize the expected bandwidth costs, which involves
reserving bandwidth in the cheaper South region, where
providers P3 and P4 are located. This reserved bandwidth
becomes essentially wasted, as VM allocation switches to
the other providers. The joint solution is flexible enough to
reroute bandwidth reservation to avoid the redundant
South region routers, and thus can minimize the increase in
cost. Increasing the relative cost of bandwidth would high-
light this further.

In the second case, we modify the bandwidth capacity of
the gateway routers for accessing the southern region,
which contains P3 and P4. We choose these routers as P3
and P4 are a popular choice for VM allocation, and limiting
bandwidth access highlights the importance of a joint
approach. These results are shown in Fig. 7. There is an ini-
tial significant drop in cost when the bandwidth capacity
exceeds zero, as P3 and P4 become useable. However, par-
ticularly at low capacities, the cost difference between the
joint and separate solutions are significant. In the separate
solution, VMs are reserved from providers without knowl-
edge of the bandwidth available to communicate with those
providers. With this lack of information, the cheaper pro-
viders P3 and P4 are preferred in advance, but at the time of
use, the reserved resources are inaccessible, leading to the
difference in price. The additional knowledge of the band-
width routing allows the circumvention of the bandwidth
bottlenecks whilst minimizing the increase in cost. Contrast-
ingly, the joint solution is less affected by the variation in
demand, as it is able to rearrange VM reservation to com-
pensate for the bandwidth bottlenecks, which the separate
allocation cannot match. An increase in bandwidth demand
per VM would highlight this even further.

7.2.3 Scenario Tree Reduction Performance

To test the performance of the Scenario Tree Reduction algo-
rithm outlined earlier, we format the resulting data as a new
set of probability distributions and use them as the demand
input to generate the reservation decisions in our stochastic
programs. The algorithm can be run to different probability
distance thresholds, in this case: 0.1, 0.01, and 0.001. The
smaller threshold values yield probabilities that are closer
to the original distribution, but even so, the differences are
subtle. In Fig. 8 we highlight the clearest example of differ-
ence between the distributions. The subtlety of the differen-
ces demonstrates the ability of the algorithm to exclude
scenarios that do not contribute significantly to the nature
of the scenario tree. The statistical details of the scenario
reductions are given in Table 4, along with figures showing
the runtime and memory improvements as the tree becomes
smaller. The cost rises as the tree is reduced, and thus the
user must choose an acceptable tradeoff of cost and speed.
However, the algorithmmanages to offer scenario reduction
that differs only slightly from the optimum, even at a proba-
bility distance of 0.1.

Fig. 6. Comparison of joint and separate provisioning solutions when
provider CPU capacity varies.

Fig. 7. Comparison of joint and separate provisioning solutions when
South gateway router bandwidth capacity varies.

Fig. 8. Magnified view of changed probability distributions to highlight
shape changes.
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7.2.4 Study of Bandwidth Allocation under Parameter

Changes

An interesting factor in bandwidth optimization is studying
how the distribution of bandwidth varies under different
scenarios and parameter settings. Similarly, it is also interest-
ing to observe what influences bandwidth reservation deci-
sions. In Fig. 9 we observe the realized bandwidth usage
across the network under different VM demand scenarios.
We highlight the ‘gateway’ routers that connect geographic
regions together. Allocation is particularly high for routers
connecting to region 3, which contains two cloud providers,
offering the best prices, and therefore is the most influenced
by increases in VM demand. In Fig. 10, we alter the pricing
on routers R3 and R8, the gateway between regions 1 and 3,
and observe the redistribution of traffic across the other gate-
way routers to compensate for the increased cost. If the
implementation was a separate one, it would be logical to
expect more traffic through the North region. However, the
joint approach means that much of each user’s demand is
relocated to their own local providers, as evidenced by the
rise inR1, which is adjacent to theWest cloud provider. This
responsiveness to price change is important, and shows that
well-placed reservations can compensate for increased costs.
It also highlights the importance of a joint approach for find-
ing the optimal cost.

7.2.5 Performance of Alternative Methods under

Different Probability Distribution Shapes

Stochastic optimization is a more complex method than
some alternatives. Thus, to demonstrate its usefulness, we
compare it against alternative methods. The first alternative
is an on-demand only method, with no reservation, repre-
senting an extreme case of undersubscription. The second
alternative is a simple Expected Value Function (EVF)—
using the mean of the probability distribution as the
reservation amount. This is an important comparison, as

stochastic optimization would be needlessly complex if it
could not improve on EVF. Finally we take the 0.1 threshold
scenario tree reduction solution to compare the reduced
tree’s performance. We expect stochastic optimization to be
most effective. However, to prove that it is the best method,
we demonstrate that it works even when the input parame-
ters change. In Fig. 11, we change the variance of the input
scenario distribution and compare the performance of the
four methods. The patterns are the same with some interest-
ing caveats. The exclusively on-demand approach is largely
immune to the change in distribution, as it is purely reac-
tive, and is thus not influenced by probability. EVF per-
forms markedly better with a narrower variance, as the
expected value is closer to the possible outcomes. Surpris-
ingly, however, it is noticeably worse than the on-demand
only option. This is a consequence of the probability distri-
bution, with the mean allocation resulting in oversubscrip-
tion. This proves the necessity of a more sophisticated
approach. Given the scenario tree reduction results already
highlighted, it is not surprising that the reservation based
on a reduced tree performs very close to the level of the full
size stochastic optimization.

7.2.6 Benefits of Sensitivity Analysis

We test our sensitivity analysis method by examining price
sensitivity of VMs. To examine the effects of changing cost
on reservation, we define a VM demand for each user on
each provider. By using the sensitivity analysis as outlined
in Section 6, we can find the precise cost thresholds that trig-
ger reservation changes. This result is given in Fig. 12. Sensi-
tivity analysis ensures we find exact price points without
having to make unnecessary measurements. This graph can
be reversed to find the upper and lower cost bounds for the
whole provisioning range of a variable.

We also test the relevance of sensitivity analysis for band-
width allocation. Close examination of the bandwidth pric-
ing in Table 3 reveals that the longer contract, L2, is

TABLE 4
Impact of Scenario Reduction on Optimization Performance

Threshold T1 Scenarios Removed T2 Scenarios Removed Cost Iterations Memory

0.001 72 33 205.0588 29,170 66
0.01 108 29 205.0667 25,260 60
0.1 144 25 205.2798 21,437 53

Fig. 9. Effect of varying VM demands on network router bandwidth allo-
cation across the network.

Fig. 10. Effect of price change on bandwidth allocation to gateway router
between network regions 3 and 1.

CHASE AND NIYATO: JOINT OPTIMIZATION OF RESOURCE PROVISIONING IN CLOUD COMPUTING 407



undesirable. This contract should be more expensive to
reserve, but reduce long term costs, thus rewarding forward
planning. However, it is apparent that the prices are cur-
rently too high, making contract L1 more desirable. Exami-
nation of the optimization results supports this observation.
We can employ sensitivity analysis to find the necessary
reduction in cost for L2, such that it becomes financially via-
ble again. In Fig. 13, we examine the router prices from each
location and contrast the current, poorly chosen, reservation
cost for L2, with the new, optimal reservation cost found
through sensitivity analysis. Thus we can see that sensitivity
analysis has useful potential applications not only for the
client, but also for the cloud provider, who can ensure that
their profits are optimized.

8 CONCLUSION

In this paper, we have presented a stochastic programming
formulation to optimally reserve virtual machines and
bandwidth in a cloud computing environment. The formu-
lation makes optimal decisions to reserve resources across
multiple time stages despite uncertain demand. The joint
VM and bandwidth provisioning is shown to be necessary,
as each is interdependent. In a real world application, the
problem space can quickly become very large, so we have
applied a scenario tree reduction algorithm to find a reason-
able heuristic that can be solved efficiently. We have found
that whilst reducing the scenario tree increases total cost,
the heuristic retains enough accuracy to give a desirable
cost-performance tradeoff. Finally we have performed a
sensitivity analysis of the stochastic programming problem
to examine the solution’s tolerance to parameter change.
The optimization has sizeable intervals, and we have shown

that sensitivity analysis is useful for providers in setting sys-
tem parameters, as well as for clients.

Future work should improve the realism of the prob-
lem formulation, by considering factors such as random
network delay and VM migration. The model could also
be extended to consider inter-VM communication and
service composition. Further attempts to improve compu-
tational performance should be considered, for example
by applying a distributed approach. The sensitivity anal-
ysis results show promise, but can be extended to further
examine the interaction between system elements, such
as the significance of constraints, and the priority of
variables.
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