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Abstract
Neural networks are getting increasingly popular thanks to their exceptional perfor-
mance in solving many real-world problems. At the same time, they are shown to be 
vulnerable to attacks, difficult to debug and subject to fairness issues. To improve 
people’s trust in the technology, it is often necessary to provide some human-under-
standable explanation of neural networks’ decisions, e.g., why is that my loan appli-
cation is rejected whereas hers is approved? That is, the stakeholder would be inter-
ested to minimize the chances of not being able to explain the decision consistently 
and would like to know how often and how easy it is to explain the decisions of a 
neural network before it is deployed. In this work, we provide two measurements on 
the decision explainability of neural networks. Afterwards, we develop algorithms 
for evaluating the measurements of user-provided neural networks automatically. 
We evaluate our approach on multiple neural network models trained on benchmark 
datasets. The results show that existing neural networks’ decisions often have low 
explainability according to our measurements. This is in line with the observation 
that adversarial samples can be easily generated through adversarial perturbation, 
which are often hard to explain. Our further experiments show that the decisions of 
the models trained with robust training are not necessarily easier to explain, whereas 
decisions of the models retrained with samples generated by our algorithms are eas-
ier to explain.
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1 Introduction

Neural networks are getting increasingly popular thanks to their exceptional per-
formance in solving many real-world problems, such as face recognition (Tran 
et al. 2017), language translation (Lewis et al. 2019) and self-driving cars (Bojar-
ski et  al. 2016). At the same time, multiple issues have been identified as well. 
For instance, it has been shown that neural networks are subject to adversarial 
sampling attacks, i.e., a correctly classified sample would be easily misclassified 
once some perturbation is applied (Goodfellow et al. 2014). For another instance, 
a neural network model may be embedded with a backdoor to predict differently 
in the presence of certain trigger (Liao et  al. 2018) or may be discriminative 
against certain groups (Mohammed et al. 2020).

One way to reduce people’s distrust in neural networks is to make sure that 
there is a human-understandable explanation of the neural network’s decisions. 
Consider a scenario where a neural network is used to decide whether a bank 
loan application is approved or rejected. It would be an issue if we cannot explain 
why one application is rejected whereas a similar one is approved. Worse yet, it 
becomes a fairness issue if the only explanation possible is based on certain sen-
sitive features (such as race and gender). A stakeholder thus would be interested 
to minimize the chances of not being able to explain the decision consistently. 
How often and how easy it is to explain the decisions of a neural network would 
be significant evaluation criteria. In other words, there is a need to test neural net-
works in terms of the explainability of their decisions. To the best of our knowl-
edge, this is a testing problem which is yet to be addressed.

Since we aim to explain decisions from users’ perspectives, the need is closely 
related yet different from existing studies on neural network interpretability. It 
is based on recent studies on what are considered human-understandable. These 
studies are typically conducted through human studies (Lombrozo 2007; Oaks-
ford and Chater 2001; Lage et  al. 2019). The conclusion is that comparing dif-
ferent models for explanation, human understanding goes only as far as simple 
models such as decision trees and linear functions. The consequence is that when 
we explain a neural network’s decisions, we are limited to simple linear functions 
(e.g., “your loan is rejected before your annual income is below 50K whereas 
hers is more than 50K”) or simple decision trees (e.g., “your loan is rejected 
because your annual income is below 50K and you have an existing loan, whereas 
although her annual income is similar, she does not have an existing loan”). Note 
that this need (of providing a human-understandable explanation of neural net-
work decisions) is different from the need addressed by works which aim to pro-
vide interpretation on the inner working of neural networks (Kim et  al. 2014; 
Lakkaraju et  al. 2016), such as the studies in Simonyan et  al. (2013), Yosinski 
et al. (2015), and Guo et al. (2018) which provide hints on how a neural network 
makes certain decision through highlighting certain pixels of the input picture or 
certain words of an input text.

In this work, we develop an approach and a software toolkit to address the 
problem. We first propose multiple measurements on how easy it is to explain a 
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user-provided neural network’s decisions based on the results of the above-men-
tioned user studies (Lombrozo 2007, 2006; Oaksford and Chater 2001; Lage et al. 
2019). Intuitively, we define the measurements based on how often the predic-
tion results can be explained consistently using a human-understandable model 
and how simple the model is. These measurements allow us to compare differ-
ent neural networks in terms of how explainable their decisions are. Afterwards, 
we develop multiple algorithms that allow us to automatically evaluate and com-
pare neural networks in terms of the measurements. Given a neural network, our 
algorithms systematically explore the input space and measure the percentage of 
inputs on which the prediction results can be consistently explained with a certain 
simple model. We remark that our approach can be regarded as a generalization 
of the recent work on evaluating fairness (Agarwal et al. 2018; Zhang et al. 2020) 
(where fairness is defined in terms of individual discrimination). That is, a fair-
ness issue is a special case of a decision explainability problem, i.e., the only pos-
sible explanation is based on the sensitive features. In our testing,

Our approach has been implemented as a self-contained toolkit (open-source at 
Zhang (2021)). We conduct multiple experiments on neural network models trained 
based on benchmark datasets to evaluate the relevance of our approach and the 
effectiveness of our algorithms. Our experiment results show that, unsurprisingly, 
the neural network models almost always have a low decision explainability. One 
of the reasons seems to be the existence of adversarial samples. We further per-
form experiments to check whether models obtained through robust training have 
improved decision explainability. The results suggest that it is not always the case. 
Lastly, we check whether we can improve the decision explainability of a model by 
retraining it using samples generated by our algorithms without reducing accuracy 
significantly, and the results are affirmative.

The rest of the paper is organized as follows. In Sect. 2, we define our problem 
and provide multiple measurements of the decision explainability of neural net-
works. In Sect. 3, we present our algorithms for evaluating neural networks based 
on our measurements. In Sect. 4, we evaluate our approach through multiple experi-
ments. Lastly, we review related work in Sect. 5 and conclude in Sect. 6.

2  Problem definition

In this work, our goal is to develop systematic methods to measure how easy it 
is to explain the decision of neural networks in a human-understandable way. To 
define the problem properly, we must answer questions such as: what are considered 
human-understandable and what quantitative measurements do we use? In the fol-
lowing, we first review existing related literature and then define the problem.

2.1  What are human‑understandable?

There are multiple human studies on what are considered human-understandable. 
For example, it is observed that human beings prefer explanations that are both 
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simple and highly probable (Lombrozo 2007) and often develop simplified under-
standing of complex systems by ignoring low-probabilistic cases (Oaksford and 
Chater 2001). One study compares the effectiveness of different forms of explana-
tions by measuring human response time (Lage et al. 2019). The result shows that 
simulation was the fastest, followed by verification and then counterfactual reason-
ing. The counterfactual reasoning task also has the lowest accuracy.

Recent studies (Carvalho et al. 2019) found that human-understandable models 
include linear regression, logistic regression, and decision trees. The linearity of the 
learned relationship makes human-understanding easy, especially for the model with 
monotonous constraints (Carvalho et al. 2019).

Logistic regression is an extension of linear regression, typically for classification 
problems. Instead of fitting a straight line or a hyperplane, it outputs the predic-
tion probabilities between 0 and 1 for different classes. While linear regression and 
logical regression are limited to linear relationships, decision trees can be used to 
represent non-linear relationships to some extent (i.e., some Boolean combinations 
of them). A decision tree model splits the data multiple times according to certain 
atomic propositions on the input features.

Figure 1 shows one sample model for each kind. The task is to classify the blue 
and red dots. Given the task, a linear regression, shown in Fig.  1a, is a best-fit 
straight line which aims to separate the dots based on predicted value; a logistic 
regression, shown in Fig. 1b, takes the weighted sum of the inputs and applies an 
activation function such as Sigmoid to generate classifications; and a decision tree, 
shown in Fig.  1c, separates the input space into multiple regions and each of the 
regions is assigned with one predicted classification label.

Intuitively, our idea of defining and measuring how easy it is to explain the deci-
sions of a neural network model is based on measuring how often the prediction 
results can be “explained” consistently using a human-understandable model. Exist-
ing user studies suggest that humans are capable of understanding simple models 
such as the kind of decision trees that we focus on Breiman (1984). Thus, by meas-
uring how often the neural network’s decisions can be explained by such a simple 
model, we get a measure on how often people can understand the neural network’s 
decisions.

In this work, we focus on decision trees over linear regressions for the follow-
ing reasons. First, as samples end up in distinct groups according to a decision tree 
model, it is arguably easier to understand than points on lines or multi-dimensional 
hyperplanes as in linear regression models. Secondly, the tree structures of decision 

(a) Linear regression (b) Logistic regression (c) Decision tree

Fig. 1  Human-understandable models
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trees have a natural visualization and humans can reason about its decision-making 
process following its hierarchical structure. Thirdly, decision trees are reasonably 
expressive (e.g., they are more expressive than linear regressions and they can cap-
ture certain non-linear relationships) and often achieve more accurate prediction 
results on real-world tasks (Zhang et al. 2019; Ke et al. 2017).

2.2  Learning decision trees

Note that our approach is not approximating a given neural network using deci-
sion tree, but quantitatively evaluating neural network explainability based on deci-
sion tree (or any other simple approximation model) which works as a proxy. So 
our approach relies on methods for generating decision trees. In the literature, there 
are well-studied algorithms for generating decision trees (Steinberg and Colla 2009; 
Chen et al. 2016; Ke et al. 2017). In this work, we adopt the existing method called 
the classification and regression trees (CART (Breiman 1984))to construct deci-
sion trees. CART relies on the learning samples which are a set of historical data 
with assigned classes for all observations to learn decision trees. It raises a sequence 
of yes/no questions, each of which splits the learning samples into two partitions. 
In other words, given a set of labeled feature vectors, the algorithm identifies one 
atomic proposition each time for splitting the domain of each feature. The atomic 
proposition is identified greedily by minimizing the Gini score, which is defined in 
David (1980). In the following, we provide a formal definition of decision trees and 
refer the readers to the existing literature on how to learn decision trees.

Definition 1 (Decision trees) Given a set of atomic propositions �1,�2,⋯ ,�m , a 
(binary) decision tree is a binary tree where each node has two outgoing edges, one 
labeled with a proposition �i and the other labeled with ¬�i .   ◻

A sample decision tree is shown in Fig. 2. If a decision tree has height n, there are 
a maximum of 2n leaf nodes. Each leaf node is associated with a prediction. Given a 
sample, the prediction by the tree can be identified by navigating from the root of the 
tree and following the edges according to the truth value of the proposition associ-
ated with the node, until a leaf node is reached.

The above definition is parameterized with a set of propositions. The choice 
of propositions would obviously be related to whether the decision tree is con-
sidered human-understandable. In this work, we restrict propositions to the form 

Fig. 2  A sample decision tree 
on the Bank dataset
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f ≥ d where f is a feature and d is a constant, e.g., income ≥ 50K  . We choose 
Boolean proposition for linear relationship instead of continuous in the range, 
e.g., income ∈ [50K, 60K] , because the former proposition always splits the 
space into two partitions which is easier for human reasoning and two such 
propositions work the same as continuous in the range. We leave it to future 
work to consider propositions relating to multiple features.

The details of the decision tree building algorithm are shown in Algorithm 1. 
We limit the height of the tree to be maximum K, which is an input parameter, 
along with a set of labeled samples LD and features KF. Note that, instead of let-
ting CART algorithm do the feature selection, we use KF to define features used 
to approximating the neural network. In this setting, we support evaluating how 
easy it is to explain neural network’s decisions using any user-provided feature 
set and also ignore the possible effect of sensitive features, e.g., gender or race. 
In the base case, if K = 0 , we simply return a new node, which will be a leaf of 
the decision tree. Otherwise, we identify a proposition � at line 5 (by trying all 
feature f and constant d in f’s domain). Afterwards, the set of labeled samples 
is split into two, i.e., right contains those which satisfy � , and left contains the 
rest. A perfect split is one that all samples in left have the same label and all 
samples in right have the same label. In such a case, the Gini score is 0. Since 
we exhaustively search for the � which has the minimum score (assuming that 
there are finitely many d values) for each level of the decision tree, the generated 
decision tree is guaranteed to have better accuracy on LD than any other deci-
sion trees. This is stated in the following theorem.

Theorem 1 (Breiman 1984) If Algorithm 1 returns a decision tree D with accuracy 
� , that does not exist a decision tree D with the same height and accuracy �′ such 
that 𝜙′ > 𝜙.
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2.3  Defining measurements

In the following, we define multiple measurements that can be used to quantify how 
easy it is to explain the decisions of a neural network and also how easy it is for 
human to understand neural network’s decisions. Note that we evaluate on the pre-
dictions of the neural network instead of the ground truth labels.

Definition 2 (K-explainability) A model N’s decisions are K-explainable with 
respect to a set of samples T iff there exists a decision tree D such that height(D) ≤ K 
and D(i) = N(i) for all i ∈ T  , where N(i) is the prediction on i by N and D(i) is the 
prediction on i by D.   ◻

Intuitively, a model N’s decisions are K-explainable if and only if its decisions 
can be consistently explained using a decision tree with a height no more than K. In 
the above definition, the decision explainability is parameterized with a limit on the 
height of the decision tree K. It is known (Ke et al. 2017) that the higher the decision 
tree is, the less understandable it is. Thus, we must take the height of the decision 
tree into account. Furthermore, the above is defined with respect to a set of samples 
T, i.e., the set of samples on which we evaluate the model’s decision explainability. 
In this work, we focus on two sets. One is the training set, i.e., the decision explain-
ability of a model is tested and measured against those samples in the training set. 
The other is the entire input space, i.e., the decision explainability of a model is 
tested against any sample, including those that are yet to be seen. The latter is clearly 
more demanding than the former. Given the above definition, our problem is to test 
whether a model N’s decisions are K-explainable. We show an algorithm to solve the 
problem in Sect. 3.

In the following, we define K,�-explainability which is a slightly relaxed notion 
of decision explainability. That is, instead of demanding that a neural network is 
completely consistent with a decision tree with a limited height (which is often 
unlikely in practice as we show in Sect.  4), we require that the explaining model 
must reach a certain level of consistency with the neural network model in terms of 
the decisions.

Definition 3 (K,�-explainability) Let � be a percentage. A model N’s decisions are 
K,�-explainable with respect to a set of samples T if and only if there exists a deci-
sion tree D such that height(D) ≤ K and the fidelity of D with respect to N is no less 
than � where fidelity is defined as follows.

where Sign(b) is a function which returns 1 if b is true.

Intuitively, a model N’s decisions are K,�-explainable if and only if its decisions 
can be explained consistently using a decision tree with a height no more than K 
in most of the cases (defined by � ). The value of � provides a quantification of the 

(1)Fidelity =

∑

i∈T Sign(N(i) = D(i))

#T
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explainability. Note that we similarly distinguish two cases based on what T refers 
to. One is the training set and the other is the entire input space. Note that in the lat-
ter case, since there may be infinitely many samples, measuring the fidelity is non-
trivial. To evaluate whether a model’s decisions are K,�-explainable, we would like 
to have an algorithm which can systematically measure the fidelity of the best deci-
sion tree with a height no more than K. We present such an algorithm in Sect. 3.

With the above-defined measurements, we can then compare the decision explain-
ability of two neural network models N1 and N2 . We say that N1 is more explainable 
than N2 if N1 ’s decisions are K1-explainable, N2 ’s decisions are only K2-explainable 
and K1 < K2 ; or N1 ’s decisions are K,�1-explainable, N2 ’s decisions are only K,�2

-explainable and 𝜙1 > 𝜙2.

3  Testing decision explainability

In this section, we answer the following question: how do we measure the decision 
explainability of a user-provided neural network model? We present four algorithms 
according to the two measurements defined in Sect. 2.

3.1  K‑Explainability testing against training set

In the following, we present algorithms for testing whether a neural network’s deci-
sions are K-explainable. We distinguish two cases. One is that the decision explain-
ability is defined with respect to the training set. The other is that it is defined with 
respect to the entire input space. The former is solved using Algorithm 2.

Intuitively, the goal of Algorithm 2 is to test whether there exists a decision tree 
of height K which perfectly explains every prediction of the neural network. It takes 
the neural network model N and the training set T as well as K as inputs. At line 1, 
we label each feature vector in T with the corresponding prediction of the neural 
network N. Note that our goal is to explain N’s decisions and thus the ground truth 
labels of T are irrelevant here.
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At line  2, we identify all combinations of K-features. Suppose each input fea-
ture vector has a total of M features. Then there are CK

M
 different combinations of K 

features. The loop from line 3 to 10 tries every combination one by one. Note that 
this loop can be easily parallelized. For each combination, Algorithm 1 is applied to 
generate the ‘best’ decision tree using the given set of features. If perfect accuracy 
is achieved, i.e., every feature vector is classified with a label that is consistent with 
that of N, a decision tree satisfying Definition 2 with respect to the training set is 
identified and thus the neural network model’s decisions are K-explainable. Further-
more, the generated decision tree is reported as evidence of the model’s decision 
explainability. The complexity of the testing is Θ(CK

M
) , where M is the dimension of 

feature vectors and K is the depth of decision trees. We remark that the complexity 
can be high when M is large and we experiment heuristics in Sect. 4 which may sig-
nificantly reduce the complexity.

The following theorem states the soundness and completeness of the algorithm, 
whose correctness can be easily established based on Theorem 1.

Theorem 2 A neural network N’s decisions are K- explainable with respect to the 
training set if and only if Algorithm 2 returns true.   ◻

Example 3.1 We use the Bank (Moro et al. 2014) dataset to illustrate Algorithm 2. 
Each sample in the dataset has 16 features. Assume K is 2 and there are C2

16
 different 

combinations of 2 features. Next, each combination is tested. Let us take the combi-
nation of f12 (with domain 0 − 99 ) and f16 (with domain 0 − 3 ) as an example. The 
decision tree generated at line 4 is shown in Fig. 2.

Based on the decision tree, we have 3 propositions. �1 means f16 < 3 , �2 means 
f12 < 90 and �3 means f12 ≥ 14.

We then travel through all samples in the training set to see whether the decision 
tree is completely consistent with the neural network. If we find a sample x such that 
the prediction of the neural network and decision tree is different, the neural network 
is considered not explainable according to this decision tree. That is, the decisions 
of the neural network cannot be explained entirely based on the values of the feature 
f12 and f16 . The following is such an example, whose prediction according to the 
neural network is 1 whereas its prediction according to the decision tree is 0.

x = [3, 7, 0, 2, 0, 1, 0, 0, 0, 8, 4, 81, 1, 1, 0, 0]

3.2  K‑Explainability testing against all inputs

It may be insufficient to explain a model’s decisions over the training set only, as 
a future sample might not fit in the explanation. In the following, we present an 
approach to test the explainability of a model N’s decisions against all possi-
ble inputs including the unseen ones. In this setting, applying Algorithm 2, which 
requires us to exhaustively enumerate all possible inputs, is infeasible due to the 
enormous input space.
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We use a best-effort approach to solve the problem. That is, we first sample 
(uniformly in the entire input sample space) a certain number of feature vectors 
and their corresponding labels (i.e., predictions made by N). Note that our algo-
rithms can be readily adopted to a prior distribution (such as a normal distribu-
tion) is provided. We remark that it is hard to define the actual feature distribu-
tions and we view the problem of identifying the actual feature distribution as a 
problem that is orthogonal to our problem. After sampling, we learn a decision 
tree that is best consistent with the samples and then test whether the decision 
tree is consistent throughout the sample space. The details of the algorithm are 
shown in Algorithm 3.

It takes N as well as K as inputs. At line 1, we first generate a set of feature 
vectors as X from the entire input space randomly. Note that our approach can be 
easily modified to sample according to the data distribution of the training set if 
it is provided (or extracted using existing approaches (Shore 1998; Zhang et al. 
2009)). Then at line 2, we label all feature vectors in X with the prediction of N to 
obtain a set of labeled samples LD. Afterwards, the same as in Algorithm 2, we 
identify all combinations of K-features at line 3. Then we test every combination 
in the loop from line 4 to 9. For each combination, Algorithm 1 is applied to build 
the ‘best’ decision tree. If the decision tree fails to achieve 100% accuracy on LD, 
we proceed to try the next combination. Otherwise, we further test whether the 
decision tree is applicable to the entire input space using Algorithm 4.

Algorithm  4 is inspired by existing approaches on adversarial perturbation 
(Goodfellow et al. 2014; Kurakin et al. 2016) with a different objective function. 
That is, the goal is to apply perturbation to samples in LD so as to find a ‘counter-
example’, i.e., one such that the prediction of N and that of the decision tree are 
different. First, we cluster those samples in LD using a standard clustering algo-
rithm k-means at line 1, where #c is the size of clusters (Lloyd 1982). Note that 
the reason for clustering is that we can diversify the search for counterexamples. 
Afterwards, we obtain seed samples from each cluster in a round-robin fashion 
at line  2. For each seed sample, we apply a gradient-based algorithm to search 
for counterexamples iteratively (see loop at line 4 to 11). The gradient is com-
monly used to generate adversarial samples (Pei et  al. 2017; Moosavi-Dezfooli 
et al. 2016). The intuition is to perturb the original input according to the direc-
tion of the gradient so that the prediction of the neural network has the maximum 
change. During each iteration of the loop, we calculate the gradient of the loss 
function on the input x as J(x) and calculate sign of the gradient as sign(J(x)) . 
Here, the sign function is used to extract the sign of the real gradient. Then we 
perturb the seed sample x with an amount step_size ∗ grad , where step_size is 
used to determine the perturbation degree in each time and grad is the gradient.

Note that Algorithm 4 is a best-effort approach as we limit the number of itera-
tions at line 4. If we find a counterexample, the algorithm returns false; other-
wise, it returns true. Only if Algorithm 4 fails to find a counterexample, Algo-
rithm 3 reports true with D at line 7.
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Example 3.2 We illustrate how Algorithm 3 works using the Bank dataset example 
based on the feature combination 

(

f12, f16
)

 . We first generate 5000 samples randomly 
and generate a decision tree D which is consistent with the neural network predic-
tions. We then apply Algorithm  4 to test whether D is consistent throughout the 
input space. Assume that we take the following x as a seed.

x ∶ [5, 10, 1, 1, 0, 19, 1, 0, 0, 5, 4, 81, 1, 1, 0, 0]

Intuitively, the goal is to perturb x such that its label changes and hopefully 
becomes different from that of D. The perturbation is guided by the gradient (so that 
the perturbation would cause a maximum change in the prediction). That is, we cal-
culate the sign of x’s gradient as follows.

grad ∶ [1, 1, 1,−1, 1, 1,−1, 1, 1,−1, 1, 0,−1,−1,−1, 0]
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Next, we perturb x by updating each feature fi to be fi + step_size ∗ grad[i] where 
step_size is 1 in this example. The result is the following sample.

x� ∶ [6, 11, 2, 0, 1, 20, 0, 1, 1, 4, 5, 81, 1, 0, 0, 0]

Note that a clipping function is applied to make sure the perturbed feature value 
remains in its domain. The predictions of this sample by N and D are 0 and 1 respec-
tively. As a result, D fails to be taken as an explanation of the neural network N.

3.3  K,�‑Explainability testing

As discussed above, due to the gap between the expressiveness of decision trees and 
neural networks, there is likely no decision tree (with a height limit such as K) that 
can be used to perfectly explain the decisions of the neural network. It is thus more 
useful to quantify the explainability by testing K,�-explainability of the given neu-
ral network in practice. In the following, we similarly distinguish two cases, i.e., the 
training set and the entire input space. The former is addressed using Algorithm 5. 
The latter is addressed using Algorithm 6.

Algorithm  5 is similar to Algorithm  2. The only difference is that once Algo-
rithm 1 is applied to generate the ‘best’ decision tree, the fidelity of the decision tree 
is compared with the given threshold � . If a decision tree with a fidelity no less than 
� is identified, the algorithm returns true together with the decision tree. The follow-
ing theorem states the soundness and completeness of the algorithm, whose correct-
ness can be easily established based on Theorem 1.

Theorem 3 A neural network N’s decisions are K,�-explainable with respect to the 
training set if and only if Algorithm 5 returns true.   ◻

Example 3.3 Assume that we are testing whether a neural network trained on the 
Bank dataset is 2, 90%-explainable. Further, assume that we are testing the com-
bination of f12 and f16 . Applying Algorithm 1, we obtain the decision tree shown 
in Fig. 2, which has an accuracy of 94.92% (calculated based on LD). As a result, 
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Algorithm 5 returns true. That is, we can explain 90% of the decisions of the neural 
network (over the training set) using a simple explanation based on the decision tree.

Testing whether a model’s decision is K,�-explainable with respect to all inputs 
is challenging as it is infeasible to exhaustively enumerate all inputs and check 
whether there exists a decision tree with prediction accuracy more than � . We thus 
take a best-effort approach similar to that of Algorithm  3. That is, we uniformly 
sample a certain number of samples and build a candidate decision tree. Afterwards, 
we evaluate whether this candidate has a fidelity of � throughout the input space. 
We formulate the latter problem as a hypothesis evaluation problem and solve it 
systematically using hypothesis testing (so that we have a certain level of statisti-
cal confidence in the evaluation result (Wald 1945)). That is, given the candidate 
decision tree D and the threshold � , we formulate two hypotheses. One is that the 
fidelity of D is no less than � and the other is that it is less than � . We then keep 
sampling randomly (in an IID manner (Clauset 2011)) from the entire input space 
until one of the hypotheses reaches a certain level of statistical confidence.
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The details of the algorithm used to evaluate whether a candidate decision tree 
achieves a fidelity of � against all inputs are shown in Algorithm 6. It is designed 
based on the sequential probability ratio test (SPRT) algorithm proposed in Wald 
and Wolfowitz (1948). SPRT decides whether to accept a hypothesis after evaluating 
every new sample. The SPRT algorithm is parameterized by � , � and indifference 
region � , which intuitively define the error bounds. According to � and � , we calcu-
late p0 and p1 in line 1 and 2. During the loop from line 4 to 15, we keep generating 
new samples (i.e., by randomly generating values for each feature from its domain). 
Then we detect whether labels predicted by N and D are the same and update n and 
s respectively (see in line 6 and 7). Then we calculate the SPRT probability ratio at 
line 8 using the following formula.

From line 9 to 14, we compare the SPRT ratio with the acceptance/rejection bounds. 
The test accepts the hypothesis if the SPRT ratio is larger than or equal to the 
acceptance bound or denies it if the SPRT ratio is less than or equal to the rejection 
bound. The algorithm stops whenever a hypothesis is accepted at line 10 or denied 
at line 13. Note that this algorithm is guaranteed to terminate and the probability of 
accepting the wrong hypothesis is bounded (Wald and Wolfowitz 1948).

Example 3.4 Let us use the Bank dataset and the feature combination of f12 and f16 
as an example. The candidate decision tree is shown in Fig. 2. To check whether 
this decision tree is able to explain the decisions on 90% of the inputs throughout 
the input space, we apply the above-mentioned algorithm. In our experiments, we 
set �=�=0.05, �=0.05 and �=0.90. Then accept_bound and deny_bound are 19.0 

(2)sprt_ratio =
ps
1

(

1 − p1
)n−s

ps
0

(

1 − p0
)n−s
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and 0.053 respectively. After detecting 28 samples, all 28 samples have consist-
ent prediction labels and the calculated sprt_ratio is 22.52 by formula  2. Since 
pr ≥ accpet_bound , we accept the hypothesis that the probability of consistency 
within the entire input space can reach 90%.   ◻

4  Implementation and evaluation

Our approach has been implemented as a self-contained software toolkit based on 
Tensorflow (Abadi et al. 2016) and scikit-learn (Pedregosa et al. 2011). It is imple-
mented with a total of about 4K lines of Python code. Our experiments are based on 
the following datasets which have been used as evaluation subjects in multiple previ-
ous studies (Agarwal et al. 2018; Zhang et al. 2020).

– Census (Kohavi et al.1996) The Census income dataset was published in 1996. 
The prediction task is to determine whether the income of an adult is above 
$50,000 annually based on his/her personal information. The dataset contains 
32561 samples, each of which has 13 features.

– Bank Marketing The dataset came from a Portuguese banking institution and 
is used to train models for predicting whether the client would subscribe a term 
deposit based on his/her information. The size of the dataset is more than 45,000 
and each record contains 16 attributes.

– German Credit (Hofmann1994) This is a small dataset with 600 samples, each 
of which has 20 features. The task is to assess an individual’s credit based on 
personal and financial records.

For each dataset, we train a neural network using the exact same configuration as 
reported in the previous studies (Huchard et al. 2018; Zhang et al. 2020). The details 
are shown in Table 1. All these neural networks contain six layers. Each hidden layer 
contains 64, 32, 16, 8 and 4 units. The output layer contains 2 (number of predict 
classes) units. ReLU is used as the active function. Lastly, the Softmax function is 
used to output prediction probabilities. Although we focus on feedforward neural 
networks on classification tasks in our study, our algorithms work for more com-
plex neural networks such as convolutional neural networks (CNNs) in general. Fur-
thermore, we focus on neural networks trained on tabular feature vectors instead of 
complex data such as images and texts. This is because, in order to explain the deci-
sions of neural networks trained on images and texts, we must additionally address 

Table 1  Dataset and models of experiments

Dataset Model Accuracy (%) Attributes

Census income Six-layer Fully-connected NN 86.13 13
Bank marketing Six-layer Fully-connected NN 91.62 16
German credit Six-layer Fully-connected NN 100 20
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the challenge of identifying high-level human-understandable features before we can 
learn the decision trees. Note that high-level feature extraction for such complicated 
data is itself an active research field (Latif et al. 2019; Deshwal et al. 2019).

In the following, we report the evaluation results which are conducted to answer 
multiple research questions (RQ). Note that Algorithm 4 and Algorithm 7 require 
multiple hyper-parameters, whose values are either determined empirically (such as 
the number of clusters and the max number of iterations for perturbation in Algo-
rithm 4) or adopted from standard practice (such as � and � for hypothesis testing). 
The details are shown in Table  2. Here p_num is set to be 1000 for Census and 
Bank data and 600 for Credit data due to its small size. All experiments are con-
ducted on a laptop running macOS (10.15.6) with 16 GB memory. Each experiment 
is set with a timeout of 1000 hours. All models and experiment details are available 
online at Zhang (2021). 

RQ1: Are our algorithms efficient on testing the models’ decision explainability? 
This question is designed to evaluate the efficiency of our algorithms, particularly 
the effect of the design parameters such as K and � . To answer this question, we 
systematically apply our algorithms to the above-mentioned models and measure the 
results including efficiency. That is, we test each model against K-explainability for 
different K against the training set and the entire input space; and test each model 
against K,�-explainability with different K and � . The results of testing K-explaina-
bility are summarized in Table 3.

The third column shows the testing results and time taken for all three models 
with respect to different K on the training set. For all models, we can evaluate the 
models’ K-explainability with a K value of 2 or 3. Note that in this setting, the opti-
mal decision tree on the training set is generated based on all instances in the train-
ing set for each combination of K features, which is time-consuming. As a result, we 
can test 4 or 5-explainability only on the model trained based on the Credit dataset. 
In our experiments, more than 99% of the time is spent on generating the decision 
trees. One way to reduce time consumption is to parallelize the generation of deci-
sion trees for different combinations of features.

The fourth column shows the testing results and time taken for all inputs. We 
sample a threshold number of instances to build a candidate decision tree. The 
results here are based on training candidate models with 5000 random instances. 
Note that given the relatively small number of instances for building the candidate 
tree, we can finish testing up to 5-explainability for all models before timeout and 

Table 2  Parameters of the 
experiments

Parameter Value Description

c_num 4 Cluster count
max_iter 10 Max number of iterations for perturbation
step_size 1 Step size of perturbation
p_num 1000,600 Number of seed instances for perturbation
�, � 0.05 Error probability bounds
� 0.05 Indifference region
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the number of random instances may have an effect on the quality of the candidate 
models. The number 5000 is determined empirically based on the experiment results 
shown in Table 4. It shows the time taken of generating one decision tree as well as 
the maximum accuracy � achieved by the candidate model on the Census dataset. 
It can be observed that the accuracy achieved by the decision tree often maximizes 
when the number of instances is 5000. Further increasing the number of instances 
increases the time proportionally without increasing the accuracy. In multiple cases, 
the accuracy even drops. Thus, we set the 5000 as a threshold to learn candidate 
decision trees in testing against all inputs.

The results of testing K,�-explainability against different K and � as well as the 
training set or all inputs are summarized in Table  5. � is set to be 5 values, i.e., 

Table 3  K-explainability testing 
results

Dataset K Testing training set Testing all inputs

Result Time (min) Result Time (min)

Census 2 No 370.01 No 33.68
3 No 12485.24 No 223.27
4 No T/O No 685.57
5 No T/O No 2110.25

Bank 2 No 5538.10 No 45.60
3 No 51647.40 No 384.63
4 No T/O No 1980.77
5 No T/O No 6149.42

Credit 2 No 0.48 No 241.77
3 No 7.22 No 1470.45
4 No 33.12 No 6456.20
5 No 121.17 No 28250.87

Table 4  Training time with 
different #instances

K #instances T
dt

(s) max(�)

2 2000 4.20 93%
5000 25.74 93%
10000 112.11 93%

3 2000 9.06 95%
5000 46.66 96%
10000 133.21 95%

4 2000 15.17 95%
5000 57.34 97%
10000 140.94 95%

5 2000 21.32 96%
5000 98.15 97%
10000 202.06 97%
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70%, 80%, 90%, 95%, and 99%. In the third column, we show the testing results 
and time taken for evaluating the fidelity of all decision trees against the  training 
set. Note that we can still measure prediction accuracy on decision trees generated 
before timeout. The fourth column shows the results and time taken on testing K,�
-explainability against all inputs.

We note that the execution time is dominated by the time required for learning 
the decision trees. Since we consider all feature combinations with different size 
K, the number of all possible feature sets would be large especially with regards to 
some training set with high-dimensional feature vectors. In the case of testing K,�
-explainability against all inputs, it is strongly related to the number of feature com-
binations and the number of samples we use to train the candidate decision trees.

One practical way to reduce the complexity is thus to heuristically select a subset 
of the features, i.e., those which are likely correlated to the neural network’s deci-
sion. For example, SHapley Additive explanation uses Shapely values to compute 
the contributions of the features (Lundberg et al. 2017). Based on the Shapely val-
ues, we can focus on the features with high contribution to generate the decision 
trees. In the following, we conduct experiments to evaluate this idea by focusing 
on the top 6 contributing features based on Shapely value ranking. That is, we only 
consider the decision trees with the selected features and test each model against k,�
-explainability against the training set and the entire input space. The reason why we 
select 6 features is that the maximum K in our experiments is 5. The testing results 
are summarized in Table 6.

We can observe that, although we focus on the top 6 features only, the test-
ing results (i.e., whether each model satisfies the corresponding explainability 
metric) remain exactly the same as the results in Table  5. The time cost how-
ever decreases significantly, especially for the first two neural networks trained on 

Table 6  K,�-explainability testing result based on Shapley values

Dataset K Testing against training set

70% 80% 90% 95% 99%

Re. Time Re. Time Re. Time Re. Time Re. Time

Census 2 Yes 5.04 Yes 5.04 No 37.24 No 37.24 No 37.24
3 Yes 5.34 Yes 5.34 No 41.86 No 41.86 No 41.86
4 Yes 6.87 Yes 6.87 Yes 33.55 No 70.87 No 70.87
5 Yes 5.11 Yes 5.11 Yes 5.11 No 29.25 No 29.25

Bank 2 Yes 4.16 Yes 4.16 Yes 41.82 No 41.82 No 41.82
3 Yes 5.31 Yes 5.31 Yes 46.05 Yes 46.05 No 46.05
4 Yes 5.94 Yes 5.94 Yes 29.63 Yes 44.31 No 44.31
5 Yes 6.24 Yes 6.24 Yes 6.24 Yes 27.11 No 27.11

Credit 2 Yes 1.53 No 19.06 No 19.06 No 19.06 No 19.06
3 Yes 5.45 No 15.77 No 15.77 No 15.77 No 15.77
4 Yes 2.96 No 20.28 No 20.28 No 20.28 No 20.28
5 Yes 4.03 No 11.22 No 11.22 No 11.22 No 11.22
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Census dataset and Bank dataset. When K is set as 4 or 5, the time cost reduces 
from T/O to no more than 71 minutes. Furthermore, the execution time for most 
tests is far less than 1 hour. 

RQ2: Are existing models’ decisions explainable? This question aims to 
apply our approach to study decision explainability of neural network models. 
To answer the question, we investigate the decision explainability of the models 
using our approach based on the results shown in Table 3 and Table 5.

In terms of K-explainability, it can be observed that every model is found to be 
un-explainable, whether considering only those in the training set or all inputs. 
In other words, no matter what combination of K-features used to explain the 
decisions of the neural network, there are always counterexamples, i.e., instances 
which are predicted differently by the decision tree and the neural network. In 
particular, the adversarial sampling approach adopted in Algorithm 4 is proved to 
be effective in identifying such counterexamples. These results show that indeed 
it is unlikely that we can always explain the decisions of a neural network using 
a decision tree. Thus, the goal should perhaps be minimizing the percentage of 
such un-explainable cases.

In terms of K,�-explainability test, the results shown in Table 5 are mixed. We 
have several observations. First, comparing the results with different K values, the 
bigger the K is, the bigger a � can be achieved. This is intuitively reasonable since it 
is easier to explain the prediction of a neural network with a more complicated deci-
sion tree. Second, it is not necessarily easier to explain the instances in the training 
set than to explain all input instances. Note that there are instances where a model 
fails a K,�-explainability test on the training set but passes the test on the entire 
input space. For instance, the models trained on Census dataset pass the test with 
higher � against all inputs than against the training set. In a close investigation, we 
discover that this training set is highly imbalanced, e.g., samples with one label are 
significantly more than samples within the other labels. Neural networks trained on 
such an imbalanced dataset are known to produce imbalanced predictions, e.g., the 
majority of predictions on random samples are the same label. The majority of the 
randomly generated samples of Census dataset are predicted as label 1. Such imbal-
anced predictions are much easier to explain, i.e., it can be explained with a simple 
decision tree which always generates the same prediction (e.g., “everyone’s applica-
tion is rejected”). This is confirmed in our experiments, most of the randomly gener-
ated samples are predicted with the same label. As a result, even with a K value of 3, 
a � of 95% can be achieved. Furthermore, in our experiments, we test K,�-explain-
ability against all inputs using the SPRT algorithms, since it is infeasible to enumer-
ate all inputs. The SPRT algorithm provides only statistically results with a bounded 
range of errors, which is more “relaxed” compared to testing against all samples in 
the training set.

Lastly, it can be seen that the results vary across different models. For instance, 
the neural network trained on the Credit dataset has the lowest decision explain-
ability. The fidelity of the learned decision trees with respect to the training set and 
all inputs is less than 80% no matter what K value is used. The highest � achieved 
by the neural network against all inputs is only 70% . Our interpretation of the result 
is as follows. Because this dataset is very small, the model is less robust compared 
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with the models trained on the other dataset. In other words, its predictions on 
unseen instances are rather random and thus hard to explain.

RQ3: Are robust models’ decision more explainable? One of the observations in 
the above experiments is that Algorithm 4 is often successful in finding instances 
which are un-explainable by the decision tree with adversarial sampling. The above 
experiment results seem to suggest that the lack of robustness often makes a model’s 
decision un-explainable. This question is thus designed to test this hypothesis, i.e., 
with the help of robust training, we aim to see whether more robust models’ deci-
sions are more explainable. That is, whether it becomes harder to find ’counterex-
amples’ that have different predictions of the neural network and the decision tree 
after retraining. Here, we use the technique called FGSM (Goodfellow et al. 2014) 
to compute adversarial perturbations and retrain the model. Note that the label of 
the samples generated through adversarial perturbation is the same as the original 
sample.

To answer this question, we test the decision explainability of the retrained mod-
els using our approach and check whether a higher � can be achieved. After robust 
training, the level of � on the training set remains almost identical to that without 
robust training. We thus focus on K,�-explainability testing against all inputs. The 
results are shown in Table 7, where 7 values of � (i.e., 70%, 75%, 80%, 85%, 90%, 
95% and 99%) are tested. We highlight improved results in green and worsened 
results in red.

Compared to the corresponding entries in Table 5, we observe that among the 12 
cases (4 different K values on three models), 4 results show improvement and 5 results 
show worse decision explainability after robust training. The two models trained on 
the Census and Bank dataset become less explainable. For instance, the model trained 
on Census without robust training is 2, 90%-explainable against all inputs and it is 
only 2, 85%-explainable after training. Our hypothesis is that the two models trained 
on Census and Bank dataset are able to achieve high K,�-explainability because the 

Table 7  Results after robust 
training

Dataset K � in testing against all inputs

70% 75% 80% 85% 90% 95% 99%

Census 2 Yes Yes Yes Yes No No No
3 Yes Yes Yes Yes Yes No No
4 Yes Yes Yes Yes Yes No No
5 Yes Yes Yes Yes Yes No No

Bank 2 Yes Yes Yes Yes Yes No No
3 Yes Yes Yes Yes Yes No No
4 Yes Yes Yes Yes Yes Yes No
5 Yes Yes Yes Yes Yes Yes No

Credit 2 Yes Yes Yes Yes No No No
3 Yes Yes Yes Yes No No No
4 Yes Yes Yes Yes No No No
5 Yes Yes Yes Yes No No No
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model makes simplified predictions as the result of imbalanced training data. After 
robust training, the training data (i.e., the original data plus those generated through 
adversarial perturbation) become relatively more balanced. As a result, the neural 
network model makes more complicated predictions, and thus its K,�-explainability 
decreases. On the contrarily, the model trained on the Credit dataset becomes much 
more explainable after robust training. This can be explained by the fact that the 
Credit dataset, although small, is more balanced, and in such a case, robust training 
actually improves decision explainability. We acknowledge that this hypothesis needs 
to be evaluated with a large number of models to be conclusive.

RQ4: Can we improve model decision explainability using our testing results? 
Many practical scenarios would prefer models whose decisions can be explained. This 
RQ thus aims to see whether our approach could help improve model decision explain-
ability. The idea is to check whether a neural network that fails to reach a certain level 
of K,�-explainability can be improved through retraining with un-explainable adver-
sarial samples identified using our approach. That is, we label those adversarial sam-
ples generated by Algorithm 4 with the labels of corresponding seed instances (i.e., 
the labels of the samples in training set predicted by the neural network). Then we 
retrain the neural network with these additional samples and apply our approach to test 
the decision explainability of the retrained models. Note that the premise condition of 
Algorithm 4 is that all samples x in the original labeled dataset LD satisfy D(x) = N(x) 
(as shown in line 6 at Algorithm 3). That is, all seed instances x in Algorithm 4 have 
the same predictions by the neural network and decision tree. Here, we assume the 
generated adversarial sample x′ has the same ground truth label with the original seed 
instance x. The testing results as well as the accuracy of retrained models are shown 
in Table 8. We highlight improved results in green as well. Note that 6 results show 
improvement after retraining and none shows worsened decision explainability.

We observe that all three models’ decisions become more explainable after 
retraining. For instance, the models trained on Census and Bank dataset are both 

Table 8  Results after training 
with ‘counterexamples’

Dataset Accuracy K � in testing against all inputs

70% 75% 80% 85% 90% 95% 99%

Census 84.91% 2 Yes Yes Yes Yes Yes Yes No
3 Yes Yes Yes Yes Yes Yes No
4 Yes Yes Yes Yes Yes Yes No
5 Yes Yes Yes Yes Yes Yes No

Bank 91.53% 2 Yes Yes Yes Yes Yes Yes No
3 Yes Yes Yes Yes Yes Yes No
4 Yes Yes Yes Yes Yes Yes No
5 Yes Yes Yes Yes Yes Yes No

Credit 90.3% 2 Yes Yes Yes Yes No No No
3 Yes Yes Yes Yes No No No
4 Yes Yes Yes Yes No No No
5 Yes Yes Yes Yes No No No
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2, 90%-explainable against all inputs before retraining. After retraining, both of the 
two models achieve 2, 95%-explainable. The model trained on Credit can achieve 
� as 85% for any given K after retraining. The results thus proof that our testing 
algorithms could be potentially used to improve model decision explainability, by 
paying a relatively small price in terms of accuracy. Although the improvement in 
the model trained on Credit is more substantial, the accuracy drops mostly from 
100% to 90.3% compared with the models trained on Census and Bank dataset. 
This result suggests that higher explainability may come at the cost of prediction 
accuracy. More precise trade-offs between the neural network’s explainability and 
accuracy need further experiments.

Threats to validity In the experiment, only 3 datasets are applied to evaluate the 
effectiveness of our approach. This could be further improved with more models 
and datasets as well as protected features. Furthermore, in the experiments, we focus 
on feed-forward neural networks only. Our approach can be potentially adopted for 
other neural network models. Lastly, the datasets are all tabular data. For compli-
cated models such as RNN for text, the task is likely more complicated.

5  Related work

The term explainability or interpretability has been used to refer to multiple different 
things. For instance, Murdoch et al. attempted to define interpretability in the con-
text of machine learning and placed it as a part of the generic data science life cycle 
(Murdoch et  al. 2019). They defined interpretable machine learning as the use of 
machine learning models for the extraction of relevant knowledge in data. Montavon 
et al. defined interpretation as the mapping of an abstract concept into a domain 
that the human can make sense of. Examples of interpretable domains are images or 
texts (Montavon et al. 2018). Models from domains with abstract vector spaces are 
deemed to be un-interpretable. The notion of explainability or interpretability in the 
above studies is informal and not measurable, i.e., there is no way to quantitatively 
measure or compare models in terms of explainability or interpretability.

The term interpretability is often associated with studies which aim to provide 
hints on how neural networks work internally, such as studies on local/global inter-
pretability of neural networks. Studies on local interpretability focus on investi-
gating neural network prediction on one or a specific set of samples. One of the 
popular methods is the saliency map approach (Zeiler et  al. 2014). The idea is to 
identify specific parts of an input sample that contribute the most to the prediction 
of the network (Sundararajan et al. 2017; Dabkowski and Gal 2017) or the activity 
of a specific layer in the network (Zhang et al. 2019). In the case of image classifier 
interpretation, it is useful to know which parts of the input activate certain filters 
for the prediction and how each part contributes to the prediction score at the pixel 
level (Lundberg et al. 2017) or at the object level (Zhang et al. 2019). In Kim et al. 
(2018), proposed TCAV which quantitatively tests the contribution of user-defined 
concepts. The difference between these approaches and ours is that these approaches 
focus on explaining prediction on one particular input, whereas we aim to provide a 
way of measuring neural networks’ decision explainability as a whole.
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Studies on the  global interpretability of neural networks aim to come up with 
models that are simple enough to be human-understandable and yet expressive 
enough to predict the predictions of the neural network (at least in most of the cases). 
Such candidates include regression models (Schielzeth 2010), decision trees (Loh 
2011), decision rules (Lakkaraju et al. 2016). In Lakkaraju et al. (2016), proposed 
interpretable decision sets, i.e., a framework for building high-accurate predictive 
models, yet also interpretable. They capture the interpretability of a decision set by 
defining four natural metrics: size, length, cover and overlap. They also set metrics 
to measure the accuracy of each rule. While these approaches share the same idea of 
using simple models to mimic neural networks, they do not provide ways of testing 
and measuring the degree of decision explainability.

This work is also related to work on testing neural networks. Unlike traditional 
software systems that have clear and controllable logic, the lack of interpretability 
of neural networks makes system testing difficult. In Pei et al. (2017), introduced the 
concept of neuron coverage for measuring testing coverage of a neural network. They 
considered a neuron to be activated if its output is higher than a threshold value and 
unactivated otherwise. They generated neurons’ activation status and a set of test 
inputs based on the number of neurons activated by the inputs and propose a number 
of alliterative coverage metrics. In terms of fairness testing, Kusner et al. introduced 
a causal approach to address fairness. They leveraged the causal framework to model 
the relationship between protected attributes (Kusner et  al. 2017). This work can 
work as an assisting tool to fairness testing. It can analyze whether the model’s deci-
sions are relevant to sensitive features. If the explainable decision tree with high fidel-
ity contains propositions with certain sensitive attributes, the model is likely unfair. 
Once this work helps understanding predictions and behaviors of neural networks, it 
might help with further improvement as well. To the best of our knowledge, this is 
the first approach on testing neural networks’ decision explainability.

6  Conclusion

In this work, we propose multiple definitions of neural network interpretability and 
develop algorithms to systematically test the decision explainability of neural net-
works. We define decision explainability based on measuring its fidelity against 
decision trees with a height limit. We remark that this is an initial attempt at testing 
model decision explainability and there is much to be done in the future.
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