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ABSTRACT
In this tutorial we aim to present a comprehensive survey of the ad-
vances in deep learning techniques specifically designed for anom-
aly detection (deep anomaly detection for short). Deep learning has
gained tremendous success in transforming many data mining and
machine learning tasks, but popular deep learning techniques are in-
applicable to anomaly detection due to some unique characteristics
of anomalies, e.g., rarity, heterogeneity, boundless nature, and pro-
hibitively high cost of collecting large-scale anomaly data. Through
this tutorial, audiences would gain a systematic overview of this
area, learn the key intuitions, objective functions, underlying as-
sumptions, advantages and disadvantages of different categories of
state-of-the-art deep anomaly detection methods, and recognize its
broad real-world applicability in diverse domains. We also discuss
what challenges the current deep anomaly detection methods can
address and envision this area from multiple different perspectives.

Any audience who may be interested in deep learning, anom-
aly/outlier/novelty detection, out-of-distribution detection, repre-
sentation learning with limited labeled data, and self-supervised
representation learning would find it very helpful in attending this
tutorial. Researchers and practitioners in finance, cybersecurity,
healthcare would also find the tutorial helpful in practice.

CCS CONCEPTS
• Computing methodologies → Anomaly detection; Neural
networks; Scene anomaly detection; • Security and privacy →
Intrusion/anomaly detection and malware mitigation.

KEYWORDS
anomaly detection; deep learning; neural networks; outlier detec-
tion; representation learning; novelty detection
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1 INTRODUCTION
Anomaly detection, a.k.a. outlier detection or novelty detection, can
offer important insights into many safety-critical, commercially- or
scientifically-significant real-world applications such as extreme
climate event detection, mechanical fault detection, defect detection
terrorist detection, fraud detection, malicious URL detection, just
to name a few [2, 5]. Because of this significance, it has been exten-
sively studied for decades, with numerous shallow methods pro-
posed for this task [2, 5]. However, these methods are challenged by
various data complexities, such as high dimensionality, data interde-
pendency, data heterogeneity, etc [16]. In recent years deep learning
has shown tremendous success in tackling these complexities in a
wide range of applications, but popular deep learning techniques
are inapplicable to anomaly detection due to some unique charac-
teristics of anomalies, e.g., rarity, heterogeneity, boundless nature,
and prohibitively high cost of collecting large-scale anomaly data. A
large number of studies therefore have been dedicated to designing
deep learning techniques specifically designed for anomaly detec-
tion. These studies demonstrate great success in addressing some
major challenges to which shallow anomaly detection methods fail
in different application contexts.

In this tutorial we aim to present a comprehensive review of the
advances in deep learning-based anomaly detection. Through this
tutorial, we present a systematic overview of this area by introduc-
ing the key intuitions, objective functions, underlying assumptions,
advantages and disadvantages of different categories of state-of-
the-art deep anomaly detection methods. This is to promote the
recognition of the broad real-world applicability of deep anom-
aly detection in various critical domains. Further, deep anomaly
detection is significantly less explored than many other data min-
ing tasks. There are still many largely unsolved challenges in this
area. Thus, we also aim to actively promote its development in
algorithms, theories and evaluation through this tutorial.

2 RELATEDWORK
Anomaly detection has been a long-standing problem in various
communities for decades. Similar to classification, clustering, and
regression, anomaly detection is one of the most fundamental tasks
in data mining [1, 9]. Recently deep learning-based anomaly detec-
tion has demonstrated tremendous success in tackle challenging
issues in which shallow anomaly detection approaches fail. This
brings a surge of new interest from the data mining and machine
learning community to this research topic. This tutorial is built
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upon our recently released survey on deep anomaly detection [16]
and the outlier detection book [2].

There was a relevant tutorial in WSDM 2020 given by a LinkedIn
team [25], having a similar title as ours, but that tutorial focuses
more on deep anomaly detection applications at LinkedIn, cover-
ing mainly methods for sequential/time series data. This may lead
to a biased overview of this increasingly important area. There is
another relevant hands-on tutorial in KDD 2020 [4] that mainly fo-
cuses on autorencoder- and generative adversarial network (GAN)-
based approaches for anomaly detection. By contrast, in our tutorial
we aim at providing a thorough treatment of this area by systemat-
ically reviewing the research problems and challenges of the area,
presenting a comprehensive review of existing popular techniques
for different types of data (tabular data, image data, video data,
graph data, sequence/time series data, etc.) in an unified taxonomy,
and delineating a number of exciting future opportunities.

3 TUTORIAL OUTLINE
The tutorial includes the following three sections.

Opening Section. We present an introduction of the research
problems and key applications

• Introduction to anomaly detection. This part presents the prob-
lem nature and challenges of anomaly detection, summariza-
tion of traditional approaches, and some largely unsolved
research problems in this area.

• Overview of deep learning for anomaly detection. This part
presents the research problems and main challenges of deep
anomaly detection, and discusses the taxonomy of current
deep anomaly detection techniques and key conceptual frame-
works.

• Key successful real-life applications of deep anomaly detec-
tion. We present some exciting application showcases in a
variety of critical domains such as cybersecurity, industrial
inspection, finance, planetary exploration, etc.

Methodology Section. This section presents three high-level
categories of methods and 11 fine-grained subcategories of methods.
Thus, it is divided into three subsections, with each subsection
discussing one high-level category of methods shown in Figure 1.

• Methodology Part I: Deep learning as generic Feature extraction.
In this part we present how existing popular deep learning
models can be directly leveraged to extract low-dimensional
feature representations for downstream anomaly detection.
Some representative studies include unmasking [12], unsu-
pervised classification approach [11], and adapted one-class
SVMs [26].

• Methodology Part II: Learning representations of normality. We
introduce key intuitions, objective functions, advantages and
disadvantages of a variety of methods in this category. This
type of methods is arguably the most popular deep anomaly
detection approach. To provide insightful discussions on this
category, we further divide the methods into two groups and
separately introduce them.
– Generic normality feature learning. We present methods
that learn the representations of data points by optimiz-
ing a generic feature learning objective function that is
not primarily designed for anomaly detection, but the

learned representations can still well empower anomaly
detection. This group of methods include autoencoder,
generative adversarial networks, predictability modeling,
and self-supervised classification approaches. Some rep-
resentative algorithms include replicator neural network
[10], RandNet [6], RDA [29], AnoGAN [22], ALAD [27],
and GANomaly [3].

– Anomaly measure-dependent feature learning. In this part
we review methods that learn feature representations
that are specifically optimized for one particular existing
anomaly measure, including distance-based measure, one-
class classification measure, and clustering-based measure.
Representative algorithms include REPEN [14], RDP [24],
Deep SVDD [20], and DAGMM [30].

• Methodology Part II: End-to-end anomaly score learning. We
present a group of methods that optimize anomaly scores
in an end-to-end manner. This includes four types of ap-
proaches, i.e., ranking models (e.g., SDOR [19], PRO [17],
MIL-AD [23], DPLAN [15]), prior-driven models (e.g., De-
vNet [18], IRL-ADU [13]), softmax likelihood models (e.g.,
APE and its extension [7, 8]), and end-to-end one-class clas-
sification models (e.g., ALOCC [21], OCAN [28]. The key
intuitions, objective functions, advantages and disadvantages
of each method in this category will be reviewed in detail.

• Key methods in closely relevant areas. Additionally, we re-
view key methods in some closely related areas, including
out-of-distribution detection, adversarial example detection,
curiosity learning in reinforcement learning, to stimulate
innovative solutions across the areas.

Conclusion Section This section summarizes the development
of this area and discusses important future research opportunities.

• Summarization of the advances in deep anomaly detection. We
present a summarization and comparison of the methods
introduced in the methodology section to provide insights
into the current development of this area. This includes the
discussion of neural network architectures, loss functions,
and deep learning tricks used in these methods.

• Future opportunities. We discuss a number of exciting oppor-
tunities that may be explored to further advance this area in
different directions.

4 FORMAT AND DETAILED SCHEDULE
The tutorial is broken into three parts as follows.

(1) Shallow anomaly detection vs deep anomaly detection
(30 min)
• Problem nature and challenges of anomaly detection
• Research problems in deep anomaly detection
• Shallow anomaly detection vs. deep anomaly detection
• Key applications of deep anomaly detection
• Comprehensive taxonomy of existing deep anomaly de-
tection techniques

(2) Deep anomaly detection: Three principal approaches
and beyond (110 min)
• Methodology I: Deep learning as simple feature extraction
• Methodology II: Learning representations of normality
– Generic normality feature learning
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Deep anomaly detection
Learning representations of 

normality

Generic normality 
feature learning

Autoencoders

Generative adversarial networks

Predictability modeling

Anomaly measure-dependent 
feature learning

Distance-based measures

One-class classification measures

Clustering-based measures

Anomaly score learning

Prior-driven models

Ranking models

End-to-end 
one-class classification

Deep learning as 
feature extraction

Softmax models

Self-supervised classification

Figure 1: Taxonomy of Deep Anomaly Detection Methods [16]

∗ Autoencoder-based approaches
∗ Generative adversarial network-based approaches
∗ Predictability modeling approaches
∗ Self-supervised classification approaches

– Anomaly measure-dependent feature learning
∗ Feature learning for distance-based measure
∗ Feature learning for one-class classification measure
∗ Feature learning for clustering-based measure

• Methodology II: End-to-end anomaly score learning
– Ranking models
– Prior-driven models
– Softmax models
– End-to-end one-class classification models

• State-of-the-art methods in closely related areas
– Out-of-distribution detection
– Adversarial example detection
– Curiosity learning in reinforcement learning

(3) Conclusions and future opportunities (30 min)
• Summarization of the advances in deep anomaly detection
• Future opportunities
– Exploring new anomaly-supervisory signals
– Deep weakly-supervised anomaly detection
– Large-scale normality learning
– Deep detection of complex anomalies
– Interpretable and actionable deep anomaly detection
– Novel applications and settings

In addition to embedded Q& A in each part above, there are 10
minutes for Q& A at the end of the tutorial.

5 TYPE OF SUPPORT MATERIALS TO BE
SUPPLIED TO ATTENDEES

Self-contained slides will be provided to the attendees before the
tutorial. Our survey paper [16] and book [2] will also be provided
for the attendees to gain more in-depth understanding of this topic.

6 INTENDED AUDIENCE
This tutorial is designed for audience at all levels, covering from
basic anomaly detection concepts and problems to advances in deep
learning-based anomaly detection. While no specific knowledge is
required from the audience, people who are familiar with anomaly
detection or deep learning will find it more beneficial in under-
standing the algorithms and case studies to be introduced in this
tutorial.

7 PRESENTERS
The tutorial is given by three presenters, including Guansong Pang,
Longbing Cao, and Charu Aggarwal.

Dr. Guansong Pang (main contact) obtained his PhD degree
in Data Mining at the University of Technology Sydney in 2019.
He is a Research Fellow in the Australian Institute for Machine
Learning at the University of Adelaide. His research interests lie
in data mining, machine learning and their applications; he has
been dedicating to the research on anomaly detection for over six
years. He has published more than 25 papers (most of them are
on (deep) anomaly detection) in refereed conferences and journals,
such as KDD, AAAI, IJCAI, CVPR, ACM MM, ICDM, CIKM, IEEE
Transactions on Knowledge andData Engineering, and DataMining
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and Knowledge Discovery Journal. He is one of the key presenters
of the KDD17’s tutorial on “Non-IID Learning" and the KDD18’s
tutorial on “Behavior Analytics: Methods and Applications". He
also gives a number of oral representations of his papers at top
conferences such as IJCAI16, IJCAI17, CIKM17, KDD18, KDD19 and
invited talks at various universities.

Prof. Longbing Cao has been a full professor in information
technology at UTS since 2009. He is the founding Editor-in-Chief
of Springer’s Journal of Data Science and Analytics and associate
EiC of IEEE Intelligent Systems. He serves as conference general
chair such as for KDD2015, and program co-chair, area chair or vice-
chair of conferences such as IJCAI, DSAA, PAKDD and ICDM, and
SPC/PC member on over 100 conferences. He initiated and leads
research on non-IID learning, behavior informatics, agent mining,
and domain driven data mining, in addition to general issues in
data science, data mining, machine learning, artificial intelligence
and complex intelligent systems. He is one of the key presenters of
a large number of tutorials at top conferences such as IJCAI 13, 19,
20; CIKM 14; KDD 17, 18; AAAI 18, 19; PAKDD 15, 18.

Dr. Charu Aggarwal completed his Ph.D. in Operations Re-
search from the Massachusetts Institute of Technology in 1996. He
has worked extensively in the field of data mining, with particular
interests in data streams, privacy, uncertain data and social network
analysis. He is a recipient of the IEEE ICDM Research Contribu-
tions Award (2015) and the ACM SIGKDD Innovation Award (2019),
which are the two highest awards for research in the field of data
mining. He has served as the general or program co-chair of the
IEEE Big Data Conference (2014), the ICDM Conference (2015), the
ACM CIKM Conference (2015), and the KDD Conference (2016).
He is an editor-in-chief of the ACM Transactions on Knowledge
Discovery and Data Mining , and has served as editor-in-chief of
the ACM SIGKDD Explorations. He is a fellow of the IEEE (2010),
ACM (2013), and the SIAM (2015) for “contributions to knowledge
discovery and data mining algorithms”. He is the sole author of the
popular anomaly detection textbook “Outlier Analysis”. He deliv-
ers a number of invited keynotes at various top conferences such
as ECML 06, ASONAM 14, ECML 14 and SIGIR 18, and is one of
the key presenters of several conference tutorials such as CIKM13
and SDM13 Tutorial on “Outlier Detection in Temporal Data” and
ASONAM13 Tutorial on “Outlier Detection in Graph Data”.
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