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Independent Reinforcement Learning for Weakly
Cooperative Multiagent Traffic Control Problem
Chengwei Zhang, Shan Jin, Wanli Xue, Xiaofei Xie, Shengyong Chen, Fellow, IET, and Rong Chen

Abstract—The adaptive traffic signal control (ATSC) problem
can be modeled as a multiagent cooperative game among urban
intersections, where intersections cooperate to optimize their
common goal, i.e., the city’s traffic conditions. The large scale of
intersections in a real traffic scenario yield marked challenges
for an algorithm to find an optimal joint control strategy by
controlling multiple intersections at the same time. Recently,
reinforcement learning (RL) has achieved marked successes in
managing sequential decision making problems, which motivates
us to apply RL in the traffic control problem. In particular,
independent reinforcement learning (IRL) is typically used to
solve a multiagent task, where IRL agents learn cooperation
strategies independently according to specific rules, such as the
‘optimistic’ or ‘lenient’ principle, and treat other agents as part of
the environment. Considering the large scale of intersections in an
urban traffic environment, we use IRL to solve a complex traffic
cooperative control problem in this study. One of the largest
challenges of this problem is that the observation information
of intersection is typically partially observable, which limits
the learning performance of IRL algorithms. To mitigate this
challenge, we model the traffic control problem as a partially
observable weak cooperative traffic model (PO-WCTM) to op-
timize the overall traffic situation of a group of intersections.
Different from a traditional IRL task that averages the returns
of all agents in fully cooperative games, the learning goal of each
intersection in PO-WCTM is to reduce the cooperative difficulty
of learning, which is also consistent with the traffic environment
hypothesis. To determine the optimal cooperative strategy of PO-
WCTM, we also propose an IRL algorithm called Cooperative
Important Lenient Double DQN (CIL-DDQN), which extends
Double DQN (DDQN) algorithm using two mechanisms: the
forgetful experience mechanism and the lenient weight training
mechanism. The former mechanism decreases the importance of
experiences stored in the experience reply buffer, which deals
with the problem of experience failure caused by the strategy
change of other agents. The latter mechanism increases the
weight experiences with high estimation and ‘leniently’ trains
the DDQN neural network, which improves the probability of
the selection of cooperative joint strategies. Experimental results
show that, in two real traffic scenarios and one simulated traffic
scenario, CIL-DDQN outperforms other methods in almost all
performance indicators of the traffic control problem.

Index Terms—Multiagent learning, Independent reinforcement
learning, Cooperative Markov game, Traffic signal control.
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I. INTRODUCTION

TRAFFIC congestion plagues many cities around the
world, producing heavy pressure on existing urban trans-

port infrastructure. Using traffic signals to control vehicle
waiting time is one of the most effective ways to relieve
congestion. Traditional traffic methods [1–5], which select
the phase from the predefined signal combination based on
expert knowledge, have certain limitations, and cannot adjust
traffic based on real-time traffic conditions. Due to the nature
of the interaction between the agent and the environment in
reinforcement learning (RL), RL can be naturally applied to
the traffic signal control environment. Many RL studies [6–8]
have reported the advantages of RL in traffic control scenarios.

In a real urban traffic environment, there may be thousands
of intersections that must cooperate to optimize transportation.
An action taken by one intersection affects its local traffic
pressure and affects the road conditions at other intersections.
The state transition function and reward function of the traffic
environment depend on the phase selection of all intersec-
tions, making the traffic environment dynamic and unstable.
Therefore, how to apply RL in such a complex environment
has become a challenge. Specifically, the urban traffic control
problem, which aims to minimize the average travel time
of vehicles through multiple intersections, can be defined as
a multiagent cooperative problem. The direct application of
single-agent RL algorithms to the multiagent environment
may create new problems, such as the non-stationary prob-
lem [9, 10], which often leads to non-cooperation or even
fail to convergence for an RL algorithm in learning a joint
optimal policy of a multiagent reinforcement learning (MARL)
environment.

To solve the non-stationary problem, a natural way is to use
a centralized training framework that can learn the estimation
of an joint action in the global state. Thus, most existing
MARL algorithms use centralized training with a distributed
execution mechanism to learn the optimal joint strategy [11–
13]. By considering global state information, these methods
effectively mitigate the problems of a non-stationary environ-
ment and solve the multiagent cooperative problem somewhat
accurately. However, in real urban traffic environments, the
scale of the road network is often massive. Centralized learn-
ing is difficult to scale because the joint action space grows
exponentially as the number of agents increases linearly. In
contrast, independent reinforcement learning (IRL) is more
flexible and suitable for traffic control because it is not
constrained by the number of agents, where each intersection
can be controlled by a local RL agent. Besides, it is often
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unrealistic to collect the global state information and feed
them to the agent in a traffic environment. Usually, the state
information of the agent in the traffic environment is the
partial observability and/or the communication constrained.
Independent RL learners treat other agents as part of the
environment and train their networks independently using a
predetermined principle (e.g., the ‘optimistic’ principle [14]).
They update the evaluation of action only if the new eval-
uation is greater than the previous one (or if they prefer
the new evaluation) by identifying and discarding experience
(HDQN [15] and LDQN [16]) or trajectories (IGASIL [17]
and NUI-DDQN [18]).

However, the importance of experience (or trajectories) is
difficult to identify, especially in games where the optimal
policy of the game is much more difficult to explore than sub-
optimal policies. The aforementioned methods make strong
assumptions about the environment, i.e., games are required
to be fully cooperative and small in scale. Thus, these methods
cannot be directly applied to urban traffic scenarios for two
reasons. First, traffic conditions in different areas of a city
are often different, which makes it unnecessary to model the
traffic control problem as a fully cooperative problem. Our
experimental results show that it actually could be counter-
productive to define traffic as a fully cooperative problem.
Second, intersections that are adjacent to a given intersection
have a greater impact on congestion at that intersection than
at a distant intersection. The state and action information
of those adjacent intersections is also typically observable
in the intersection. That information is thus useful when
optimizing traffic conditions and should not only be treated
as environmental components.

In this study, we first modeled the urban traffic control
problem as a modified cooperative Markov game, which
we refer to as the partially observable weakly cooperative
traffic model (PO-WCTM). Unlike the average return of all
agents used in fully cooperative Markov games in existing
IRL studies [15, 16, 18], the learning goal of each agent
(intersection) in PO-WCTM is defined as the average return
within its local scope, i.e., the average return of intersections
of the agent and its neighbors, so that the intersection can pay
more attention to the traffic conditions in its vicinity. Besides,
the observable state information of each intersection is also
defined as information within its local scope, which is in line
with the assumption of real traffic environment. This design is
also convenient for the MARL algorithm during development
and training. Conversely, collecting and processing the global
state will increase the time delay and cost of the system, which
may affect training performance. Based on PO-WCTM, we
thus propose an IRL method called the Cooperative Important
Lenient Double DQN (CIL-DDQN) method. Specifically, CIL-
DDQN adds two cooperative mechanisms to the Double DQN
(DDQN) [19] method: the optimistic weigh training mecha-
nism and the forgetful experience mechanism. The first mech-
anism improves the leniency mechanism used in LDQN [16]
to weight the empirical importance according to the TD error
of sampled data during the training process. By regulating
‘leniency’, which is a parameter that decreases as the training
time increases to adjust the degree of ‘optimism’, during the

negative update, the new loss function makes the agent prefer
optimistic experience training, increasing the possibility of
reaching the cooperative joint strategy. The forgetful experi-
ence mechanism is proposed to mitigate the limitation of the
partially observable experience that is stored in the experience
reply memory (ERM). The data stored in the early stage
cannot reflect the current situation of training if strategies of
other agents are changed. The forgetful experience mechanism
decreases the importance of experiences stored in ERM as
their storage time increases. Based on the two experience
weight allocation mechanisms, the training performance of
CIL-DDQN is markedly improved.

The performance of the proposed algorithm is evaluated
with two real traffic datasets and one synthetic dataset. Ex-
perimental results show that CIL-DDQN outperforms other
traffic control methods (e.g., MA2C [20] and Colight [7]) in
almost all criteria, including queue length, intersection delay,
vehicle speed, trip completion flow, and trip delay, which are
commonly used to evaluate traffic conditions.

The reminder of this paper is organized as follows. A
literature review is presented in Section II. Section III in-
troduces relevant background on RL and notations used in
traffic control scenarios. The proposed PO-WCTM model and
problem statement are introduced in Section IV, followed by
the proposed independent reinforcement learning method CIL-
DDQN in Section V. The model and algorithm are evaluated
in Section VI, and the paper is concluded in Section VII.

II. RELATED WORK

Early research on traditional traffic signal control meth-
ods [2–5] mostly relied on the expert strategy, which sim-
plifies the traffic conditions. The performance of previous
traffic detection equipment limits the collection of traffic data,
and affects the effect of traditional traffic control methods.
With the development of the machine learning theory, deep
reinforcement learning (DRL) has become a new trend in
adaptive signal traffic control. To reduce potential congestion,
adaptive methods adjust signal timing according to real-time
traffic dynamically. RL is defined to find the optimum strategy
of an unknown environment with sequential decision making
problems by trial and error. According to the intersections
scale, traffic control studies based on RL can be divided
into two categories: single-intersection control and multiple-
intersections control.

Single-intersection control. Wiering et al. [21] first used
tabular Q-learning to the single-intersection control problem.
With the development of detection facilities, the number of
detectable features of traffic state information (e.g., vehicle po-
sition, speed, length of road queue) increased, which exceeded
the capability of tabular Q-learning. With the development of
deep learning and reinforcement learning, new methods that
these two processes into DRL have been used to estimate Q.
Li et al. [22] considered traffic-like information as the state
input and estimated the Q function using a deep neural network
(DNN) by DQN [23]. Because traffic states are sequential, and
there is a causal relationship between them, Choe et al. [24]
analyzed the sequence’s state information through a recurrent
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LSTM network with deep recursive Q learning. In addition to
designing different networks, some researchers have applied
DQN enhancement mechanisms to traffic. Liang et al. [1]
integrated optimization factors including duling DQN [25],
DDQN [19], priority experience replay, and a convolutional
neural network to map the state to reward.

Multiple-intersections control. There are also studies that
investigated controlling multiple-intersections within a given
area of a city. Zhu et al. [8] proposed a joint tree in the
probability graph model to simplify the calculation of joint
action probabilistic reasoning. Wei et al. [7] used a graph
attention mechanism to express the effect of other intersections
explicitly on the target intersection, to communicate between
intersections. Those studies used a centralized training network
to estimate the return of a joint policy of all intersections.
Centralized methods can help to avoid the non-stationary
problem and achieve good performance in multiagent learn-
ing environments; however, they are strongly affected by
the number of learning agents. Independent learners control
intersections can be expanded and trained. Nishi et al. [6]
combined a graph convectional network with a traffic road
network. Intersections in the road network were regarded as
nodes of the adjacency matrix, and an oriented graph of traffic
flow was constructed to describe traffic conditions in detail
and accurately. Chu et al. [20] proposed a scalable algorithm
called MA2C, which stabilizes the independent A2C algorithm
by adding neighbor information and neighbor strategy in the
state, which is equivalent to local communication between the
target intersection and the neighbor intersection. However, this
algorithm only increased the coordination between intersec-
tions from the perspective of traffic models.

Most existing methods extend the single-agent RL methods
directly to a traffic environment. Because the agent strategy in
a multiagent environment is non-stationary where agents are
faced with changing target decision issues, these algorithms
cannot learn good cooperation strategies in a complex road
network environment.

III. NOTATION AND BACKGROUND

This section briefly describes some basic notations of traffic
signal control problems and MARL.

A. Notation of Traffic Control Problem

Incoming lane: The lane where vehicles can enter the
intersection is the incoming lane of the intersection. There are
12 incoming lanes at the intersection in Fig.1(a). Li represents
the set of incoming lanes of intersection i. There are four
incoming directions at the intersection: West (W), East (E),
North (N), and South (S).

Signal phase: The combination of traffic signals in each
incoming lane describes a phase. A green signal allows cars to
pass. A red signal prohibits cars from passing. Traffic signals
can indicate three traffic movements: Left (L), Through (T),
and Right (R). Usually, a right-turn vehicle moves through
the intersection regardless of the signal. Fig.1(b) shows eight
non-conflicting signal phases.

(a) Intersection (b) Eight phases

Fig. 1. Definitions of incoming lane and signal phases

Neighbors of intersection An urban traffic system consists
of multiple connected intersections, where the relationship
between intersections can be defined as a graph G(N , E)
according to their geographical location, in which i ∈ N is
each intersection and ij ∈ E represents the road between two
intersections i, j ∈ N . We denote Ni = {j ∈ N|ij ∈ E} as
the neighbors of intersection i.

B. RL and MARL

Partially Observable Markov Game: We consider the
standard MARL setting, in which the interaction of agents and
environment is modeled as a Markov game, where multiple
agents make choices sequentially. Formally, a Markov game
is defined by a tuple G = 〈N ,S,O,A, P,R, γ〉. N is the
set of N agents, i.e., |N | = N . S is the set of states and
O = 〈O1, ...,ON 〉 is the observation set, where Oi is the
observation set of agent i. A = 〈A1, ...,AN 〉 is the set of the
joint actions, where Ai is the set of the action for agent i.
P : S×A×S → [0, 1] is the transition function returning the
probability of transitioning from a state s to s′ given a joint
action 〈a1, ..., aN 〉. R = 〈r1, ..., rN 〉 is the reward function,
where ri : S×A → R specifies the reward for agent i given the
state and the joint action. γ is the discount factor. A Markov
game is a team game if every player gets the same reward.
Thus, team games are fully cooperative settings, where players
have a shared objective.

The policy πi of agent i represents a mapping from the
observation space to a probability distribution over actions:
πi : Oi → ∆(Ai), while π = 〈πi, π−i〉 refers to a joint policy
of all agents, and π−i is the joint policies excluding agent i.
Given a joint policy π the return (or expected sum of future
rewards) for each agent i starting from a state s can be defined
by the state-value function, which is also known as Q value
function, where ri,t refers to the reward received by agent i
at time t: Qi,π(s, a) = Eπ[

∑∞
k=0 γ

kri,t+k+1|st = s, at = u].
For a Markov game, a joint policy π∗ is a Nash equilibrium

(NE) if and only if no agent can improve it’s gain through
unilaterally deviating from π∗. From a group perspective, NE
is often sub-optimal. In contrast, Pareto-optimality defines a
joint policy π̂ from which no agent can deviate without making
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at least one other agent worse. A NE joint policy π̂∗ is Pareto-
optimal if it is not Pareto-dominated by any other NE. In
the cooperative multiagent learning literature, especially for
a team game, convergence to Pareto optimal NE is the most
commonly accepted goal to pursue, considering that multiple
players cooperate to maximize their goals [16, 26].

Deep Q-Learning and DDQN: The combination of deep
neural networks and RL completes the direct mapping of the
state to the Q function. Deep Q-learning represents the action-
value function with a deep neural network parameterized by θ.
Deep Q-Networks (DQNs) [23] use a replay memory to store
the experience 〈s, a, r, s′〉, where s′ is observed after taking
the action a in state s and receiving reward r. θ is learnt by
sampling batches of b experiences from the replay memory
and minimising the squared TD error:

LDQN (θ) =

b∑
i=1

[(yi −Q(s, a; θ))
2
] (1)

where learning target y = r + γmaxa′Q(s′, a′; θ−). θ− are
the parameters of a target network that are periodically copied
from θ and kept constant for a number of iterations.

DQN is affected by an overestimation bias due to the max-
imization step in Eq.1, which can harm learning. DDQN [19]
addresses this overestimation by decoupling the selection
of the action from its evaluation during the maximiza-
tion performed for the bootstrap target using a refined loss
LDDQN (θ), whose learning target is replaced by

y = r + γQ(s′, argmax
a

Q (s′, a; θ) ; θ−) (2)

Lenient Deep Q-Network(LDQN) [16]: The agent’s early
exploration of the action’s rewards is typically worse. The
lenient agent forgives the punishment caused by teammates
at the beginning of training, which increases the possibility
of cooperation between independent learners [27], i.e., agents
that treat other agents as part of the environment and make
decisions based on their local observations, actions and re-
wards only. Each state-action pair explored by the agent has
a corresponding temperature value, and the initial temperature
is the highest. When the same state-action pair is accessed
again, the corresponding temperature of the state-action pair
decreases. The leniency function is as follows:

l(st, at) = 1− e−K×T (φ(s),a) (3)

where K is a leniency moderation factor, and φ(s) is a hash-
key to encode the state. The leniency is directly proportional
to the temperature drop of the state-action pair. Therefore, as
the number of training steps and frequent access to the same
state-action pair increase, the lenient agent will strictly deal
with low return data. The experience replay memory (ERM)
stores the amount of leniency and transitions experienced by
the agent. According to the leniency value of the sampling
data, the data is partially discarded when Q is updated. Given
TD-error δ = Yt − Qt(st, at; θ), the Q update function is as
follows:

Q(st, at) =

{
Q(st, at) + αδ δ > 0 ∨ x > l(st,at)
Q(st, at) δ ≤ 0 ∨ x ≤ l(st,at)

(4)

where x ∼ U (0, 1) is uniformly distributed.

IV. MARL MODEL OF TRAFFIC SIGNAL CONTROL

This study investigates the control of a group of intersec-
tions in a city to optimize the overall traffic state of the city.
Considering that traffic conditions of multiple intersections
of a city typically affect each other, directly applying single
RL methods to a multi-intersection environment may yield
poor performance, which will be shown described later. Also,
the influence of different intersections could be different. For
example, congestion at an intersection is more likely to be
affected by its adjacent intersections rather than other inter-
sections that are farther away. Traffic conditions in different
areas of a city are frequently often different, which makes it
unnecessary to model the traffic signal control problem as a
fully cooperative problem. Defining a traffic problem as a fully
cooperative problem may be counterproductive.

Thus, we model the urban traffic control problem as a
modified cooperative Markov game, which we call the partially
observable weakly cooperative traffic model (PO-WCTM).
Unlike the average return of all agents used in fully coop-
erative Markov games in existing IRL studies, the learning
goal of PO-WCTM is defined as the average return of inter-
sections of the target intersection and its neighbors, so that
intersections can pay more attention to the traffic conditions
within its vicinity. In addition, the observable state information
of each intersection is also defined as information within
its local scope, which is in line with the assumption of a
real traffic environment. Considering the computation cost of
global state collection and process that may affect training
performance, the proposed design is more convenient with
the MARL algorithm in terms of realization and training. We
will introduce the definition of the three key elements of PO-
WCTM: observations, actions, and rewards.

A. Observations

An IRL agent cannot observe the entire environment but
rather part information of the environment o [28]. We define
the local observation of an intersection as its current phase and
the total number of approaching vehicles along each incoming
lane:

ot,i = (phaset,i, wavet[l]l∈Li
) (5)

where phasei is the current phase of intersection i, l ∈ Li is
the incoming lane of intersection i and wave [l] measures the
total number of approaching vehicle alone incoming lane l of
intersection i.

B. Actions

For each intersection, we define the local action as a possible
phase, i.e., red-green combinations of traffic lights, see Figure
1(b). We thus consider four red-green combinations of traffic
lights: go straight in the north-south direction (NT-ST), go
straight in the east-west direction (ST-WT), turn left in the
north-south direction (SL-NL), and turn left in the east-west
direction (WL-EL).
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C. Rewards

In a fully cooperative multiagent problem, the reward re-
ceived by each agent is the global reward, i.e., all agents
share the same reward, and finding the global optimal strategy
is the common goal of all agents. However, it is inappropri-
ate for multiple intersections in an urban traffic scenario to
pursue the global optimal return due to the Spatio-Temporal
characteristic of urban traffic scenario [29], where the traffic
congestion of an intersection is usually only affected by the
actions of the intersection and its adjacent intersections, and
each intersection performs distributed control based on its
local observations and messages from its connected neighbors.
Rewards of intersections far away can interfere with learning,
which yields poor results and can hinder convergence during
learning. In this study, we define the reward of intersection i
as the total length of waiting vehicles on each incoming lane
l ∈ Li∪Ni

of agent i as well is its neighbors Ni:

rt,i = −
∑
l∈Li∪Ni

waitt[l]

1 + |Ni|
(6)

where i ∪ Ni is the set of intersection i and its connected
neighbors, 1+ |Ni| is the size of the set, and wait[l] measures
the number of waiting vehicles alone incoming lane l of
intersection i. Specifically, the reward of agent i is the average
value of waiting vehicles on incoming lanes of all intersections
in the set i∪Ni. Because the agent considers the fewest waiting
vehicles in the lane, the reward is set to a negative value.

V. COOPERATIVE IMPORTANT LENIENT DOUBLE DQN

This section introduces the proposed CIL-DDQN algorithm
in this study, where multiple intersections in an urban traffic
scenario are considered cooperatively to optimize the overall
traffic situation of the city by independent reinforcement
learning. Specifically, we modeled each intersection as a
CIL-DDQN agent, which treats other agents as part of the
environment and makes decisions based on their local ob-
servations, actions, and rewards as defined in the previous
section. Different from centralized training methods, coop-
erative independent learners in the MARL literature must
overcome a rich taxonomy of learning pathologies to converge
upon an optimal joint-policy, such as non-stationary and alter-
exploration problems [18, 26]. The former problem is caused
by dynamic changes in multiagents strategies, which results in
the loss of Markov assumption from the individual perspective
of an agent. The later problem is caused by the exploration-
exploitation trade-off required by RL, in which the probability
of the global exploration of all agents approaches 1 as the
number of agents increases, resulting in agents converging
upon a sub-optimal joint policy because exploration can lead to
penalties. To address these problems, independent learners can
use the rate of excellent experience (the ‘optimistic’ principle
in HDQN [15]), the impact of bad experiences can be reduced
during training (‘lenient’ principle in LDQN [16]) to improve
the probability of learning joint optimal strategy. Here CIL-
DDQN adds two experience weight allocation mechanisms in
DDQN to achieve this requirement, i.e., the forgetful experi-
ence mechanism and the lenient weight training mechanism.

A. Forgetful experience mechanism

ERM is an indispensable key to the success of a single-agent
RL algorithm. Single-agent RL algorithms cannot typically
solve independent learners cooperative problems due to sample
inefficiency, which is caused by obsolete experiences stored in-
side ERM that become inefficient because the policies of other
agents change. Due to environment instability, independent
learners must evaluate the ‘importance’ of experiences stored
in ERM. With agents updates, the environment also changes
and the importance of experience stored at the beginning of
training is different from that at the later stage of training;
randomly sampled data no longer reflects the situation of the
agent during training. Thus, stored data will gradually become
obsolete as the number of iterations increases. Data collected
earlier by the agent may not fully conform to the situation
that the agent is currently facing, which may decrease training
performance. In this study, experience stored in ERM of CIL-
DDQN is weighted according to its storage time to reduce the
importance of earlier experience. Specifically, the experience
stored in ERM at time t is defined by 〈ot, at, rt, ot+1, et〉,
where et indicates the importance of this experience for
training. Importance e of each experience stored in ERM is
initialized by 1 and decreased by a decay rate de when an
episode is terminated.

B. Lenient weight training mechanism

When a target moves in a multiagent environment, we reg-
ulate the optimistic degree of independent learners to achieve
coordination among agents by comprehensively considering
the key ideas in HDQN [15] and LDQN [16]. CIL-DDQN
relaxed the restriction of LDQN on the association of lenient
with each state action, using a gradually decreased lenient
setting which is similar to decreasing ε in the ε-greedy strategy
used in exploration. Then, CIL-DDQN uses two learning rates
(αa and αb) to describe the increase and decrease of Qi-values,
respectively, which is similar to HDQN. The loss function for
the training of agent i is:

Loss =
1

|B|
∑
x∈B

δ̂2x (7)

where B ∈ Di is a mini-batch randomly sampled from ERM
of agent i, and δ̂x is the refined TD-error of the experience x
as follows:

δ̂x =

{
exδx δx > 0

(1− lt)exδx δx ≤ 0
(8)

where lt is the valuable of lenient at time t, δx = rx +
γQ(o

′

x, argmax
a

Q(o
′

x, a; θi); θ
−
i ) − Q(ox, ax; θi) is the TD-

error of x calculated by the DDQN schedule.
At the beginning of the exploration, penalties are ignored

because most selected actions are poor choices. Nevertheless,
this may lead to an overestimation of actions, especially
in stochastic domains where rewards are noisy. As training
times increase, the algorithm must also ensure that it can
converge to a stable strategy. Thus, agents are initially lenient
(or optimistic), and the degree of leniency decreases as the
training times increase. The importance ex of data x mitigates
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Algorithm 1 CIL-DDQN for agent i
1: Initialize evaluation network and target network with

parameters θi and θ−i = θi;
2: Initialize ERM Di, parameter l, τ and ε.
3: for episode=1,...,M do
4: for t ≤ T and not terminal do
5: Observe oi and selects an action ai by θi with ε-

greedy strategy.
6: Observe its reward ri and next observation o′i after

all agents execute their actions.
7: Store transition (oi, ai, ri, o

′
i, ei = 1) in Di.

8: Update evaluate network θi with a randomly sampled
mini-batch from Di by Eq.7.

9: Update the target networks: θ−i = τθi + (1− τ)θ−i .
10: Update l and ε by the decay rate dl and dε respec-

tively.
11: end for
12: Update ei for all experience in Di by ei ← deei.
13: end for

the divergence of sampling data in the memory according to
their storage time. The full algorithm CIL-DDQN is shown
in Algorithm 1. For each agent i, it maintains two randomly
initialized neural networks, a DDQN network θi and a target
network and θ−i . During the learning periods, agents choice
their actions using the ε-greedy strategy (line 5), where ε is
gradually decreased from 1 to 0 during the learning process
to balance the exploration and exploitation. After all agents
execute their actions, each of them will abstain a reward ri
and a new observation o′i (line 6). Together with an importance
ei = 1, the new experience is stored into the REM of the agent
(line 7). Then the network θi is trained according to Eq.7 with
a randomly sampled mini-batch (line 8). The target network
θ−i is updated softly, where τ is the soft update weighting
factor for target network updating (line 9). Finally, CIL-DDQN
updates all other parameters.

C. Algorithm Analysis

Performance Analysis: To explain why CIL-DDQN can
learn Pareto-optimal NE, we use a simple two-step cooperative
matrix game to illustrate it in detail. The game is a recog-
nized game to analyze cooperative RL algorithms proposed in
Qmix [30]. At each time step, the two agents make a decision
among two actions A and B. At the first step, Agent 1 chooses
which of the two matrix games to play in the next time step.
For the first time step, the actions of Agent 2 have no effect.
In the second step, both agents choose an action and receive
a global reward according to the payoff matrices depicted in
Figure 2(a). To make it easy to understand, we transform the
game into an equivalent matrix game by combining the actions
of each agent in their two steps. Figure 2(b) shows the payoff
matrices of the equivalent matrix game, where each element
of the matrix is the payoff of the two agents when they choose
the joint action.

Assuming that the experiences of the two independent learn-
ers are gained in the limit of full exploration (ε = 1). Full ex-

Fig. 2. (a) Payoff matrices of the two-step game after Agent 1 chose the
first action. Action A takes the agents to State 2A and action B takes them to
State 2B; (b) The equivalent matrix game of the two-step game. The elements
marked by the circle are NEs, among which those marked by the red circle
are Pareto-optimal NEs.

ploration ensures that agents are guaranteed to eventually ex-
plore all available game states.To demonstrate, we formulated
an independent DDQN (IDDQN) algorithm, by extending the
idea of independent Q learning (IQL) [31] on DDQN. For a
two-IDDQN agents setting, where all experiences are trained
with equal weight, the estimated state-action value of the two
IDDQN agents should be the averages in the direction of
row and column respectively. Figure 3(a) shows theoretically
estimated state-action values Qi(a), a ∈ {AA,AB,BA,BB}
of agents i ∈ {1, 2} in each state. From the figure, we can see
that if the two IDDQN agents use greedy policy to interact
with the environment, then the joint action of the two agents
will be 〈AB,AB〉, which is a non-Pareto-optimal NE. The
proposed CIL-DDQN treat different experiences differently,
where experiences with returns less than average are given
lower weights. Figure 3(b) shows the theoretically estimated
state-action values when ignores experience with less than
average returns, where the joint greedy action of the two
agents are Pareto-optimal NE. We also train CIL-DDQN on
this task for 5000 episodes and examine the final learned
value functions. The full details of the architecture and hyper-
parameters used are shown in section VI-B. Figure 3(c) shows
the learned values for the two CIL-DDQN agents at each
state in the two-step game, demonstrate that the CIL-DDQN
is feasible in finding the Pareto-optimal NEs.

Space and Time Complexity: For the algorithm complex-
ity, there are natural advantages for IRL methods, for the
reason that information of other agents are not considered.
CIL-DDQN is build based on DDQN, using fully connected
neural network, and add some linear operations. Compared
with the DDQN, CIL-DDQN only adds a one-dimensional
feature for each experience that needs to be stored in ERM,
so the CIL-DDQN will not significantly increase the space
complexity. In terms of the time complexity, CIL-DDQN
trains its network based on the refined TD-error (Eq.8), where
an error judgment is added before calculating the normal
DDQN error. Besides, the algorithm has an update operation to
refresh the importance value of experiences stored in the ERM.
Similarly, it does not significantly increase the computational



7

Fig. 3. (a) Estimated values of the two IDDQN agent in the two-step game;
(b) Estimated values of two lenient agents; (c)The learned Q values for the
two CIL-DDQN agents. Values marked by red in each table are the greedy
values of each agent.

complexity compared with DDQN.

VI. EXPERIMENT

We implemented the proposed PO-WCTM model and the
CIL-DDQN algorithm using the Cityflow [32] simulator, a
commonly used microscopic traffic simulator, in a synthetic
traffic grid and two real-world traffic networks in Jinan
and Hangzhou city. We first tested CIL-DDQN and other
methods ( MA2C [20] and Colight [7]). We also tested
IDDQN (independent learners with DDQN) and LDQN [16]
for ablation of CIL-DDQN, and two traditional traffic methods,
(Fixedtime [2] and SOTL [3]), as in the MA2C paper, for
completeness. Experimental results show that CIL-DDQN
outperforms the other methods in all metrics. Finally, we tested
the proposed PO-WCTM model in three reward setting: local
reward (i.e., the reward setting in PO-WCTM), global reward
(i.e., the average reward of all agents), and discount reward
(i.e., the weighted average of rewards of all agents according
to their mutual distances, which is similar with MA2C [20]).
Both CIL-DDQN and IDDQN were applied to all three traffic
networks. Results show that PO-WCTM is more suitable to
model cooperation problems in an urban traffic environment.
All source code in this study is available on GitHub 1.

A. Traffic scenarios setting

We now investigate three traffic signal control scenarios2, a
4×4 synthetic traffic grid and two real-world traffic networks
from Jinan city (12 intersections) and Hangzhou city (16 in-
tersections) in China, using the traffic simulator Cityflow [32].
The two real-world traffic networks are imported from Open-
StreetMap3, as shown in Figure 4(a) and Figure 4(b). All three
grids above are homogeneous, and all agents have the same
action space, which is a set of four pre-defined signal phases.
In all scenarios, each episode simulates peak-hour traffic, and
a 10s control interval is used to prevent traffic lights from

1https://github.com/zcchenvy/CIL-DDQN
2Public datasets are available at https://traffic-signal-control.github.io
3https://www.openstreetmap.org

(a) Dongfeng Street, Jinan (b) Gudang Street,Hangzhou

Fig. 4. Two real traffic networks of China

switching too frequently, based on RL control latency and
driver response delay. Thus, one MDP step corresponds to
10s in the simulation, and the horizon is 360 steps.

Vehicle data of the three traffic scenarios contain detailed
vehicle information in the road network within an hour, includ-
ing the starting position, departure time, and driving route of
each vehicle. In the synthetic scenario, the number of vehicles
generated in each lane is sampled by Gaussian distribution. All
vehicles enter the road network from one of an edge node and
pass through various intersections before leaving the network.
The turning ratio of those generated vehicles during driving is
set as 10% left turn, 60% straight ahead, and 30% right turn.
For the two real-world scenarios, vehicle data was gathered by
cameras at each intersection in the real traffic environment and
was used to create statistics of vehicle IDs and their driving
routes. Detailed statistics of the vehicle data in each scenario
are summarized in Table I. From the table,we can see the Jinan
scenario has the fewest intersections, the Hangzhou scenario
has the smallest traffic flow, and the synthetic scenario has
the highest traffic flow and the most intersections. Intuitively,
the higher the traffic flow, the more important the cooperation
between intersections. The proposed synthetic scenario is thus
designed to test the performance of the proposed method in a
complex traffic environment.

TABLE I
DATA STATISTICS OF THREE TRAFFIC DATASETS

Dateset intersections Arrival rate(vehicles/300s)
Mean Std Max Min

DJinan 12 524.58 98.53 672 256
DHangzhou 16 40.45 99.19 333 212
DSynthetic 16 935.92 17.47 960 896

The proposed model aims to minimize traffic congestion
across the entire network, which reduces the cumulative de-
lay of all vehicles. Thus, we evaluate the performance of
the proposed model using the following three metrics: (1)
throughput: the number of vehicles that complete their journey
in the road network during an episode, (i.e. the number of
vehicles arriving at their intended destination); (2) travel time:
the average travel time of all vehicles in the road network,
which is the most common metric used to evaluate traffic
signal control methods in the transportation field; (3) queue
length: the average length of queued vehicles in each lane of
each intersection during an episode. Specifically, these metrics

https://github.com/zcchenvy/CIL-DDQN
https://traffic-signal-control.github.io
https://www.openstreetmap.org
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(b) Hangzhou
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(c) synthetic
Fig. 5. Average cumulative rewards during all the training episodes in the Jinan (a), Hangzhou (b) and synthetic (c) traffic network.
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(a) Queue length (Jinan)
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(b) Queue length (Hangzhou)
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(c) Queue length (synthetic)
Fig. 6. Average number of waiting vehicles within an hour for each trained RL method in the Jinan (a), Hangzhou (b) and synthetic (c) traffic network.

are defined as follows:

mthroughout = |Nv|
mtrval−time = 1

|Nin|
∑

v∈Nin

(T outi − T ini )

mqueue−length = 1
|N |

∑
i∈N

∑
t

∑
l∈Li

waitt[l]
|Li|

(9)

where T ini and T outi are the arriving and leaving time of
vehicle v, respectively, Nv = {v|0 < T ini < T outi < 3600} is
the vehicle set that arrives at their intended destination within
time interval [0, 3600], Nin is the vehicle set that incoming
the traffic network, and |N | is the number of intersections.

B. Training setting

Unless otherwise stated, all networks use the same archi-
tecture and hyper-parameters. We perform evaluations using
a DDQN architecture [19] as a basis for the algorithm. The
Q networks of LDQN, IDDQN, and CIL-DDQN consist of
2 fully connected layers with 200 neurons, and an output
neuron for each action. To compare results fairly, we ran
the Fixedtime, SOTL, MA2C and Colight algorithms with
the source code4 released by the authors and used identical
parameters. Other parameters are summarized in Table II.

C. Performance comparison with state-of-the-art methods

Figure 5 shows the training curves of all MARL methods
mentioned above in the Jinan (a), Hangzhou (b), and synthetic
(c) traffic networks. The lines in each picture of Figure 5
indicate the average cumulative reward during all the training

4MA2C: https://github.com/cts198859/deeprl-signal-control; Fixedtime,
SOTL and Colight: https://github.com/wingsweihua/colight

TABLE II
PARAMETER SETTING

Component Hyper-parameter Setting

DDQN-optimization

Learning rate α 0.001
Discount rate γ 0.9
ERM size 200000
Soft update weighting factor τ 0.001
Network optimizer Adam
Activation function Relu

ε-greedy exploration Initial and final ε values 0.8 and 0.001
Decay rate dε 0.8/360000

LDQN

Initial temperature value 1
Temperature decay value µ 2
Leniency modification value K 2
TDS exponent decay rate d 0.95

CIL-DDQN
Initial and final l values 0.5 and 0
Leniency decay rate dl 0.5/800000
Importance decay rate de 0.995

episodes of each method. Figure 5 shows that CIL-DDQN
outperforms all other methods with regard to learning effec-
tiveness in all three scenarios. Among the other methods, the
most advanced RL traffic method Colight achieves the fastest
convergence and produces good results in the two real-world
scenarios but does not perform well in the synthetic scenario.
Besides, IDDQN yields almost the same results as CIL-DDQN
in the Hangzhou scenario and outperforms the other methods
except CIL-DDQN in the other two scenarios. LDQN performs
the worst among examined methods. In the synthetic and Jinan
scenarios, the higher traffic flow increases the coordination
demand between intersections and thus increases the training
difficulty. CIL-DDQN performs markedly better than the other
RL algorithms. In the Hangzhou scenario, the lower traffic

https://github.com/cts198859/deeprl-signal-control
https://github.com/wingsweihua/colight
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TABLE III
EXECUTION PERFORMANCE COMPARISON OVER TRAINED MARL POLICIES. BEST VALUES ARE IN BOLD.

Metrics SOTL Fixedtime Colight MA2C LDQN IDDQN CIL-DDQN (ours)

Jinan
Travel time(s) 1459.08 811.92 294.36 432.66 569.27 331.96 255.10
Queue length(veh) 13.24 7.80 1.27 3.00 4.23 1.76 0.84
Throughput(veh/h) 1508 3475 5725 5117 4410 5500 5864

Hangzhou
Travel time(s) 1209.33 705.31 284.07 321.41 514.68 265.74 263.69
Queue length(veh) 4.19 2.22 0.18 0.34 1.10 0.11 0.10
Throughput(veh/h) 1076 2000 2782 2700 2374 2795 2795

Synthetic
Travel time(s) 1461.85 869.88 563.49 487.93 711.51 360.77 250.37
Queue length(veh) 11.04 9.75 5.80 5.04 6.09 3.68 2.10
Throughput(veh/h) 2306 5022 6908 7630 5463 9107 10251

flow makes the intersections almost act independently from
each other; thus, the single-agent algorithm IDDQN achieves
the best performance of all the algorithms except for CIL-
DDQN. In the other two scenarios, CIL-DDQN achieves better
stability and convergence compared to IDDQN. These results
show that CIL-DDQN can effectively regulate the relationship
between various intersections with different levels of traffic.

Table III shows the results of the execution performance
comparison with trained MARL policies. We also show the
average number of waiting vehicles within an hour for each
trained RL method in the Jinan (a), Hangzhou (b), and
synthetic (c) traffic network (see Figure 6) for completeness.
Because the LDQN algorithm failed to converge, we did not
include it in the figure. Table III and Figure 6 show that the
proposed method outperforms other methods in all metrics.

D. Validation of PO-WCTM model

To verify the rationality of the PO-WCTM model, we tested
the proposed PO-WCTM model with three reward settings
(local, global, and discount) with CIL-DDQN and IDDQN
in all three traffic scenarios. The local reward setting is the
average length of waiting vehicles on each incoming lane
of an agent as well as its neighbors. The global reward
setting is the average length of waiting vehicles of all agents.
The discount reward setting is the average length of waiting
vehicles of all agents weighted by distance between agents,
as in MA2C [20]. Table IV shows the final results of all
reward settings with the metric mtrval−time (Eq.9). Figure 7
and Figure 8 show the training curves of the two algorithms in
the Jinan scenario with different reward settings. Experimental
results show that the coordination of local intersections can
promote the coordination of all intersections across the whole
road network, which demonstrates the validity of PO-WCTM.

TABLE IV
PERFORMANCE ON ALL DATASETS WITH TRAVEL TIME

Jinan Hangzhou Synthetic
IDDQN - local reward 331.96 265.74 360.77
CIL-DDQN -local reward 255.10 263.69 250.37
IDDQN - global reward 639.44 314.67 749.13
CIL-DDQN - global reward 367.62 294.66 290.90
IDDQN - discount reward 349.32 286.13 442.36
CIL-DDQN - discount reward 275.30 276.21 259.07
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Fig. 7. Average cumulative rewards during all the training episodes of IDDQN
under different reward settings in the Jinan scenario
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Fig. 8. Average cumulative rewards during all the training episodes of CIL-
DDQN under different reward settings in the Jinan scenario

E. Parameter study
In this section, we analyze the robustness of the two key

parameters in CIL-DDQN, i.e., the importance decay rate de
and the leniency decay rate dl, corresponding to the two
mechanisms of CIL-DDQN. Figure 9 and 10 show the learning
performance of the proposed method with different settings of
de and dl in the Jinan scenario. Experimental results show
that, except for some slight oscillations in de = 0.97, the
performances of the proposed method achieve the optimal
return almost under all the different parameter settings, which
indicates that our method is robust in the two parameters.
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Fig. 9. Average cumulative rewards during all the training episodes of CIL-
DDQN under different settings of de in the Jinan scenario
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Fig. 10. Average cumulative rewards during all the training episodes of CIL-
DDQN under different settings of dl in the Jinan scenario

VII. CONCLUSION

To address the problem of global cooperation in the domain
of traffic signal control, this paper proposed PO-WCTM, a par-
tially observable weak cooperative traffic model that considers
the network relationships of traffic intersections. Based on PO-
WCTM, we proposed CIL-DDQN, an multiagent cooperative
method extended by LDQN and HDQN, to learn the coop-
erative control policies to optimize the overall throughput of
cars through multiple intersections. We evaluated the proposed
method in one synthetic and two real-world traffic scenarios,
and compared its performance with the other state-of-the-art
methods. Experimental results verified the effectiveness of the
proposed model and algorithm, where each agent computes its
policy locally with information about its neighboring intersec-
tions. Generally, the proposed algorithm can scale up to large
problems with large numbers of intersections if necessary.

In the future, we plan to design algorithms that can op-
timally split the traffic network into regions and test the
proposed algorithm with data from real traffic flow in very
large traffic networks (e.g., a whole city). Another impor-
tant direction of future research is defining the state design
of agents in traffic signal control problems, by analyzing
the weights of information about neighbors and designing
a framework of neural networks to extract effective traffic
characteristics.
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