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1 Australian Institute for Machine Learning, University of Adelaide
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Abstract

Unsupervised anomaly detection (UAD) that requires
only normal (healthy) training images is an important tool
for enabling the development of medical image analysis
(MIA) applications, such as disease screening, since it is
often difficult to collect and annotate abnormal (or dis-
ease) images in MIA. However, heavily relying on the nor-
mal images may cause the model training to overfit the
normal class. Self-supervised pre-training is an effec-
tive solution to this problem. Unfortunately, current self-
supervision methods adapted from computer vision are sub-
optimal for MIA applications because they do not explore
MIA domain knowledge for designing the pretext tasks or
the training process. In this paper, we propose a new self-
supervised pre-training method for UAD designed for MIA
applications, named Multi-class Strong Augmentation via
Contrastive Learning (MSACL). MSACL is based on a novel
optimisation to contrast normal and multiple classes of syn-
thetised abnormal images, with each class enforced to form
a tight and dense cluster in terms of Euclidean distance
and cosine similarity, where abnormal images are formed
by simulating a varying number of lesions of different sizes
and appearance in the normal images. In the experiments,
we show that our MSACL pre-training improves the accu-
racy of SOTA UAD methods on many MIA benchmarks us-
ing colonoscopy, fundus screening and Covid-19 Chest X-
ray datasets.

1. Introduction and Background

Detecting and segmenting malignant lesions from dis-
ease screening datasets is a crucial task in medical im-
ages analysis (MIA) [2, 14, 21, 23–25, 27, 40, 42]. A
challenging aspect of this problem is that such screening
datasets [32, 43] contain a disproportionately large number

*First two authors contributed equally to this work.

ImageNet DROC

CCD MSACL

Figure 1. t-SNE results of the representations on the test set of
Hyper-Kvasir [5] learned by IGD [8] after being pre-trained on Im-
ageNet [12], or self-supervised with DROC [38], CCD [44], and
our MSACL. Compared to other methods, MSACL clusters the
normal image representations (blue points) in a tighter and denser
region, and separates anomalous representations into three clusters
(red points), which can be associated with the three classes of syn-
thetised abnormal images formed by simulating a varying number
of lesions of different sizes and appearance in the normal images.

of normal (or healthy) images, and a small minority of ab-
normal (or disease) images. Not only is the collection and
annotation of such heavily imbalanced training sets chal-
lenging, but it is hard to acquire a representative dataset
containing a reasonable number of images from all possible
disease sub-classes. Instead of relying on a fully supervised
approach requiring such labelled training set, we consider
in this paper an alternative approach based on unsupervised
anomaly detection (UAD) [7, 8, 44], which is trained exclu-
sively with normal samples. There are two advantages with
the UAD strategy: 1) the acquisition of such training set is
straightforward given the large proportion of normal images
in screening datasets; and 2) it is not necessary to collect a
representative training set containing images from all pos-
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sible disease sub-classes.

UAD methods are generally based on a one-class classi-
fier (OCC) that learns a normal image distribution from the
normal training images, and test image anomalies (or ab-
normal images) are detected based on the extent that they
deviate from the learned distribution [7, 8, 16, 26, 30, 34, 36,
37, 41, 42, 45]. UAD methods can overfit the normal class
due to their strong dependence on the normal images, and
a mitigating solution is based on the use of pre-training to
learn representations that can be transferred to UAD. Pre-
training methods can rely on ImageNet [44], which may
not allow an effective representation transferring from nat-
ural images to medical images, or on self-supervised learn-
ing (SSL) [3, 6, 15, 18, 19, 22, 44], which depends on the
effectiveness of the pretext tasks and the assumptions of the
training process to form image classes. Self-supervision
pre-training for UAD methods applied to MIA screening
problems have shown promising results [44], but they have
been sub-optimally explored given that they were adapted
from computer vision methods without using MIA domain
knowledge for designing the pretext tasks or the training
process. For instance, in MIA, diseases can be divided into
classes characterised by variations in the number and ap-
pearance of lesions. Moreover, previous SSL methods in
UAD [38,39,44] extend contrastive learning [6] to learn rep-
resentations to be transferred to multi-class classification,
where representations are learned by contrasting a large
number of normal images and their augmented (from ge-
ometric or appearance transformations) versions that form
a large number of classes in the representation space. This
is sub-optimal for MIA OCC that needs to discriminate a
tight and dense cluster of normal images against a relatively
small number of abnormal classes that lie outside the nor-
mal cluster (see Fig. 1).

In this paper, we propose the Multi-class Strong
Augmentation via Contrastive Learning (MSACL), a new
self-supervised pre-training method modelled exclusively
with normal training images, and designed to learn ef-
fective image representations for different types of down-
stream UAD methods applied to several MIA problems.
The main advantage of MSACL, compared to previous self-
supervised pre-training method for MIA applications [44],
is that we rely on MIA domain knowledge to design the
optimisation and the pretext tasks. In particular, our optimi-
sation uses contrastive learning to classify training samples
into multiple tight and dense clusters in terms of Euclidean
distance and cosine similarity, with one cluster to represent
the normal images and the remaining ones to represent sub-
classes of the disease images (see Fig. 1). These disease
images are obtained with our MedMix augmentations that
simulate a varying number of lesions of different sizes and
appearance in the normal training images (see Fig. 3). We
summarise our contributions as follows:

• Our MSACL is the first self-supervised pre-training
method specifically designed for MIA UAD applica-
tions, where our main advantage lies in the design of
a contrastive learning optimisation that learns multiple
classes, one for normal images, and the others for sub-
classes of disease images, which are formed by our
MedMix augmentations that simulate a varying num-
ber of lesions of different sizes and appearance, and

• The proposed MSACL is shown to learn effective im-
age representations that can adapt well to different
types of downstream UAD methods applied to several
MIA problems.

We empirically show that MSACL pre-training significantly
improves the performance of two SOTA anomaly detec-
tors, PaDiM [11] and IGD [8]. Extensive experimental
results on four different disease screening medical imag-
ing benchmarks, namely, colonoscopy images from two
datasets [5, 26], fundus images for glaucoma detection [20]
and Covid-19 Chest X-ray (CXR) dataset [46] show that
MSACL can be used to pre-train diverse SOTA UAD meth-
ods to improve their accuracy in detecting and segmenting
lesions in diverse medical images.

2. Related Work

In this section, we first discuss UAD methods, then we
present self-supervised pre-training methods for computer
vision and MIA problems.

UAD approaches [7, 8, 16, 26, 30, 36, 37, 41, 42, 45]
can be divided into two categories: predictive-based (e.g.,
DSVDD [35], OC-SVM [9], and deviation network [30]),
and generative-based (e.g., auto-encoder [7, 8, 16, 45] and
GAN [1, 25, 36]). Predictive-based UAD approaches train
a one-class classifier to describe the distribution of nor-
mal data, and discriminate abnormal data using their dis-
tance/deviation to the normal data distribution; whereas
generative-based UAD approaches train deep generative
models to learn latent representations of normal images, and
detect anomalies based on image reconstruction error [29].
A fundamental challenge in both types of UAD methods is
the learning of expressive feature representations from im-
ages, which is particularly important in MIA because abnor-
mal medical images may have subtly looking lesions that
can be hard to differentiate from normal images. Hence,
if not well trained, these UAD models can overfit the nor-
mal training data and learn ineffective image representa-
tions that will fail to enable the detection and segmentation
of lesions.

The representation challenge above has been addressed
with the use of ImageNet [12] pre-trained models, but
transferring representations learned from natural images to
medical images is not straightforward [44]. Alternatively,



the representation challenge can also be tackled by self-
supervised pre-training methods that learn auxiliary pretext
tasks [3, 6, 15, 18, 19, 22], which is a strategy that has pro-
duced effective representations for UAD in general com-
puter vision tasks [3, 15, 19, 39]. However, their application
to MIA problems needs to be further investigated because it
is not clear how to design effective optimisation functions
or pretext tasks that can work well in the detection of subtle
lesions in medical images. Previous UAD methods relied
on self-supervised pretext tasks based on the prediction of
geometric transformations [3, 15, 19] or contrastive learn-
ing using standard data augmentation techniques (e.g., scal-
ing, cropping, etc.) [6, 18] to form a large number of image
classes characterising similar and dissimilar pairs. These
pretext tasks and optimisation strategy are not specifically
related to the detection of subtle anomalies in medical im-
ages that contain a normal image class and a small number
of disease sub-classes, so they may even degrade the detec-
tion accuracy of downstream UAD methods [47].

For SSL UAD pre-training in MIA, the only previous
work CCD [44] adapts standard contrastive learning and
two general computer vision pretext tasks to image anomaly
detection and can be applied to multiple downstream UAD
methods. Although achieving good results in many bench-
marks, the optimisation explored by CCD does not explore
the fact that the downstream UAD methods need to recog-
nise one class of normal images and a small number of sub-
classes of disease images, and their data augmentation will
not produce realistic synthetised medical image anomalies –
both issues can challenge the training of downstream UAD
approaches.

3. Method
In this section, we introduce the proposed MSACL pre-

training approach depicted in Fig. 2. Given a training medi-
cal image dataset D = {xi}|D|i=1, with all images assumed
to be from the normal class and x ∈ X ⊂ RH×W×C
(H: height, W : width, C: number of colour channels), our
learning strategy involves two stages: 1) the self-supervised
pre-training to learn an encoding network fθ : X → Z
(with Z ⊂ RZ), and 2) the fine-tuning of an anomaly
detector or segmentation model built from the pre-trained
fθ(.). The approach is evaluated on a testing set T =

{(x, y,m)i}|T |i=1, where y ∈ Y = {normal, abnormal}, and
m ∈ M ⊂ {0, 1}H×W×1 denotes the segmentation mask
of the lesion in the image x. Below, we first describe the
optimisation proposed for MSACL in Sec. 3.1, then we de-
scribe the MedMix data augmentation in Sec. 3.2, followed
by a bried description of the UAD methods in Sec. 3.3.

3.1. MSACL Pre-training

The gist of our proposed MSACL lies in the idea of dis-
criminating the distribution of weakly augmented samples

Encoder MLP
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Figure 2. MSACL: our proposed self-supervised pre-training for
UAD trains four classes of images: the normal images formed
by the weak augmentations in distribution A0 (blue markers) and
three classes of synthetised abnormal images formed by the strong
augmentation in distributions {An}3n=1 (green, pink and orange
markers). The optimisation uses a constrained contrastive learn-
ing that trains a four-class classification problem. The different
types of strong augmentations are produced by MedMix that in-
troduces a varying number of fake lesions by cutting patches from
the normal training images, altering them with random color jitter-
ing, Gaussian noise and non-linear intensity transformations, and
pasting them to other normal training images.

(simulating normal images) from the distributions of differ-
ent types of strongly augmented samples (simulating mul-
tiple classes of abnormal images). Instead of attracting and
repelling samples within and between a large number of im-
age classes [38, 39, 44], we propose a new contrastive loss
to separate samples from the normal class and samples from
abnormal sub-classes, and to enforce the clusters repre-
senting the normal and abnormal sub-classes to be dense
and tight. To this end, our proposed loss is defined as:

`(D; θ, β, γ) =`ctr(D; θ) + `MSACL(D; θ)+

`aug(D;β) + `pos(D; γ),
(1)

where `ctr(.) denotes the new distribution multi-centring
loss, `MSACL(.) represents the new MSACL contrastive
loss, `aug(.) and `pos(.) are the pretext learning losses
to constrain optimisation [44], and θ, β and γ are train-
able parameters. The loss terms in (1) rely on weak
data augmentation distribution, denoted by A0, and |A|
strong data augmentation distributions, represented by
{An}|A|n=1, each denoting a different type of augmentation.
From each of these distributions, we can sample augmenta-
tion functions a : X → X .

The multi-centring loss in (1) depends on the estimation
of the mean representation for each augmentation distribu-



tion, computed as

cn = Ex∈D,a∼An
[fθ(a(x))], (2)

where n ∈ {0, ..., |A|}, with cn being the mean represen-
tation of the training data augmented by the functions sam-
pled from An, for n ∈ {0, ..., |A|}. Note that these mean
representations are computed at the beginning of the train-
ing and frozen for the rest of the training. The distribution
multi-centring loss is then defined as:

`ctr(D; θ) = Ex∈D,n∈{0,...,|A|},a∼An
‖fθ(a(x))− cn‖2,

(3)
which pulls the representations of augmented samples to-
ward their mean representations in (2), making the augmen-
tation clusters dense and tight in Euclidean space.

To further enforce the separation between different clus-
ters and the tightness within each cluster, we introduce a
novel contrastive learning. In our contrastive learning, we
maximisise the cosine similarity of samples that belong to
the same class (i.e., normal or abnormal sub-classes) and
minimise the cosine similarity of samples belonging to dif-
ferent classes. An interesting aspect of this optimisation
is that samples are centred by their own cluster mean rep-
resentation cn from (2), so our contrastive learning, com-
bined with the multi-centred loss in (3) will cluster sam-
ples of the same class not only in Euclidean space, but
also in inner product space (with cosine measuring simi-
larity between samples). Such re-formulated constrastive
learning, combined with the multi-centring loss (3), re-
sults in a loss that produces multiple clusters, where cluster
n = 0 contains the normal images and the others, denoted
by n ∈ {1, ..., |A|}), have the synthetised abnormal images.
Our proposed MSACL loss is defined as:

`MSACL(D; θ) = Ex∈D,n∈{0,...,|A|},l∈{0,1}

[
`xMSACL(x(n,l),D; θ)

]
(4)

where x(n,l) = a(x(n)) represents one of two (indexed by
l ∈ {0, 1}) augmented data obtained from the application
of a weak augmentation a ∼ A0 on a strongly augmented
data denoted by x(n) = a(x) with a ∼ An. In (4), we have:

`xMSACL(x(n,l),D; θ) =

− log
exp

[
1
τ f̃θ(x

(n,l))>f̃θ(x
(n,(l+1) mod 2))

]
∑

xj∈D
m∈{0,...,|A|}
k∈{0,1}

I(x(m,k)
j 6= x(n,l)) exp

[
κ(n,m)f̃θ(x(n,l))>f̃θ(x

(m,k)
j )

] ,

(5)
where I(.) denotes an indicator function, x(m,k)

j is defined
similarly as x(n,l) in (4), m ∈ {0, ..., |A|} indexes the set
of strong augmentations, and k ∈ {0, 1} indexes one of the
two weak augmentations applied to the strongly augmented
image. Lastly, to further constrain the normal and strongly
augmented data representations in (4), our MSACL loss

minimises the distance between samples centred by their
representation means computed as:

f̃θ(x
(n,l)) =

fθ(x
(n,l))− cn

‖fθ(x(n,l))− cn‖2
, (6)

where cn is defined in (2). Also in (4) to map the repre-
sentations from the same distribution into a denser region
of the hyper-sphere, inspired by [10], we propose a temper-
ature calibration strategy defined as:

κ(n,m) =

{
1/(ατ) , if n = m

1/τ , otherwise
, (7)

where α is a scaling factor that controls the shrinkage level
of the temperature τ . As a result, Eq. (7) alters the temper-
ature for the samples belongs to the same strong augmen-
tation distributions (i.e., when n = m) to a smaller value
α, which allows smaller amount of repelling strength com-
pared to samples that belongs to strong augmentation dis-
tributions n! = m). Putting all together, the loss in (4)
clusters the image representations into hyper-spheres and
regions within the hyper-spheres, where each hyper-sphere
and region represent a different type of augmentation.

Inspired by [39, 44], we further constrain the training
in (1) with a self-supervised classification constraint `aug(·)
that enforces the model to classify the strong augmentation
function (Fig. 2):

`aug(D;β) = −Ex∈D,n∈{0,...,|A|},a∼An

[
log a>n fβ(fθ(a(x)))

]
,

(8)
where fβ : Z → [0, 1]|A| is a fully-connected (FC) layer,
and an ∈ {0, 1}|A| is a one-hot vector representing the
strong augmentation distribution (i.e., an(j) = 1 for j = n,
and an(j) = 0 for j 6= n).

The final constraint in (1) is based on the relative patch
location from the centre of the training image and is adapted
for local patches (see Fig. 2). This constraint is added to
learn positional and texture characteristics of the image in
a self-supervised manner. Inspired by [13], the positional
constraint predicts the relative position of the paired image
patches, with its loss defined as

`pos(D; γ) = −E{xω1 ,xω2}∼x∈D
[
logp>fγ(fθ(xω1), fθ(xω2))

]
,

(9)
where xω1

is a randomly selected fixed-size image patch
from x, xω2

is another image patch from one of its eight
neighbouring patches (as shown in ‘patch location predic-
tion’ in Fig. 2), ω1, ω2 ∈ Ω represents indices to the image
lattice, fγ : Z × Z → [0, 1]8, and p = {0, 1}8 is a one-
hot encoding of the patch location. The constraints in (8)
and (9) are designed to improve training regularisation.

3.2. MedMix Augmentation

Our MedMix augmentation is designed to augment med-
ical images to simulate multiple lesions. We target a more



MedMix – 0 cuts MedMix – 1 cuts MedMix – 2 cuts MedMix – 3 cuts

Figure 3. Examples of our MedMix data augmentation, showing
augmentation A0 containing zero synthetic anomalies (leftmost
column) and increasingly stronger augmentations {An}3n=1 (sec-
ond to fourth columns) with different number of synthetic anoma-
lies (from one to three).

effective data augmentation for MIA applications than the
computer vision augmentations in [44] (e.g., permutations,
rotations) that do not simulate medical image anomalies and
may yield poor detection performance by downstream UAD
methods. We realise that anomalies in different medical
domains (e.g., glaucoma and colon polyps) can be visu-
ally different, but a commonality among anomalies is that
they are usually represented by an unusual growth of ab-
normal tissue. Hence, we propose the MedMix augmenta-
tion to simulate abnormal tissue with a strong augmenta-
tion that “constructs” abnormal lesions by cutting and past-
ing (from and to normal images) small and visually de-
formed patches. This visual deformation is achieved by
applying other transformations to patches, such as colour
jittering, Gaussian noise and non-linear intensity transfor-
mations. This approach is inspired by cutmix [49], where
our contribution over cutmix is the intensification of the
change present in the cropped patches by the appearance
transformations above. These transformations are designed
to encourage the model to learn abnormalities in terms of
localised image appearance, structure, texture and colour.

In practice, we design |A| = 4 strong augmentation dis-
tributions, where An includes n ∈ {0, ..., 3} abnormalities
in the image, which means that A0 denotes the normal im-
age distribution and An∈{1,2,3} represent the abnormal im-
age distributions, containing {1, 2, 3} anomalous regions.
Therefore, our loss targets the classification of MedMix
augmentations, as shown in Fig. 3.

3.3. Anomaly Detection and Segmentation

After pre-training fθ(·) with MSACL, we fine-tune it
with a SOTA UAD, such as IGD [8] or PaDiM [11]. Those
methods use the same training setD as MSACL, containing
only normal images from healthy patients.

IGD [8] combines three loss functions: 1) two recon-
struction losses based on local and global multi-scale struc-
tural similarity index measure (MS-SSIM) [48] and mean
absolute error (MAE) to train the encoder fθ : X → Z
and decoder gφ : Z → X , 2) a regularisation loss to train
adversarial interpolations from the encoder [4], and 3) an
anomaly classification loss to train hψ : Z → [0, 1]. The
anomaly detection score of image x is defined by

sIGD(x) = ξ`rec(x, x̃) + (1− ξ)(1− hψ(fθ(x))), (10)

where x̃ = gφ(fθ(x)), hψ(.) returns the likelihood that x is
a normal image, ξ ∈ [0, 1] is a hyper-parameter, and

`rec(x, x̃) = ρ‖x− x̃‖1+

(1− ρ) (1− (νmG(x, x̃) + (1− ν)mL(x, x̃))) ,

(11)

with ρ, ν ∈ [0, 1],mG(·) andmL(·) denoting the global and
local MS-SSIM scores from the global and local models, re-
spectively [8]. Anomaly segmentation uses (10) to compute
sIGD(xω), ∀ω ∈ Ω using global and local models, where
xω ∈ RĤ×Ŵ×C is an image patch. This forms a heatmap,
where large values of sIGD(.) denote anomalous regions.
The final heatmap is formed by summing up the global and
local heatmaps.

PaDiM [11] utilises the multi-layer features from the pre-
trained network fθ(.) to learn a position dependent multi-
variate Gaussian distribution of normal image patches.
Training uses samples collected from the concatenation of
the multi-layer features from each patch position ω ∈ Ω
to learn the mean and covariance of the Gaussian model
denoted by N (µω,Σω) [11]. Anomaly detection is based
on the Mahalanobis distance between the concatenated test-
ing patch feature xω and the learned Gaussian distribution
N (µω,Σω) at that patch position ω ∈ Ω to provide a score
of each patch position [11]. In particular, anomaly segmen-
tation is inferred using the following anomaly score map:

sPaDiM (xω) =

√
(xω − µω)>Σ−1

ω (xω − µω), (12)

and the final score of the whole image x is defined as:
sPaDiM (x) = maxω∈Ω sPaDiM (xω).

4. Experiments
4.1. Datasets

We test our self-supervised pre-training MSACL on four
health screening datasets, where we run experiments for



both anomaly detection and localisation. For the anomaly
detection and localisation, the datasets are: the colonoscopy
images of Hyper-Kvasir dataset [5], and the glaucoma
dataset using fundus images [20]. For the anomaly detec-
tion, the datasets are: the colonoscopy dataset [26], and
Covid-19 chest ray dataset [46] – these two datasets do not
have lesion segmentation annotations, so we test anomaly
detection only.

Hyper-Kvasir is a large multi-class public gastrointesti-
nal imaging dataset [5]. We use a subset of the normal (i.e.,
healthy) images from the dataset for training. Specifically,
2,100 images from ‘cecum’, ‘ileum’ and ‘bbps-2-3’ are se-
lected as normal, from which we use 1,600 for training and
500 for testing. We also take 1,000 abnormal images and
their segmentation masks of polyps to be used exclusively
for testing, with the size of 300 × 300.

LAG is a large scale fundus image dataset for glaucoma
diagnosis [20]. For the experiments, we use 2,343 normal
(negative glaucoma) images for training, and 800 normal
images and 1,711 abnormal images with positive glaucoma
with annotated attention maps by ophthalmologists in glau-
coma diagnosis, with the size of 500 × 500. The attention
maps is based on an alternative method for eye tracking, in
which the maps are used by the ophthalmologists to explore
the region of interest for glaucoma diagnosis [20].

Liu et al.’s colonoscopy dataset is a colonoscopy image
dataset with 18 colonoscopy videos from 15 patients [26].
The training set contains 13,250 normal (healthy) images
without polyps, and the testing set contains 967 images,
with 290 abnormal images with polyps and 677 normal
(healthy) images without polyps, with size of 64 × 64.

Covid-X [46] has a training set with 1,670 Covid-19 pos-
itive and 13,794 Covid-19 negative CXR images. The test
set contains 400 CXR images, consisting of 200 positive
and 200 negative images. We train the methods with the
13,794 Covid-19 negative CXR training images and test on
the 400 CXR images, with the size of 299 × 299.

4.2. Implementation Details

For the proposed MSACL pre-training, we use
Resnet18 [17] as the backbone architecture for the encoder
fθ(x), and similarly to previous works [6, 38], we add
an MLP to this backbone as the projection head for the
contrastive learning, which outputs features in Z of size
128. All images from the Hyper-Kvasir [5], LAG [20]
and Covid-X [46] datasets are resized to 256 × 256 pix-
els. For the Liu et al.’s colonoscopy dataset [26], images
are resized to 64 × 64 pixels. The batch size is set to 32
and learning rate to 0.01 for the self-supervised pre-training
on all datasets. The model is trained using stochastic gra-
dient descent (SGD) optimiser with momentum. For IGD
and PaDiM fine-tuning, we use their default experimental
hyper-parameters and settings. More details about the im-

Methods Hyper Liu et al. LAG Covid
DAE [28] 0.705 0.629 0.574 0.557

OCGAN [31] 0.813 0.592 0.534 0.612
F-anoGAN [36] 0.907 0.691 0.778 0.669
ADGAN [25] 0.913 0.730 - -
MS-SSIM [8] 0.917 0.799 0.823 0.634
PANDA [33] 0.937 0.719 0.789 0.629
PaDiM [11] 0.923 0.741 0.688 0.614

CCD - PaDiM 0.978 0.789 0.728 0.632
MSACL - PaDiM 0.996 0.814 0.761 0.658

IGD [8] 0.939 0.787 0.796 0.699
CCD - IGD 0.972 0.837 0.874 0.746

MSACL - IGD 0.995 0.851 0.908 0.872

Table 1. Anomaly detection: AUC test results on Hyper-Kvasir,
Liu et al.’s colonocopy, LAG and Covid-X, respectively.

plementation can refer to our supplementary material.

4.3. Evaluation Measures

The anomaly detection performance is quantitatively as-
sessed by the area under the ROC curve (AUROC). For
anomaly segmentation, the performance is measured by In-
tersection over Union (IoU) and Dice score.

4.4. Lesion Detection Results

In Table 1, we show the results of anomaly detec-
tion on Hyper-Kvasir, LAG, Liu et al.’s colonoscopy and
Covid-X dataset, where we present results from baseline
UAD methods, including OCGAN [31], f-AnoGAN [36],
ADGAN [26], and deep autoencoder [28] and its variant
with MS-SSIM loss [8]. We also show the results the
current SOTA UAD baseline PANDA [33]. As discussed
in Sec. 3.3, we choose IGD [8] and PaDiM [11] as the
anomaly detector for evaluating our proposed MSACL pre-
training approach and compare it with previous SOTA SSL
CCD [44] approach to fine-tune IGD and PaDiM.

Detection Results on Hyper-Kvasir. For Hyper-Kvasir,
comparing with the baseline UAD methods, the perfor-
mance of PaDiM and IGD are improved using our MSACL
pre-trained encoder by around 5% and 6% AUC, which
achieves SOTA anomaly detection AUC results of 99.6%
and 99.5%, respectively, on Hyper-Kvasir. Comparing with
current SOTA CCD pre-training [44], our MSACL pre-
training improves the performance by 2.3% and 1.8% for
PaDiM and IGD, on Hyper-Kvasir.

Detection Results on LAG. For LAG dataset, our
MSACL pre-training improves PaDiM and IGD AUCs by
7.3% and 11.2%, compared with their ImageNet pre-trained
model, where the MSACL pre-trained IGD achieves the
SOTA results of 90.8% AUC. Comparing with CCD pre-
trained PaDiM and IGD [44], our proposed MSACL pre-
trained PaDiM and IGD surpass them by 3.3% and 3.4% in



terms of AUC. For LAG, the glaucoma features are often
subtle and easy to neglect, so IGD with both reconstruc-
tion and anomaly classification constraints can generally
perform better than PaDiM variants.

Detection Results on Liu et al.’s colonoscopy dataset.
We further test our approach on Liu et al.’s colonoscopy
dataset [25], as shown in Table 1. Similarly to the pre-
vious results, our MSACL pre-trained PaDiM improves
the ImageNet pre-trained PaDiM by 7.3% AUC, and CCD
pre-trained PaDiM by 2.5% of AUC. The IGD with the
MSACL pre-trained encoder achieves the SOTA result of
85.1% AUC, surpassing the previous CCD and ImageNet
pre-trained IGD by 1.4% and 6.4% AUC, respectively. The
gap between PaDiM and IGD may be due to the low resolu-
tion of the images in this dataset, which hinders the PaDiM
performance that requires dense intermediate feature maps.

Detection Results on Covid-X. Our MSACL pre-
trained PaDiM and IGD methods achieve 65.8% and 87.2%
AUC on the Covid-X dataset, significantly surpassing their
ImageNet pre-trained by 4.4% and 17.2% AUC, and CCD
pre-trained by 2.6% and 12.6% AUC. The small abnormal
lesions in CXR images are hard to detect, so the generative-
based anomaly detector IGD can learn more effectively the
fine-grained appearances of normal images, leading to bet-
ter generalisation to detect unseen anomalous regions dur-
ing testing with the SOTA results of 87.2% AUC.

Finally, the performances of the baseline UAD meth-
ods are well below our self-supervised MSACL pre-training
with IGD and PaDiM on all four datasets. All results from
MSACL pre-trained PaDiM and IGD show that our pro-
posed MedMix and MSACL loss improve the generalisa-
tion of the fine-tuning stage for anomaly detection and pro-
duce better constrained feature space of normal samples.
The SOTA performance across four different medical imag-
ing datasets indicate that our pre-training is a general pre-
training approach that is adaptable to different medical do-
mains (i.e., CXR, colonoscopy, fundus). Moreover, achiev-
ing SOTA results on two different types of anomaly detec-
tors suggests that our self-supervised pre-training can pro-
duce good representations for both generative and predic-
tive anomaly detectors, demonstrating the applicability of
MSACL to real-world clinical systems.

4.5. Lesion Segmentation Results.

Segmentation results on Hyper-Kvasir. We demon-
strate the anomaly segmentation performance on Hyper-
Kvasir on Table 2. Following [44], we randomly sample
100 abnormal images from the test set and compute the
mean segmentation performance over five different such
groups of 100 images. The proposed MSACL pre-training
improves the IGD and PaDiM by 1.2% and 2.8% IoU com-
pared with the CCD pre-training, and 8.1% and 6.4% IoU
with respect to the ImageNet pre-training, respectively. In

GTPredImage GTPredImage

Figure 4. Segmentation of four abnormal images from Hyper
Kvasir [20], with their predictions (Pred) and ground truth annota-
tions (GT), using PaDiM with MSACL pre-training.

GTPredImage GTPredImage

Figure 5. Segmentation of four abnormal images from LAG [20],
with their predictions (Pred) and ground truth attention maps (GT),
using IGD with MSACL pre-training.

Methods Hyper LAG
IoU Dice IoU Dice

PaDiM [11] 0.341 0.475 0.427 0.579
CCD - PaDiM 0.378 0.497 0.462 0.612

MSACL - PaDiM 0.406 0.554 0.475 0.643
IGD [8] 0.303 0.417 0.409 0.539

CCD - IGD 0.372 0.502 0.509 0.645
MSACL - IGD 0.384 0.521 0.516 0.667

Table 2. Anomaly segmentation: Mean IoU, Dice results on test
set of Hyper-Kvasir on 5 different groups of 100 images with
ground truth masks, and on abnormal samples from LAG test set.
Best results for each case are highlighted.

addition, our MSACL pre-trained PaDiM shows the SOTA
result of 40.6% IoU and 55.4% Dice, demonstrating the ef-
fectiveness of our MSACL approach for abnormal lesion
segmentation.

Segmentation results on LAG. We further demon-
strate the segmentation results on LAG dataset on Ta-
ble 2. The MSACL pre-trained IGD achieves the SOTA
result of 51.6% IoU, 66.7% Dice, showing that our model
can effectively segment different types of lesions, such as
colon polyps or optic disk and cup with Glaucoma. More-
over, PaDiM pre-trained with MSACL improves PaDiM
pre-trained with CCD and ImageNet by 1.3% and 4.8%
IoU, respectively. Also, PaDiM with MSACL pre-training
achieves 64.3% Dice, which are comparable to the SOTA
results by the MSACL pre-trained IGD.



CCD [44] MedMix `MSACL κ(n,m) AUC - Hyper AUC - LAG
X 0.978 0.728
X X 0.985 0.739

X X 0.993 0.753
X X X 0.996 0.761

Table 3. Ablation study of the MSACL components on test set
of Hyper-Kvasir and LAG, using PaDiM [11] as anomaly detector.

4.6. Qualitative Results

Visualisation of predicted segmentation. The visu-
alisation of polyp segmentation results of PaDiM with
MSACL pre-training on Hyper-Kvasir [5] is shown in
Fig. 4. Notice that our model can effectively segment colon
polyps with various sizes and shapes. We also show the seg-
mentation results based on the pixel-level anomaly scores of
IGD with MSACL pre-training on the LAG dataset in Fig. 5.

Visualisation of t-SNE results. To validate our pro-
posed MSACL pre-training, we compare the image rep-
resentations produced by ImageNet, CCD, DROC and
MSACL pre-training, using t-SNE on Hyper-Kvasir. The
results are shown in Fig. 1. The proposed MSACL appears
to cluster all the normal data into a denser and tighter region
of the representation space, where the abnormal data fall
outside of this region in relatively distinct three clusters. In
contrast, the models pre-trained with the other approaches
produce a poorly clustered normal data that is likely to chal-
lenge the training of the downstream UAD method.

4.7. Ablation Study

Different components of MSACL pre-training. We
present an ablation study that shows the influence of each
step of our proposed MSACL pre-training and PaDiM fine-
tuning in Table 3 on Hyper-Kvasir and LAG datasets. Start-
ing from CCD [44], we notice that the use of MedMix can
improve the AUC on both datasets by 1%. Replacing the
CCD by the MSACL loss provides another improvement of
between 1% and 2%. Then, adding the temperature calibra-
tion κ(n,m) from (7) provides around 0.5% improvement.

Different strong augmentations. In Fig. 6 - left, we ex-
plore the influence of strong augmentation strategies, rep-
resented by rotation, permutation, cutout, Gaussian noise
and our proposed MedMix on the AUC results on Hyper-
Kvasir and Covid-X datasets, based on our self-supervised
MSACL pre-training with IGD as anomaly detector. The
performance of our MedMix reaches the SOTA results of
99.5% and 87.2% on those datasets. The second best AUC
(96.9%) on Hyper-Kvasir uses random permutations, which
were used in CCD pre-training [44], producing an AUC
0.2% worse than our MedMix. For Covid-X, rotation is the
second best data augmentation approach with an AUC result
that is 5.1% worse than MedMix. Other approaches do not
work well with the appearance characteristics of X-ray im-
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Figure 6. Left: Anomaly detection testing results in terms of
different types of strong augmentations (i.e., Cutmix, Gaussian
noise, Rotation, Permutation, and our MedMix) on Hyper-Kvasir
and Covid-X, where IGD [8] is used as the anomaly detector.
Right: Ablation studies with different self-supervised pre-training
approaches (i.e., ImageNet, SimCLR [6], Rot-Net [15], CSI [39],
DROC [38], CCD [44] and our MSACL) on Hyper-Kvasir testing
set, where PaDiM [11] is used as the anomaly detector.

ages, yielding significantly worse results than our MedMix
on Covid-X. These results suggest that the use of MedMix
as the strong augmentation yields the best AUC results on
different medical image benchmarks.

Different self-supervised methods. In Fig. 6 - right,
we show the results on Hyper-Kvasir from different pre-
training approaches, using PaDiM as anomaly detector. It
can be observed that our MSACL approach surpasses pre-
vious SOTA CCD pre-training [44] by 2.2% AUC. Other
pre-training methods proposed in computer vision (e.g., Im-
ageNet pre-training, SimCLR [6], Rot-Net [15]) achieve
worse results than CCD and MSACL. An interesting point
in this comparison is the poor result from ImageNet pre-
training, suggesting that it may not generalise well for
anomaly detection in medical images. Finally, our MSACL
achieves better results than previous SOTA UAD SSL ap-
proaches CSI [39] and DROC [38] by about 4%∼ 5% AUC,
indicting the effectiveness of our new contrastive loss.

5. Conclusions and Discussions
In this paper, we proposed a new self-supervised pre-

training approach, namely MSACL, for UAD methods ap-
plied to MIA problems. MSACL is based on a new
contrastive learning optimisation to learn multiple classes
of normal and abnormal images, formed with the pro-
posed MedMix data augmentation that simulates medical
abnormalities. After pre-training a UAD model using our
MSACL, we fine-tune it with two SOTA anomaly detect-
ing approaches. The experimental results indicate that our
MSACL pre-training can effectively improve the perfor-
mance of anomaly detection and segmentation on several
medical datasets for both anomaly detectors. In the future,
we plan to design a new anomaly detector that suits bet-
ter the characteristics of our self-supervised MSACL pre-
training.
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