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Abstract

One-class classification (OCC) aims to learn an effective data
description to enclose all normal training samples and detect
anomalies based on the deviation from the data description.
Current state-of-the-art OCC models learn a compact normal-
ity description by hyper-sphere minimisation, but they often
suffer from overfitting the training data, especially when the
training set is small or contaminated with anomalous sam-
ples. To address this issue, we introduce the interpolated
Gaussian descriptor (IGD) method, a novel OCC model that
learns a one-class Gaussian anomaly classifier trained with
adversarially interpolated training samples. The Gaussian
anomaly classifier differentiates the training samples based
on their distance to the Gaussian centre and the standard de-
viation of these distances, offering the model a discriminabil-
ity w.r.t. the given samples during training. The adversarial
interpolation is enforced to consistently learn a smooth Gaus-
sian descriptor, even when the training data is small or con-
taminated with anomalous samples. This enables our model
to learn the data description based on the representative nor-
mal samples rather than fringe or anomalous samples, result-
ing in significantly improved normality description. In ex-
tensive experiments on diverse popular benchmarks, includ-
ing MNIST, Fashion MNIST, CIFAR10, MVTec AD and two
medical datasets, IGD achieves better detection accuracy than
current state-of-the-art models. IGD also shows better robust-
ness in problems with small or contaminated training sets.

Introduction
Anomaly detection and segmentation are critical tasks in
many real-world applications, such as the identification of
defects on industry objects (Bergmann et al. 2019) or abnor-
malities from medical images (Schlegl et al. 2017, 2019).
Given that most of the training sets available for this task
contain only normal images, existing methods are typically
formulated as one-class classifiers (OCC) (Venkataramanan
et al. 2019; Ruff et al. 2018). OCCs aim to first learn a data
description of normal samples in the training set and then
use a criterion (e.g., distance to the one-class centre (Ruff
et al. 2018)) to detect and localise anomalies in test samples.

*These authors contributed equally.
†Corresponding author.

Copyright © 2022, Association for the Advancement of Artificial
Intelligence (www.aaai.org). All rights reserved.
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Figure 1: Mean testing AUC of DSVDD (Ruff et al. 2018),
and our proposed IGD trained with the CIFAR10 training set
contaminated with 1%, 5% and 10% of anomalous samples
(left), and small training sets, consisting of 20%, 60%, and
100% of the CIFAR10 training set (right).

State-of-the-art (SOTA) OCC models are trained by min-
imising the radius of a hyper-sphere to enclose all training
samples in the representation space (Ruff et al. 2018; Per-
era and Patel 2019; Ruff et al. 2020). To avoid catastrophic
collapse, where all training samples are projected to a sin-
gle point in the representation space, these OCC models fix
the hyper-sphere centre and remove the bias terms from the
model. Even though these SOTA OCC models show accu-
rate anomaly detection results in several benchmarks, they
can overfit the training data, particularly when the training
set is small or contaminated with anomalous samples, as
shown by the results of DSVDD (Ruff et al. 2018) in Fig. 1.

In this paper, we introduce the interpolated Gaussian de-
scriptor (IGD) method to address the overfitting issue pre-
sented in SOTA OCC models. IGD is based on a one-
class Gaussian anomaly classifier modelled with adversar-
ially interpolated training samples. The classifier is trained
to build a normality description to discriminate training sam-
ples based on their distance to the Gaussian centre and the
standard deviation of these distances. The smoothness of the
normality description is enforced by the adversarial inter-
polation of the training samples that constrains the training
of IGD to be based on representative normal samples rather
than fringe or anomalous samples. This allows the normality
description of IGD to be more robust than the SOTA OCC
models, particularly when the training set is small or con-
taminated with anomalous samples, as shown in Fig. 1 and
t-SNE results in appendix.
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In summary, our paper makes the following contributions:

• One novel OCC model that targets the learning of an
effective normality description based on representative
normal samples rather than fringe or anomalous samples,
resulting in an improved anomaly classifier, compared
with the SOTA;

• One new OCC optimisation approach based on a theoret-
ically sound derivation of the expectation-maximisation
(EM) algorithm that optimises a Gaussian anomaly clas-
sifier constrained by adversarially interpolated training
samples and multi-scale structural and non-structural im-
age reconstruction to enforce a smooth normality de-
scription; and

• One new OCC benchmark to assess the robustness of
anomaly detectors to training sets that are small or con-
taminated with anomalous samples.

Extensive empirical results on six popular anomaly detec-
tion benchmarks for semantic anomaly detection, industrial
defect detection, and malignant lesion detection show that
our model IGD can generalise well across these diverse ap-
plication domains and perform consistently better than cur-
rent SOTA detectors. We also show that IGD is more robust
than current OCC approaches when dealing with small and
contaminated training sets.

Related Work
Unsupervised anomaly detection (UAD) is generally solved
with OCCs (Tian et al. 2021d, 2020, 2021c; Ruff et al. 2018;
Bergmann et al. 2020; Perera, Nallapati, and Xiang 2019;
Salehi et al. 2021; Wang et al. 2021; Tian et al. 2021a;
Bergman and Hoshen 2020; Golan and El-Yaniv 2018; De-
fard et al. 2021; Zavrtanik, Kristan, and Skočaj 2021). A rep-
resentative OCC model is DSVDD (Ruff et al. 2018), which
forces normal image features to be inside a hyper-sphere
with a pre-defined centre and a radius that is minimised to
include all training images. Then, test images that fall inside
the hyper-sphere are classified as normal, and the ones out-
side are anomalous. Although powerful, the hard boundary
of SVDD can cause the model to overfit the training data –
this problem was tackled with a soft-boundary SVDD (Ruff
et al. 2018), but it can still overfit given that it lacks enough
generalisation constraints. OCC methods can also rely on
generative models, such as generative adversarial network
(GAN) or Auto-encoder (AE). In (Perera, Nallapati, and Xi-
ang 2019), a GAN is trained to produce normal samples, and
its discriminator is used to detect anomalies, but the complex
training process of GANs represents a disadvantage of this
approach. An AE (Gong et al. 2019; Nguyen and Meunier
2019; Sabokrou et al. 2018; Venkataramanan et al. 2019) is
trained to reconstruct normal data, and the anomaly score
is defined as the reconstruction error between the input and
reconstructed images. AE approaches depend on the MSE
reconstruction loss, which does not work well for structural
anomalies. Alternatively, single-scale SSIM loss (Bergmann
et al. 2018) tends to work well for structural anomalies of
a specific size, but it may work poorly for non-structural
anomalies and structural anomalies outside that specific size.

A more detailed review of these methods can be found in
(Pang et al. 2021).

An important aspect of current UAD approaches is their
dependence on pre-trained models to produce SOTA results.
UAD models can be pre-trained on ImageNet (Venkatara-
manan et al. 2019; Bergmann et al. 2020) or self-supervised
tasks (Golan and El-Yaniv 2018; Bergman and Hoshen
2020). To allow a fair comparison with current UAD meth-
ods, we pre-train IGD with self-supervision and ImageNet.

Unsupervised anomaly localisation targets the segmenta-
tion of anomalous image pixels or patches, containing, for
example, lesions in medical images (Li et al. 2019a), de-
fects in industry images (Bergmann et al. 2019, 2020), or
road anomalies in traffic images (Pathak, Sharang, and Muk-
erjee 2015; Tian et al. 2021b). The main idea explored is
based on extending the image based OCC to a pixel-based
OCC, where testing produces a pixel-wise anomaly score
map (Baur et al. 2018; Bergmann et al. 2018). In general,
methods that can localise anomalies (Venkataramanan et al.
2019; Bergmann et al. 2020) are tuned to particular anomaly
sizes and structure, which can cause then to miss anomalies
outside that range of sizes and structure. To avoid this is-
sue, we design IGD to detect multi-scale structural and non-
structural anomalies to improve the anomaly localisation ac-
curacy.

Method
We denote the training set containing only normal samples
by D = {xi}|D|

i=1, where x ∈ X ⊂ RW×H×3 represents an
RGB image of widthW and heightH and sampled from the
distribution of normal images as in x ∼ PX . The testing set
contains normal and anomalous images, where anomalous
images can have segmentation map annotations. This test-
ing set is defined by T = {(xi, yi,b(yi)

i }|T |
i=1, where yi ∈

Y = {0, 1} (0 denotes a normal and 1 denotes an anomalous
image), the segmentation map with the anomaly is denoted
by b

(yi)
i ∈ {0, 1}W×H (i.e., a pixel-wise anomaly map for

image xi) if yi = 1, and b
(yi)
i = 0W×H if yi = 0.

Interpolated Gaussian Descriptor (IGD)
As depicted in Fig. 2, the IGD model is represented by the
general classifier pθ(y = 0|x,PX ) that consists of an en-
coder z = fψ(x) that transforms a training sample from the
image space X to a representation space Z ∈ RZ , a Gaus-
sian anomaly classifier pθ(y = 0|ω,x) ∈ [0, 1] that takes the
normal image distribution parameter ω and image x to esti-
mate the probability that it is normal, a decoder x̂ = gϕ(z)
that reconstructs an image from the representation space,
and a critic module α = dη(gϕ(αz1 + (1− α)z2)) that pre-
dicts the interpolation constraint parameter α ∈ [0, 1], with
z1, z2 obtained from the encoder fψ(.). The IGD parame-
ter θ ∈ Θ represents all module parameters {ψ, ϕ, η} and is
estimated with maximum likelihood estimation (MLE):

θ∗ = argmax
θ

1

|D|
∑
xi∈D

log pθ(yi = 0|xi,PX ). (1)

We train the one-class classifier in (1) using an EM opti-
misation (Dempster and Others 1977), where the mean and
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Figure 2: Our IGD consists of an encoder that transforms image x into representation z, a decoder to reconstruct the image
(trained with MS-SSIM and MAE losses), a Gaussian anomaly classifier trained to push the normal image representation close
to the centre of the estimated normal image distribution (denoted by a Gaussian with mean µ and standard deviation σ), and a
critic module that constrains the likelihood maximisation by predicting the interpolation coefficient α that produces a convex
combination of training sample representations. Note that critic is a module similar to a GAN discriminator.

standard deviation of the normal image distribution are es-
timated during the E-step, instead of being explicitly opti-
mised (Ruff et al. 2018), reducing the risk of overfitting.
To encourage the M-step to learn an effective normality de-
scription (such that the optimisation is robust to small and
contaminated training sets), we add an adversarial interpo-
lation constraint to enforce linear combinations of normal
image representations to belong to the normal distribution.
We further increase the robustness of IGD to overfitting by
constraining the optimisation of the M-step to enforce accu-
rate image reconstruction from its representation. Below, we
provide more details about the training process.

To formulate the EM optimisation, we re-write the log-
likelihood in (1) as

log pθ(yi = 0|xi,PX )

= ℓELBO(q, θ) +KL[q(ω)||pθ(ω|PX )].
(2)

with ω ∈ W ⊂ RZ × R denoting the latent variables (mean
and standard deviation) that describe the distribution of nor-
mal image representations (defined in more detail below).
In (2), we remove the conditional dependence of pθ(ω|PX )
on yi = 0 and xi because ω is a variable for the whole train-
ing distribution defined as

pθ(ω|PX ) = δa(∥ω(1)− µx∥2)δa(ω(2)− σx), (3)

where δa(b) = 1
|a|

√
π
exp−(b/a)2 (a → 0 approximates

a Dirac delta function, and a → ∞ approximates a uniform
function), µx = Ex∼PX [fψ(x)] and σ2

x = Ex∼PX [∥fψ(x)−
µx∥22], with fψ(.) representing the encoder; and in (2), we
also have

ℓELBO(q, θ) =

Eq(ω)[log pθ(yi = 0, ω|xi,PX )]− Eq(ω)[log q(ω)],
(4)

where KL[·] denotes the Kullback-Leibler divergence, and
q(ω) represents the variational distribution that approxi-
mates pθ(ω|PX ), defined in (3).

The E-step of the EM optimisation zeroes the KL diver-
gence in (2) by setting q(ω) = pθold(ω|PX ), where θold rep-
resents the previous EM iteration parameter value. In prac-
tice, the E-step sets ω(1) to µx and ω(2) to σx, defined in (3).
Next, the M-step maximises ℓELBO in (4), with:

θ⋆ = argmax
θ

1

|D|
∑
xi∈D

(
Eq(ω)[ log pθ(yi = 0|ω,xi)

+ log pθ(ω|PX )
])
,

(5)

where Eq(ω)[log(q(ω))] is removed from ℓELBO because
it depends only on the previous iteration parameter θold,
q(ω) is defined in the E-step above, and the conditional
dependence of pθ(y = 0|ω,xi) on PX is removed be-
cause the information from that distribution is summarised
in θ. Therefore, (5) has two components: 1) the classifi-
cation term represented by the Gaussian anomaly classi-
fier pθ(y = 0|ω,xi) = exp

(
−∥fψ(x)−ω(1)∥2

2

ω(2)2

)
, with mean

ω(1) and standard deviation ω(2); and 2) pθ(ω|PX ) defined
in (3), which approximates a uniform distribution to prevent
the confirmation bias of the estimated µx and σx from (3).
To promote an effective normality description of IGD, we
constrain the M-step (5) as follows:

max
θ

1

|D|
∑
xi∈D

Eq(ω)[log(pθ(y = 0|ω,xi))]

s.t. ℓd(xi, θ) = 0, ∀xi ∈ D,
ℓf,g(xi, θ) = 0, ∀xi ∈ D,

(6)

where ℓd(.) is a constraint, defined in (10), to enforce the
adversarial linear interpolation of normal image represen-
tations to belong to the normal representation distribution,
and ℓf,g(.) is a constraint, defined in (11), to enforce accu-
rate structural and non-structural multi-scale image recon-
struction. Note that the maximisation in (6) constrains the
optimisation in (5), which means that we are maximising a
lower bound to the original M-step. Using Lagrange mul-
tipliers, the optimisation in (6) is reformulated to minimise
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the following loss function:

ℓ(θ, ω,D) =
1

|D|

|D|∑
i=1

ℓh(xi, ω, θ) + λ1ℓd(xi, θ) + λ2ℓf,g(xi, θ),

(7)
where

ℓh(x, ω, θ) = 1− pθ(y = 0|ω,x) = pθ(y = 1|ω,x), (8)

with pθ(y = 0|ω,x) defined in (5), and λ1, λ2 denoting
the Lagrange multipliers. The interpolation constrain ℓd(.)
in (6) and (7) regularises the training by linearly interpolat-
ing the representations from training images, and estimating
the interpolation coefficient with the critic network (Berth-
elot et al. 2018). This interpolation constrains the normal
image distribution denser in the representation space, reduc-
ing the likelihood that anomalous representations may land
in the same region of the representation space occupied by
normal samples. Unlike Mix-up (Zhang et al. 2017), our in-
terpolation constraint is a self-supervised method that does
not rely on data augmentation on the input space and does
not interpolate training labels, making it more adequate for
our problem because it enforces a compact and dense distri-
bution of normal samples to be estimated for the Gaussian
anomaly classifier. The critic network is represented by

α̂ = dη (x̂α) , (9)

where x̂α = gϕ (αz1 + (1− α)z2) represents the recon-
struction of the interpolation of z1 = fψ(x1) and z2 =
fψ(x2) (with α ∼ U(0, 0.5), x1,x2 ∈ D, x1 ̸= x2, and
U denoting a uniform distribution ) (Berthelot et al. 2018),
and gϕ(.) denotes the decoder. The goal of the critic network
dη(.) is to predict the interpolation coefficient α. The critic
network in (9) is similar to the discriminator in GAN (Good-
fellow et al. 2014), and relies on the following adversarial
loss to be optimised (Berthelot et al. 2018)

ℓd(x, θ) = ∥dη(x̂α)− α∥22 + ∥dη(x̂ζ)∥22, (10)

where x̂α is defined in (9), and x̂ζ = ζx + (1 − ζ)x̂, with
ζ ∼ U(0, 1) and x̂ denoting a reconstruction of x by the
auto-encoder. The first term of (10) minimises the critic’s
prediction error for α and the second term regularises the
training to ensure that the critic predicts α̂ = 0 when the
original image is interpolated with its own reconstruction in
the image space X .

The image reconstruction constrain ℓf,g(.) in (6) and (7)
is defined as

ℓf,g(x, θ) = ℓr(x, x̂, θ) + λ3∥dη(x̂α)∥22, (11)

where x̂ is a reconstruction of x by the auto-encoder, with
the image reconstruction loss ℓr(.) to be defined below
in (12), and λ3 is a hyperparameter to weight the regularisa-
tion term. This regularisation fools the critic to output α̂ = 0
for interpolated embeddings, independently of α, follow-
ing standard adversarial training (Goodfellow et al. 2014).
In (11), we also have
ℓr(x, x̂, θ) =∑
ω∈Ω

ρ|x(ω)− x̂(ω)|+ (1− ρ)
(
1−m

(
x(ω), x̂(ω)

))
,

(12)

with Ω denoting the image lattice, ρ ∈ [0, 1], |x(ω)− x̂(ω)|
representing the MAE loss, and m(x(ω), x̂(ω)) ∈ [0, 1]
being the MS-SSIM score (Wang, Simoncelli, and Bovik
2003), with larger values indicating higher similarity be-
tween patches ω ∈ Ω of the original and reconstructed im-
ages. Please see details on how to compute the MS-SSIM
score in the Supp. Material.

The loss in (7) is used to train two models (see ’Global
and Local IGD Models’ section in the Supp. Material). A
global model that works on the whole image x, and a lo-
cal model that works on image patches x(L)(ω) ∈ X (L) ⊂
RW (L)×H(L)×3, with W (L) < W and H(L) < H , centred
at pixel ω ∈ Ω (Ω is the image lattice). During inference,
the results from the global and local models are combined
to produce multi-scale anomaly detection and localisation.
Please see the Supp. Material for a visual example of the
results produced by the global and local models.

Theoretical Guarantees
IGD maximises a constrained ℓELBO(q, θ) in (6) rather than
maximising pθ(y = 0|x,PX ) in (1). Using Theorem 1
in (Dempster and Others 1977), Lemma 1 demonstrates the
correctness of IGD, where an increase to the constrained
ℓELBO(q, θ) implies an increase to pθ(y = 0|x,PX ). Us-
ing Theorem 2 in (Dempster and Others 1977), Lemma 2
proves the convergence conditions of IGD.

Lemma 1. Assuming that the maximisation of the con-
strained ℓELBO in (6) produces θ that makes
Eq(ω)[log pθ(y = 0, ω|x,PX )] ≥ Eq(ω)[log pθold(y = 0, ω|x,PX )],
we have that (log pθ(y = 0|x,PX )− log pθold(y = 0|x,PX )) is
lower bounded by(
Eq(ω)[log pθ(y = 0, ω|x,PX )]− Eq(ω)[log pθold(y = 0, ω|x,PX )]

)
≥ 0,

with q(ω) = pθold(ω|PX ).

Proof. Please see proof in Supp. Material.

Lemma 2. Assume that {θ(e)}+∞
e=1 denotes the sequence

of trained model parameters from the constrained op-
timisation of ℓELBO in (6) such that: 1) the sequence
{log pθ(e)(y = 0|x,PX )}+∞

e=1 is bounded above, and 2)(
Eq(ω)[log pθ(e+1)(y = 0, ω|x,PX )]− Eq(ω)[log pθ(e)(y = 0, ω|x,PX )]

)
≥

ξ
(
θ(e+1) − θ(e)

)⊤ (
θ(e+1) − θ(e)

)
, for ξ > 0 and all e ≥ 1, and

q(ω) = pθ(e)(ω|PX ). Then {θ(e)}+∞
e=1 converges to some

θ⋆ ∈ Θ.

Proof. Please see proof in Supp. Material.

Training and Inference
The global and local IGD models are trained separately (see
Fig. 3), following the EM optimisation, where the E-step es-
timates the the latent variable ω in (3), and the M-step min-
imises the loss in (7) to obtain θ⋆.

During inference, anomaly detection is performed by
combining the global and local IGD anomaly scores for a
testing image x as in:

s(x) = s(G)(x) + s(L)(x). (13)
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Figure 3: Example of the multi-scale structural and
non-structural anomaly localisation result for an MVTec
AD (Bergmann et al. 2019) image, using both the local
and global IGD models. The global model tends to pro-
duce smooth results but with some mistakes, while the local
model produces jagged results, but without the global mis-
takes, so by combining the two results, we obtain a smooth
and correct anomaly heatmap.

The global score in (13) is defined as

s(G)(x) = ℓ(G)
r (x, x̂, θ∗) + ℓ

(G)
h (x, θ∗), (14)

where ℓ(G)
r (.) denotes the reconstruction loss from (12) and

ℓ
(G)
h (.) denotes the Gaussian anomaly classification loss

from (8) (both computed with the global IGD model using
the whole images), and x̂ is the reconstruction of x produced
by the auto-encoder. The local score in (13) is defined as

s(L)(x) = max
ω∈Ω

(
ℓ(L)r

(
x(L)(ω), x̂(L)(ω), θ∗

)
+

ℓ
(L)
h

(
x(L)(ω), θ∗

))
,

(15)

where ℓ(L)r (.) and ℓ(L)h (.) are the reconstruction and Gaus-
sian anomaly classification losses computed from the lo-
cal model, with x(L)(ω) denoting an image patch of size
W (L) × H(L) × 3 at pixel ω ∈ Ω. The use of max pool-
ing of the local scores in (15) facilitates detection of images
that contain anomalies covering a small region of the image.
Anomaly localisation is computed for each pixel ω ∈ Ω to
produce a local score

l(x(ω)) =ℓ(G)
r

(
x(ω), x̂(ω), θ∗

)
+

ℓ(L)r

(
x(L)(ω), x̂(L)(ω), θ∗

)
,

(16)

with

ℓ(G)
r

(
x(ω),x̂(ω), θ∗

)
= ρ

∣∣x(ω)− x̂(ω)
∣∣+

(1− ρ)
(
1−m(G)

(
x(ω), x̂(ω)

))
,

(17)

where ρ and m(G)(.) are defined in (12) and x̂ is a re-
construction of x produced by the global IGD model. The
ℓ
(L)
r

(
x(L)(ω), x̂(L)(ω), θ∗

)
in (16) is similarly defined us-

ing the local IGD model. Thus, the anomaly localisation fi-
nal map is a heatmap with high values representing regions
that are likely to contain anomalies, as displayed in ’Global
and Local IGD Models’ section in the Supp. Material.

Experiments
Datasets and Evaluation Metric
Datasets: We use four computer vision and two medi-
cal image datasets to evaluate our methods. The computer
vision datasets are MNIST (LeCun, Cortes, and Burges
2010), Fashion MNIST (Xiao, Rasul, and Vollgraf 2017),
CIFAR10 (Krizhevsky, Nair, and Hinton 2014) and MVTec
AD (Bergmann et al. 2019); and the medical image datasets
are Hyper-Kvasir (Borgli and et al. 2020) and LAG (Li et al.
2019b). MNIST, Fashion MNIST and CIFAR10 have been
widely used as benchmarks for image anomaly detection,
and we follow the same experimental protocol as described
in (Ruff et al. 2018). CIFAR10 contains 60,000 images with
10 classes. MNIST and Fashion MNIST contain 70,000 im-
ages with 10 classes of handwritten digits and fashion prod-
ucts, respectively. MVTec AD (Bergmann et al. 2019) con-
tains 5,354 high-resolution real-world images of 15 different
industry object and textures. The normal class of MVTec AD
is formed by 3,629 training and 467 testing images without
defects. The anomalous class has more than 70 categories of
defects (such as dents, structural fails, contamination, etc.)
and contains 1,258 testing images. MVTec AD provides
pixel-wise ground truth annotations for all anomalies in the
testing images, allowing the evaluation of anomaly detection
and localisation. We also tested our method on two publicly
available medical datasets: Hyper-Kvasir (Borgli and et al.
2020) and LAG (Li et al. 2019b) for polyp and glaucoma
detection, respectively. For Hyper-Kvasir, we has 1,600 nor-
mal images without polyps in the training set and 500 in the
testing set; and 1,000 abnormal images containing polyps in
the testing set. For LAG, we have 2,343 normal images with-
out glaucoma in the training set; and 800 normal images and
1,711 abnormal images with glaucoma for testing.

Evaluation: For anomaly detection, we assess perfor-
mance with the area under the receiver operating character-
istic curve (AUC) and classification accuracy. On MNIST,
Fashion MNIST and CIFAR10, we use the same protocol as
other methods in Tab. 1, where training uses a single class
as the normal data, with the nine remaining classes denot-
ing as semantically anomalous samples, and inference relies
on a non-augmented test image. We report the mean AUC
over the 10 classes for the above three data sets. On MVTec
AD (Bergmann et al. 2020; Venkataramanan et al. 2019),
we evaluate anomaly detection with mean AUC and accu-
racy. Follow previous works (Tian et al. 2021d,a), we evalu-
ate the methods using AUC for the Hyper-Kvasir and LAG.
For anomaly localisation, we follow (Venkataramanan et al.
2019) and compute the mean pixel-level AUC between the
generated heatmap and the ground truth segmentation map
for each anomalous image in the testing set of MVTec AD.

Implementation Details
We implement our framework using Pytorch. The model
was trained with Adam optimiser using a learning rate of
0.0001, weight decay of 10−6, batch size of 64 images,
256 epochs for all dataset. We defined the representation
space produced by the encoder to have Z = 128 dimen-
sions. Following (Godard, Mac Aodha, and Brostow 2017),
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Pretrain Method MNIST CIFAR10 FMNIST

Scratch

DAE 0.8766 0.5358 -
OCSVM 0.9510 0.5860 -
AnoGAN 0.9127 0.6179 -
DSVDD 0.9480 0.6481 -
OCGAN 0.9750 0.6566 -
ADGAN 0.9680 0.6340 -

LSA 0.9750 0.6410 0.8760
MemAE 0.9751 0.6088 -
λ-VAEu 0.9820 0.7170 0.8730

Ours 0.9869 0.7433 0.9201

ImageNet
CAVGA-Du 0.9860 0.7370 0.8850

Student-Teacher 0.9935 0.8196 -
Ours 0.9927 0.8368 0.9357

SSL
Rot-Net - 0.8160 0.9350
GOAD - 0.8820 0.9410
Ours - 0.9125 0.9441

Table 1: Anomaly detection: mean AUC testing results on
MNIST, CIFAR10 and Fashion MNIST. The results are
split into ’Scratch’ (without any pre-training), pretrained
with ’ImageNet’, and self-supervised learning (’SSL’). Bold
numbers represent the best result (within 0.5%) for each data
set, discriminated by Scratch, SSL or ImageNet.

we set ρ = 0.15 to balance the contribution of MAE and
MS-SSIM losses in (12) and (17). We set λ1 = λ2 = 1
in (7) and λ3 = 0.1 in (11), based on cross validation ex-
periments. We use Resnet18 and its reverse architecture as
the encoder and decoder for both the global and local IGD
models. When computing the accuracy of anomaly detec-
tion in MVTec AD, the threshold of the anomaly detection
score s(x) in (13) (to classify an image as anomalous) is set
to 0.5 (Venkataramanan et al. 2019). To enable a fair com-
parison between our method and previous approaches in the
field (Bergmann et al. 2020; Venkataramanan et al. 2019;
Bergman and Hoshen 2020; Golan and El-Yaniv 2018), we
pre-train the encoders for the global and local IGD models
either with self-supervised learning (SSL) (Chen et al. 2020)
or ImageNet knowledge distillation (KD) (Bergmann et al.
2020; Gou et al. 2020). For this SSL pre-training, we use
the SGD optimiser with a learning rate of 0.01, weight de-
cay 10−1, batch size of 32, and 2,000 epochs. Once we ob-
tain the pre-trained encoder with SSL, we remove the MLP
layer and attach a linear layer to the backbone with fixed
parameters. Note that this SSL is trained from scratch. In
contrast to the vanilla self-supervised learning (Chen et al.
2020) suggesting large batch size, we notice that a medium
batch size yields significantly better performance for unsu-
pervised anomaly detection.

For the ImageNet KD pre-training, we minimise the ℓ2
norm between the 512-dimensional feature vector output
from encoder and an intermediate layer of the ImageNet pre-
trained ResNet18 with the same 512-dimensional features.
For this ImageNet KD pre-training, we use the Adam op-
timiser with a learning rate of 0.0001, weight decay 10−5,
batch size of 64, and 50,000 iterations. Once we obtain the

Figure 4: Qualitative results of our anomaly localisation re-
sults on the MVTec AD (red = high probability of anomaly).
Top, middle and bottom rows show the testing images,
ground-truth masks and predicted heatmaps, respectively.
Please see additional results in the Supp. Material.

pre-trained encoder of KD, we fix the network parameters
and attach a linear layer to reduce the dimensionality of the
feature space to 128.

Experiments on MNIST, Fashion MNIST and
CIFAR10
Table 1 compares the unsupervised anomaly detection mean
AUC testing results between our method and the current
SOTA on MNIST, Fashion MNIST and CIFAR10. The rows
labelled as ‘Scratch’ show results of models that were not
pre-trained, and the ones with ‘SSL’ display results from
models using self-supervised learning method (Golan and
El-Yaniv 2018; Bergman and Hoshen 2020). The ones with
‘ImageNet’ show results from models that use ImageNet KD
pre-training (Venkataramanan et al. 2019; Bergmann et al.
2020). Our proposed IGD outperforms current SOTA meth-
ods for the majority of pre-training methods on all three
datasets. Please see additional results in the Supp. material.

Experiments on MVTec AD
We report the results, based on SSL and ImageNet KD pre-
trained models, for both anomaly detection (Tab. 2) and lo-
calisation (Tab. 3) on MVTec AD, which contains real-world
images of industry objects and textures containing different
types of anomalies. Following (Venkataramanan et al. 2019)
the score threshold is set to 0.5 for calculating the mean
accuracy of anomaly detection. For anomaly detection, our
method produces the best accuracy (at least 2% better than
previous SOTA) and AUC (at least 5% better than previous
SOTA) results independently of the pre-training technique.
For anomaly localisation, we compare our method and the
SOTA using the mean pixel-level AUC of all anomalous im-
ages in the testing set of MVTec AD. Notice that our method
with ImageNet and SSL pre-training are better than the pre-
vious SOTA CAVGA-Ru (Venkataramanan et al. 2019) by
2% and 4%, respectively. Fig. 4 shows anomaly localisa-
tion results on MVTec AD images, where red regions in the
heatmap indicate higher anomaly probability. From this re-
sults, we can see that our approach can localise anomalous
regions of different sizes and structures from different object
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Metric Method Mean

Accuracy

AVID (Sabokrou et al. 2018) 0.730
AESSIM (Bergmann et al. 2018) 0.630

DAE (Hadsell et al. 2006) 0.710
AnoGAN (Schlegl et al. 2017) 0.550
λ-VAEu (Dehaene et al. 2020) 0.770

LSA (Abati et al. 2019) 0.730
CAVGA-Du (Venkataramanan et al. 2019) 0.780
CAVGA-Ru (Venkataramanan et al. 2019) 0.820

Ours - ImageNet 0.840
Ours - SSL 0.850

AUC

AnoGAN (Schlegl et al. 2017) 0.503
GANomaly (Akcay et al. 2018) 0.782

Skip-GANomaly (Akçay et al. 2019) 0.805
SCADN (Yan et al. 2021) 0.818

U-Net (Ronneberger et al. 2015) 0.819
DAGAN (Tang et al. 2020) 0.873

Ours - ImageNet 0.926
Ours - SSL 0.934

Table 2: Anomaly detection: mean testing accuracy and
AUC on MVTec AD produced by the SOTA and our IGD.

categories. Please see additional results in the Supp. mate-
rial.

Method MVTec AD

DAE (Hadsell et al. 2006) 0.82
AESSIM (Bergmann et al. 2018) 0.87
AVID (Sabokrou et al. 2018) 0.78

SCADN (Yan et al. 2021) 0.75
LSA (Abati et al. 2019) 0.79

λ-VAEu (Dehaene et al. 2020) 0.86
AnoGAN (Schlegl et al. 2017) 0.74

ADVAE (Liu et al. 2020) 0.86
CAVGA-Du (Venkataramanan et al. 2019) 0.85
CAVGA-Ru (Venkataramanan et al. 2019) 0.89

Ours - ImageNet 0.91
Ours - SSL 0.93

Table 3: Anomaly localisation: mean pixel-level AUC test-
ing results on the anomalous images of MVTec AD.

Experiments on Medical Datasets
To show that our method can generalise to other domains,
we evaluate our approach on two public medical datasets
- Hyper-Kvasir for polyp detection and LAG for glau-
coma detection. As shown in Tab. 4, our SSL and Ima-
geNet based results achieve the best AUC results on both
datasets. Our methods surpass the recent proposed CAVGA-
Ru (Venkataramanan et al. 2019) on both datasets by a min-
imum 0.9% and maximum 3.8%. Also, our model performs
better compared to the anomaly detector specifically de-
signed for medical data, such as f-anogan (Schlegl et al.
2019) and ADGAN (Liu et al. 2019). We show qualitative
polyp segmentation results in the Supp. Material. The ab-
normalities in medical data (i.e., colon polyps, glaucoma)

Methods Hyper-Kvasir LAG
DAE (Masci and et al. 2011) 0.705 0.651

CAM (Zhou et al. 2016) - 0.663
GBP (Springenberg et al. 2014) - 0.787

SmoothGrad (Smilkov et al. 2017) - 0.795
OCGAN (Perera et al. 2019) 0.813 0.737

F-anoGAN (Schlegl et al. 2019) 0.907 0.778
ADGAN (Liu et al. 2019) 0.913 0.752

CAVGA-Ru (Venkat. et al. 2019) 0.928 0.819
Ours - ImageNet 0.931 0.838

Ours - SSL 0.937 0.857

Table 4: Anomaly detection: AUC testing results on two
medical datasets: Hyper-Kvasir and LAG.

MSE REC GAC INTER Full ST AC

✓ 0.615 0.552 0.565
✓ 0.731 0.655 0.677
✓ ✓ 0.819 0.785 0.781
✓ ✓ ✓ 0.836 0.822 0.812

Table 5: Ablation study of our method on CIFAR10 using
anomaly detection mean testing AUC w.r.t standard OCC
setup (Full), small training set containing 20% of training
data (ST), and anomaly contaminated training set with 10%
contamination (i.e., 10% of the anomalous samples are re-
moved from the testing set and inserted into the training
set) (AC). MSE denotes the baseline deep autoencoder with
MSE loss, REC denotes the baseline deep autoencoder with
MS-SSIM + MAE losses, GAC denotes our proposed Gaus-
sian anomaly classifier, INTER represents our interpolation
regularisation. The encoder of all above methods are ini-
tialised based on the knowledge distillation from ImageNet.

are significantly different than the popular image bench-
marks and MVTec AD in terms of appearance and structural
anomalies, suggesting that our model works in disparate do-
mains. Please see more results in the Supp. material.

Ablation Study

To investigate the effectiveness of each component of our
method, we show the mean AUC results of our method with
different proposed variants in Tab. 5. Note that all results
are based on the initialisation of knowledge distillation from
ImageNet. For standard anomaly detection settings (AUC -
Full), each proposed component of our IGD improves per-
formance by a minimum 1.7% and maximum 11.6% mean
AUC. Tab. 5 also shows the effectiveness of each compo-
nent when trained with small (20% of full training data) or
anomaly contaminated (10% of contamination rate) training
sets, where our proposed Gaussian anomaly classifier (GAC)
significantly improves over the REC (i.e., MS-SSIM+MAE
losses) baseline by 13% and 10.4% mean AUC. The pro-
posed adversarial interpolation regularisation (INTER) fur-
ther improves the AUC by 3.7% and 3.1%.
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Dataset Size DSVDD DSVDD+REC IGD (Ours)

CIFAR10
20% 0.7064 0.7462 0.8219
60% 0.7367 0.7807 0.8298
100% 0.7612 0.7950 0.8365

MVTec
20% 0.7994 0.7291 0.9043
60% 0.8467 0.7737 0.9246
100% 0.8579 0.7826 0.9260

Table 6: Mean testing AUCs on CIFAR10 and MVTec with
small training sets, where REC=MS-SSIM+MAE losses.

Dataset Ratio DSVDD DSVDD+REC IGD (Ours)

CIFAR10
1% 0.7502 0.7694 0.8252
5% 0.7124 0.7448 0.8193

10% 0.6717 0.7073 0.8122

MVTec
1% 0.8523 0.7873 0.9363
5% 0.8391 0.7733 0.9319

10% 0.8175 0.7687 0.9363

Table 7: Mean testing AUCs on CIFAR10 and MVTec with
different contamination noise rates. REC defined in Tab. 6.

Experiments on Small/Contaminated Training Sets

To show the improved robustness of our approach to small
training sets on CIFAR10 and MVTec, we compare the per-
formance of DSVDD, DSVDD+REC (i.e., DSVDD com-
bined with our reconstruction loss), and our proposed IGD,
using less normal data in the training sets in Tab. 6. In partic-
ular, we randomly sub-sample 20%, 60%, and 100% of the
original training sets of CIFAR10 and MVTec AD, to form
a smaller training set. The results indicate that IGD achieves
comparable performance under significantly less training
data, while the performance of DSVDD and DSVDD+REC
deteriorate dramatically when the number of training sam-
ples decreases. This result shows that IGD has better robust-
ness than DSVDD and DSVDD+REC to small training sets.

To show the improved robustness of our approach con-
taminated training sets, in Tab. 7, we compare the per-
formance of DSVDD, DSVDD+REC, and our IGD, us-
ing training sets corrupted with anomalous samples (this
contamination facilitates overfitting). In particular, we re-
organise the original training and test data of CIFAR10
and MVTec AD by randomly sampling 1%, 5% and 10%
of anomalies from the test data to inject into the train-
ing data. With different rates of anomaly contamination,
the maximum fluctuation of our IGD is 1.3% on CIFAR10
and 0.44% on MVTec AD. While the competing method
DSVDD shows a much larger maximum fluctuation of 7.8%
and 3.5% mean AUC, on CIFAR10 and MVTec AD, respec-
tively. The results show the substantially better robustness
of IGD over DSVDD and DSVDD+REC for the anomaly-
contaminated training data.

Discussion

We do not compare some of the SOTA works (Reiss et al.
2021; Sohn et al. 2020; Tack et al. 2020) in Table 1, 2, and
3 due to unfair comparison. In particular, the comparison
with PANDA (Reiss et al. 2021) is not fair because it uses
a WideResNet50 × 2 for MVTec and ResNet152 for CI-
FAR, both being much larger backbones than our ResNet18.
Regarding CSI (Tack et al. 2020), it has much slower infer-
ence (because of the 40× data augmentation of test images)
and more complex training that needs a coreset and large
batch size of 512 for pre-training, which challenges its use
for problems with small training sets or high-resolution im-
ages. For both CSI and DROC (Sohn et al. 2020), their gains
are mostly from the SSL pre-training. To show that point for
CSI, we use our training approach to fine-tune a pre-trained
CSI model and obtain 94.6% AUC on CIFAR10, which is
higher than CSI (94.3% AUC). Also, for the vanilla SSL pre-
training reported in DROC paper, their performance reduces
from 92.5% to 89.0% AUC on CIFAR10, and from 86.5% to
80.2% AUC on MVTec. Note that all above results are col-
lected from their published papers unless stated otherwise.

Furthermore, on MVTec, our approach obtains (93.4%
AUC), which is much better than CSI (63.6% AUC from
Tab.2 of (Reiss and Hoshen 2021)) and PANDA (86.5%).
For anomaly localisation on MVTec, our 93% AUC is better
than DROC (90%) and worse than PANDA (96%). On high-
resolution image datasets (e.g., Hyper-Kvasir), our approach
(93.7% AUC) is better than CSI (trained by us) that reaches
91.6% AUC. Other important results shown by our paper,
but missed by CSI, PANDA and DROC, are the ones with
small training sets and contaminated training sets, which are
new and important benchmarks for real-world industrial ap-
plications and early detection of medical diseases.

Conclusion

In this paper, we presented a new OCC model, called inter-
polated Gaussian descriptor (IGD), to perform unsupervised
anomaly detection and segmentation. IGD learns a one-class
Gaussian anomaly classifier trained with adversarially inter-
polated training samples to enable an effective normality de-
scription based on representative normal samples rather than
fringe or anomalous samples. The optimisation of IGD is
formulated as an EM algorithm, which we show to be the-
oretically correct and to converge to a stationary solution
under certain conditions. To our knowledge, IGD is the first
method that is able to achieve the best performance across
diverse application datasets, including MNIST, CIFAR10,
Fashion MNIST, MVTec AD, and two large scale medical
datasets, in terms of anomaly detection and localisation. We
also show that IGD is more robust than DSVDD and an
image-reconstruction contrained DSVDD in problems with
small or contaminated training sets. We plan to study the use
of Gaussian anomaly classifier in the pixel-wise localisation
of anomalies and to investigate new self-supervised learning
approaches specifically designed for anomaly detection.
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