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Abstract 

Recently, multiple, speeded assessments (e.g., “speeded” or “flash” role-plays) have made 

rapid inroads into the selection domain. So far, however, the conceptual underpinning and 

empirical evidence related to these short, fast-paced assessment approaches has been lacking. 

This raises questions whether these speeded assessments can serve as reliable and valid 

indicators of future performance. This paper uses the notions of stimulus and response domain 

sampling to conceptualize multiple, speeded behavioral job simulations as a hybrid of 

established simulation-based selection methods. Next, we draw upon the thin slices of 

behavior paradigm to theorize about the quality of ratings made in multiple, speeded 

behavioral simulations. In two studies, various assessor pools assessed a sample of 96 MBA 

students in eighteen 3-minute role-plays designed to capture situations in the junior 

management domain. At the individual speeded role-play level, reliability and validity were 

not ensured. Yet, aggregated across all assessors’ ratings of all speeded role-plays, the overall 

score for predicting future performance was high (.54). Validities remained high when 

assessors evaluated only the first minute (vs. full 3 minutes) or received only a control 

training (vs. traditional assessor training). Aggregating ratings of performance in multiple, 

heterogeneous situations that elicit a variety of domain-relevant behavior emerged as key 

requirement to obtain adequate domain coverage, capture both ability and personality 

(extraversion and agreeableness), and achieve substantial validities. Overall, these results 

show the importance of the stimulus and response domain sampling logic and send a strong 

warning to using “single” speeded behavioral simulations in practice. 

Keywords: personnel selection; multiple, speeded assessments; behavioral job simulations; 

thin slices; generalizability theory; stimulus domain and response domain sampling 
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Multiple, Speeded Assessments Under Scrutiny:  

Underlying Theory, Design Considerations, Reliability, and Validity 

Today’s society and business are characterized by a culture of speed and efficiency. 

For example, people increasingly participate in speed dates, speed networking with suppliers 

and clients has gained in popularity, and investors make investment decisions based on short 

pitches of entrepreneurs. The magic words “fast” and “short” have also entered the personnel 

selection arena. To respond to calls for brief, fast-paced, and more engaging assessment 

processes that represent today’s hectic and fragmented work life (Liff, 2017; Mullenweg, 

2014; Pinchback, 2017; Pinsight, 2019), selection practitioners have added new assessment 

approaches to their portfolio under the umbrella term of multiple, speeded assessments (Herde 

& Lievens, 2020). Although there exists some variability in practice, three characteristics 

seem to define multiple, speeded assessments. First, in multiple, speeded assessments, people 

participate in a large number of short “sessions” (typically around 3 minutes). Second, 

multiple behavioral job simulations wherein participants face a variety of job situations 

constitute an essential part of these brief sessions. As noted below, due to these two features, 

multiple, speeded assessments lie somewhere between Assessment Centers (ACs) and 

Situational Judgment Tests (SJTs). Third, the evaluation process is streamlined, with 

assessors usually providing only a single rating per session. Examples of multiple, speeded 

assessments1 are short “flash” simulations (Byham, 2016), brief “auditioning” performances 

(Pinchback, 2017), and short webcam role-plays (Pinsight, 2018).  

Apart from practical cost and efficiency considerations, researchers have also 

promoted the use of a larger number of short and fast assessments because they might permit 

to more comprehensively sample the diversity of situations of a performance domain 

 
1 Given these characteristics, the sole use of “flash” interviews (Needleman, 2007) without a behavioral 

simulation component is not regarded as falling under speeded assessments because interviews typically assess 

reported behavior (with the exception of the assessment of oral communication). 



MULTIPLE, SPEEDED ASSESSMENTS UNDER SCRUTINY 4 

 

 

 

(Brannick, 2008; Lievens, 2008). For example, in the interpersonal domain, one might 

confront participants with ten short situations that cover an array of interpersonal challenges 

(e.g., handing a conflict, communicating bad news, building trust, dealing with complaints; 

Klein, DeRouin, & Salas, 2006).  

So far, empirical research on multiple, speeded behavioral job simulations is scarce. 

Motowidlo, Hooper and Jackson (2006) investigated relations between behavior in eight short 

role-plays, implicit trait policies, and personality. However, little insight was obtained about 

the role-plays because they served as criterion measures. Recently, Ingold, Dönni, and 

Lievens (2018) investigated the ratings that assessors made on the basis of limited 

information (i.e., snap judgments) in four simulations. In this study, one group of assessors 

saw full-length performances, whereas another group watched only the first minutes. On the 

positive side, assessors’ impressions of participants in the first minutes converged reasonably 

with the other assessors’ final ratings and reflected information about some personality traits. 

On the negative side, there were large idiosyncrasies in assessors’ ratings and their criterion-

related validity did not reach statistical significance. Similar research was conducted on initial 

impressions in the rapport-building phase in employment interviews (e.g., Barrick et al., 

2012; Barrick, Swider, & Stewart, 2010; Swider, Barrick, & Harris, 2016). Although these 

prior studies did not deal with multiple, speeded assessments, they attest to the emerging 

research interest in ratings made based on limited information and suggest that the reliability 

and validity of such ratings deserve closer scrutiny. 

Indeed, many conceptual and empirical questions regarding the growing use of 

multiple, speeded assessments have been raised (Herde & Lievens, 2020): What are the 

theoretical fundaments underlying a selection approach that assesses participants’ 

performance in multiple behavioral simulations? Do ratings based upon such multiple, short 

behavioral simulations reliably assess participants’ performance? Do they reveal information 
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about participants’ individual differences like cognitive ability and personality? Do they 

predict job-related performance (over and above traditional selection procedures)? As 

compared to such traditional procedures, do multiple, speeded simulations outweigh their 

design and implementation costs in terms of utility? Can design considerations be identified 

that improve the quality of multiple, speeded simulations? To the best of our knowledge, there 

are no empirical investigations that provide answers to these pressing questions. Hence, 

multiple, speeded assessments seem to be practices that so far have moved ahead of research 

and rigorous empirical scrutiny. 

Therefore, this paper aims to scrutinize the multiple, speeded assessment approach. 

Our focus is on one type, namely multiple, speeded role-plays. This paper contributes to 

assessment and selection in at least four ways. At a theoretical level, we introduce the notions 

of stimulus domain sampling and response domain sampling to conceptualize multiple, 

speeded behavioral simulations as an integration between SJTs and ACs. Second, to develop 

hypotheses about how assessors observe and evaluate participants in short and fast behavioral 

simulations we draw on the “thin slices” of behavior paradigm in social and personality 

psychology (e.g., Ambady, Bernieri, & Richeson, 2000). Third, we go beyond previous 

studies on the role of early impressions in behavioral simulations (Ingold et al., 2018) and 

interviews (Barrick et al., 2010, 2012; Swider et al., 2016) by presenting empirical evidence 

on the reliability and validity of ratings based on multiple, speeded simulations. Finally, to 

close the gap between practice and research on multiple, speeded simulations we examine not 

only whether they work but also identify design considerations under which they work best. 

STUDY BACKGROUND 

Domain Sampling: Stimuli and Responses 

Domain sampling serves as a capstone underlying simulation-based selection methods 

such as SJTs and ACs. Domain sampling refers to the extent to which the selection method 
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covers the criterion/content domain to be predicted. To clarify the differences between 

multiple, speeded behavioral job simulations and classic simulation-based selection methods, 

we make a further differentiation between stimulus domain sampling and response domain 

sampling (see also Cronbach, 1984; Guion, 1978; Ryan & Greguras, 1998; Sackett, 1987)2. 

Stimulus domain sampling denotes the degree to which the simulation covers the large variety 

of situations relevant to the domain. For example, to cover the sales management domain, 

participants might be presented with one key domain-relevant situation: a meeting with a 

potentially new client. Such an approach scores lower on stimulus domain sampling. 

Conversely, in an approach higher on stimulus domain sampling, participants might be 

presented with several domain-relevant situations such as a meeting with a new client, a 

meeting with an existent client, a meeting with their supervisor, a sales presentation, a 

coaching session of their sales force, etc. Response domain sampling refers to the extent to 

which participants’ responses to simulations cover the large variety of responses relevant to 

the domain. Related to the sales management example above, a simulation that scores low on 

response domain sampling presents participants with only a limited, predetermined list of 

multiple-choice responses to choose from. Conversely, higher levels of response domain 

sampling are obtained when participants can construct/enact responses themselves (using their 

full repertoire of verbal and nonverbal behavior) and interactively build upon prior responses.  

In traditional AC exercises like group discussions or role-plays, only a few longer 

behavioral job simulations are used. Hence, these longer simulations can typically present 

only a limited set of the full domain of situations. As noted by Ryan and Greguras (1998), this 

less comprehensive approach to stimulus domain sampling runs the risk of being inadequate 

and lacking representativeness (e.g., some domain situations might not be sampled). Yet, in 

 
2 Stimulus/response domain sampling is related to stimulus/response fidelity. Yet, there are also differences. Fidelity refers to 

the veridicality of the simulation (Goldstein Zedeck, & Schneider, 1993); domain sampling denotes the coverage of the 

domain by the simulation. 
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these classic AC exercises, response domain sampling is typically comprehensive because 

participants show behavior in responding to the situations. The behavior is also interactive, 

thereby increasing the variety of responses shown. Thus, classic AC exercises score relatively 

high on response domain sampling because participants can enact any kind of behavior that 

might capture more broadly the universe of possible behavioral responses to the situation(s). 

Prototypical SJTs score the opposite as AC exercises on stimulus domain sampling 

and response domain sampling. That is, the large set of SJT items enable more comprehensive 

stimulus domain sampling. Yet, typical SJTs provide only a sketchy insight into response 

behavior because they present a restricted set of predetermined responses. 

Multiple, Speeded Behavioral Simulations: Definition and Characteristics 

Using the notions of the stimulus and response domain sampling, the recent trend of 

multiple, speeded behavioral job simulations can be conceptualized as an integration (hybrid) 

between SJTs and ACs (Herde & Lievens, 2020)3. Similar to SJTs, multiple, speeded 

behavioral simulations aim to systematically cover a large set of situations, thus adopting a 

comprehensive approach to stimulus domain sampling. However, this does not come at the 

expense of lower response domain sampling because multiple, speeded simulations seek to 

capture a variety of interactive behavior in ongoing situations. So, this goal is similar to ACs. 

Yet, to obtain a comprehensive sampling of the stimulus domain than in ACs, multiple, 

speeded simulations include a larger number as well as a possibly greater diversity of 

situations than ACs. Therefore, these situations also have a shorter time span (typically 

around three minutes). For instance, as noted above, related to the sales management domain, 

one might use 10 different simulations in which participants face different types of clients, 

 
3 Although multiple, speeded assessment is a relatively recent trend, there exist similar practices in other fields. In healthcare, 

Objective Structured Clinical Examinations (OSCE; e.g., Brannick, Erol-Korkmaz, & Prewett, 2011; Harden, Stevenson, 

Downie, & Wilson, 1975) and Multiple Mini Interviews (MMI; Eva, Rosenfeld, Reiter, & Norman, 2004; Knorr & Hissbach, 

2014) are used for certification and admission. OSCEs confront participants with many simulated patients, whereas in MMIs 

multiple short interviews/simulations are used. In these "stations" (sometimes up to 40; Patrício, Julião, Fareleira, & 

Carneiro, 2013), participants are evaluated by trained assessors. 
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subordinates, sales situations, etc. In sum, multiple, speeded assessments refer to the use of a 

large set of behavioral job simulations with a short duration (typically 3 minutes) and 

streamlined rating process (one overall rating). The number of simulations is contingent upon 

the breadth of the domain to be sampled. 

Other features of multiple, speeded simulations might vary (Herde & Lievens, 2020). 

That is, the simulations can be run in a traditional "brick and mortar" fashion or remotely 

(e.g., with role-players meeting participants in virtual break out rooms). In addition, the short 

situations included might be integrated (via a common overarching theme) or remain 

independent. Note further that multiple, speeded simulations refer to a method and not a 

construct (Arthur & Villado, 2008). So, they are not restricted to the interpersonal domain but 

might be designed to sample situations from a variety of performance domains. They are thus 

also not designed to assess specific constructs. That said, it should be clear that underlying 

individual differences constructs such as personality and cognitive ability might serve as 

antecedents of the behavior shown in the multiple, speeded simulations. 

HYPOTHESES 

The “Thin Slices“ of Behavior Paradigm  

Research on the “thin slices” of behavior paradigm in personality and social 

psychology (e.g., Ambady, 2010; Ambady et al., 2000) provides a useful theoretical 

fundament for shedding light on assessment approaches that require assessors to observe and 

evaluate participants in fast and short simulations. Research adhering to this paradigm seeks 

to investigate how people form judgments about strangers, their individual differences, and 

performance. Typically, untrained people (“judges”) are asked to rate others (“strangers”) on 

the basis of little information. This usually comes from dynamic excerpts from strangers’ 

behavioral stream that last between several seconds to not more than five minutes (Ambady et 

al., 2000; Ambady & Rosenthal, 1992; Connelly & Ones, 2010). In a seminal study, 
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Borkenau, Mauer, Riemann, Spinath, and Angleitner (2004) asked judges to watch videotaped 

strangers in short unstructured situations (e.g., introductions, story-telling, convincing a 

neighbor to lower the radio volume) and to rate them on personality and intelligence. Other 

studies extended this paradigm by providing judges with minimal information such as tone of 

voice clips, short (and sometimes muted) videos and by asking judges to evaluate not only 

personality/intelligence but also general competence or performance (e.g., Ambady, Hogan, 

Spencer, & Rosenthal, 1993, Ambady, Krabbenhoft, & Hogan, 2006; Ambady & Rosenthal, 

1993; Stallings & Spencer, 1967; Todorov, Mandisodza, Goren, & Hall, 2005).  

Past thin slices research examined whether such judgments can predict a diverse set of 

relevant outcomes. One meta-analysis investigated whether judgments of thin slices predict 

social and clinical outcomes (Ambady & Rosenthal, 1992). Overall, thin slices judgments 

predicted these outcomes with an average of r = .39. Another meta-analysis (Ambady et al., 

2000) extended the evidence to domains as diverse as testosterone levels (r = .20), type and 

quality of relationships (r = .27), interviewees’ performance (r = .27), and job performance of 

telephone operators, sales managers, and management consultants (r = .39). 

To be able to make such valid judgments on thin slices, this strand of research 

emphasizes the key role of “good” behavioral information, namely qualitatively different 

pieces of information (Ambady et al., 2000; Back & Nestler, 2016; Carney, Colvin, & Hall, 

2007; Connelly & Ones, 2010; Murphy, 2005; Murphy et al., 2015; see also Casey et al., 

2009; Knorr & Hissbach, 2014; Rushforth, 2007). This can be done by observing strangers’ 

behavior across multiple, qualitatively different situations. This evidence related to good 

behavioral information matches well with the aforementioned notions of stimulus domain 

sampling and response domain sampling. Hence, both the “good behavioral information” and 

the domain sampling notions concur that more valid assessments can be made when ratings 

are based on multiple, qualitatively different pieces of criterion-relevant information. This is 
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what multiple, speeded simulations aim for: assessors evaluate participants in multiple, short 

situations that elicit behavior related to many qualitatively different criterion domain parts, 

thereby improving criterion coverage and potentially increasing validity. Thus, 

Hypothesis 1 (H1): The overall score on multiple, speeded simulations significantly 

predicts future domain-relevant criterion performance.  

The Role of Stimulus Domain Sampling 

In this study, the multiple, speeded simulations aim to cover the junior management 

domain. According to Motowidlo, Dunnette, and Carter (1990), this large and heterogeneous 

domain covers solving task-oriented problems, dealing with interpersonally-oriented issues, 

and convincingly communicating the solutions to these task and interpersonal issues. On the 

basis of the stimulus domain sampling logic, this means that a large and heterogeneous set of 

domain-relevant situations should be sampled via multiple behavioral simulations (role-

plays). For example, some role-plays should focus more on task/decision making (e.g., 

planning) issues, whereas other role-plays should require people to solve interpersonal and 

communication issues (e.g., dealing with dejected subordinates or irate customers). Still other 

role-plays should demand a combination of all of these (see Table 2, for an overview). 

Generally, we expect the overall score on the basis of multiple, speeded simulations to 

be related to both cognitive ability and personality. The link with cognitive ability should be 

evident given that participants must swiftly understand the problems, suggest appropriate 

solutions and contingency plans, and make decisions. Therefore, efficient, accurate 

information processing and quick adjustment to new situations are required, which are 

quintessential to cognitive ability (Cattell, 1971; Schmidt, 2002; Snyderman & Rothman, 

1987; see Kuncel, Hezlett, & Ones, 2004; Ones, Dilchert, & Viswesvaran, 2012). Apart from 

cognitive ability, we also expect the overall simulation score to be related to interpersonal 

traits like extraversion and agreeableness. We refer to extraversion and agreeableness as 
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interpersonal traits because they overlap with the affiliation and dominance dimensions of the 

Interpersonal Circumplex Model (Leising & Bleidorn, 2011; Markey & Markey, 2006; 

McCrae & Costa, 1989, 1995). Related to extraversion, the role-plays require to 

enthusiastically approach others, be talkative, and enjoy interpersonal encounters instead of 

keeping a distance from others and showing reserved body language (McCrae & John, 1992; 

see also Wilmot, Wanberg, Kammeyer-Mueller, & Ones, 2019). In addition, the role-plays 

include situations that activate behavior related to cooperation, negotiation, and interpersonal 

sensitivity, which are indicative of agreeableness (McCrae & John, 1992)4. Thus, 

Hypothesis 2 (H2): Participants’ overall score on multiple, speeded simulations is 

significantly related to their level of cognitive ability, extraversion, and agreeableness. 

The comprehensive nature of stimulus domain sampling and the heterogeneity of the 

simulations demonstrate that the simulations included are typically not chosen to be 

interchangeable measures of each other. For the same reasons, one cannot assume that people 

will perform at the same level in all situations. For example, someone who scores relatively 

well in most situations might still perform poorly in some situations (e.g., proposing a 

solution to a coworker conflict, dealing with a crisis). This is because theory and empirical 

evidence show that people’s behavior emerges from the interaction between the person and 

the simulated job situations (CAPS, Mischel & Shoda, 1995; Bledow & Frese, 2009; Lance, 

2008; Lievens, Tett, & Schleicher, 2009; Speer, Christiansen, Goffin, & Goff, 2014).  

This conceptual underpinning leads to several implications. Due to the heterogeneity 

of the domain, the diversity of the situational demands of the simulations, and the variability 

in people’s performances across situations we do not assume a unidimensional latent variable 

 
4 Our expectation that both cognitive ability and personality can be observed in this multiple, speed simulation matches also 

with thin slices research. Meta-analytic research showed that even static information (i.e., photographs) enables making 

judgments that relate to ability scores (r = .28, Zebrowitz, Hall, Murphy, & Rhodes, 2002). This finding was corroborated 

with dynamic behavioral information (Borkenau et al., 2004; Borkenau & Liebler, 1993; Carney et al., 2007; Murphy, 2007; 

Murphy, Hall, & Colvin, 2003; Reynolds & Gifford, 2001). In some cases, correlations with ability scores rose to r = .43. 

Furthermore, meta-analyses showed that thin slices judgments correlated with self-ratings on personality (.20 in Ambady et 

al., 2000; up to .29 in Connolly, Kavanagh, & Viswesvaran, 2007; see also Connelly & Ones, 2000). 
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as the “single behavior-generating” mechanism across all simulations (see Bledow & Frese, 

2009, p.241). Hence, we expect that simulation scores will not correlate highly (but at best 

moderately or even lowly) with each other. Relatedly, the overall score that people obtain 

based on multiple, speeded simulations will depend on the kind and variety of the simulations 

sampled. As a critical implication, this means that removing specific simulations might 

change what is being measured and predicted by this overall simulation score. In other words, 

removing particular simulations (or overlooking to include simulations) might reduce domain 

coverage and be detrimental for what is being measured, thereby underscoring the importance 

of stimulus domain sampling. 

Hence, one broad way of testing the importance of stimulus domain sampling consists 

of scrutinizing whether the removal of simulations and thus potentially the reduction of 

domain coverage indeed changes the cognitive and personality loading of the overall multiple, 

speeded simulation score. Removing simulations can be compared to test developers 

overlooking to include a set of simulations. Specifically, we expect that when the overall 

multiple, speeded simulation score is based on simulations that deal with interpersonal and 

communication issues but does not include simulations that deal with task-related problem 

solving/decision making issues, domain coverage will be reduced in that the overall multiple, 

speeded simulation score will be significantly less related to cognitive ability. Conversely, we 

expect the opposite when this overall simulation score is based on simulations that deal with 

solving task-related problems and decision making but does not include simulations that deal 

with interpersonal and communication issues. In that case, domain coverage will be reduced 

in that the overall score will be significantly less related to the personality traits of 

extraversion and agreeableness (see also Gonzalez-Mulé, Mount, & Oh, 2014). Thus, 
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Hypothesis 3a (H3a): The overall score on multiple, speeded simulations is significantly 

less related to cognitive ability when simulations that tap into task-related problem 

solving issues are not included in it. 

Hypothesis 3b (H3b): The overall score on multiple, speeded simulations is 

significantly less related to extraversion and agreeableness when simulations that tap 

into interpersonal and communication issues are not included in it. 

The Role of Response Domain Sampling 

According to the response domain sampling principle, it is of paramount importance to 

ensure that participants can show a large variety of domain relevant responses and thus that 

they are not constrained to choose a limited, predetermined set of responses (e.g., written 

multiple-choice options). So, this principle emphasizes ratings and predictions from speeded 

simulations should be based on qualitatively rich data in the form of participants’ behavioral 

responses to ongoing behavior of the interaction partner.  

There are several conceptual and empirical arguments that underpin this response 

domain logic. First, we expect that behavioral responses to relevant situations have a closer 

correspondence with future criterion behavior. Conversely, MC responses to written scenarios 

have been linked to people’s procedural knowledge of the behavior. Such procedural 

knowledge has been found to be at best a precursor of actual behavior (i.e., people will not 

always be able to translate their knowledge into behavioral actions; Lievens & Patterson, 

2011). As another conceptual reason, a multitude of information is available to assessors 

because they can observe verbal, nonverbal, and paraverbal behavior, thereby increasing the 

predictive power of their assessments. Indirect empirical evidence comes from the validities 

obtained with webcam SJTs with a constructed behavioral response format. Such webcam 

SJTs can be expected to outperform written SJTs in terms of response domain sampling 

because people must react swiftly to a video stimulus by enacting their behavior in front of a 
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webcam instead of checking a multiple-choice box (e.g., Cucina, Su, Busciglio, Harris 

Thomas, & Thompson Peyton, 2015; Lievens, Sackett, Dahlke, Oostrom, & De Soete, 2019). 

None of these studies, however, directly compared the validity of multiple-choice vs. 

behavioral responses. Therefore, we test the role of response domain sampling by comparing 

the criterion-related validity of candidates’ scores based on their behavioral responses to 

situations (i.e., multiple, speeded simulations) with their scores based on MC SJT responses, 

while keeping the domain (situations presented) as similar as possible. Thus,  

Hypothesis 4 (H4): The overall score on multiple, speeded simulations significantly 

predicts future domain-relevant criterion performance over and above the overall 

score on MC responses to similar interpersonal situations in SJT format.  

STUDY 1 

Methods 

Sample 

To gather data about a multiple, speeded simulation approach, we collaborated with a 

European business school that aimed to reinvigorate the assessment/admission procedure of 

their MBA program. Therefore, multiple, speeded simulations were implemented for 

developmental purposes: That is, the entire MBA cohort of this business school (Master in 

Marketing and Financial Management) participated in our study to identify their strengths and 

weaknesses as junior managers. The sample encompassed 96 participants (51% females, 

mean age = 23.63, SD = 1.85) from 19 different nations (e.g., 67% Belgian, 5% Chinese, 4% 

Romanian). All had at least one year of work experience. We excluded one participant from 

the analyses because she did not take part in the multiple, speeded assessments. 

We assessed participants’ test taking motivation via a scale with four items from 

Arvey, Strickland, Drauden, and Martin (1990; 1 = strongly disagree; 5 = strongly agree; 

internal consistency reliability = .67). Their mean test-taking motivation was high: 3.96 (SD 
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=.50)5. Anecdotal evidence supported participants were motivated to perform well and learn 

about their strengths and weaknesses (e.g., they wore business attire and seemed nervous). 

Procedure 

Prior to the multiple, speeded simulations, participants completed proctored computer-

based measures (cognitive ability, Big Five, SJT). The multiple, speeded simulations took 

place in a large hall and lasted 90 minutes: Participants completed 18 different role-plays in 

which they interacted with 18 different role-players. In the hall, a circle was formed by desks. 

One role-player was sitting at each desk. Each participant was assigned a different desk 

number. A bell signaled role-players to start a role-play. After three minutes, another audio 

signal prompted the role-player to finish the conversation so that participants could move to 

the next desk where they met a different role-player who introduced a different issue. This 

carousel procedure was repeated until all participants had completed all 18 role-plays. Role-

players typically remained at the same desk and played the same role-play again6. 

Participants’ performance in each role-play was rated by the role-player (who thus also served 

as assessor, see below) immediately after each role-play. Afterwards, participants received 

feedback reports about their performance in the multiple, speeded simulations. Seven months 

later, MBA supervisors (instructors) rated participants’ performance to provide criterion data. 

Measures 

Cognitive ability. To assess cognitive ability, we used a traditional matrix-type figural 

reasoning test (Bogaert, Trbovic, & Van Keer, 2005). Various studies showed that matrix-

type figural reasoning tests are good indicators of general mental ability (Jensen, 1998). This 

figural reasoning test confronted participants with 40 items in 20 minutes. The test manual 

also supported this test’s psychometric properties in terms of internal consistency reliability 

 
5 n = 49; due to operational problems, test motivation data of 47 people were not gathered. 
6 To reduce fatigue, role-players played only two different role-plays, took breaks, and were regularly replaced by other role-

players. 
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(Cronbach’s alpha = .91), split-half reliability (Spearman-Brown formula = .94), and 

correlations with the Advanced Progressive Matrices (Raven, 1958) of r = .52. 

Big Five personality. We assessed personality with the Business Attitudes 

Questionnaire (BAQ; Vrijdags, Bogaert, Trbovic, & Van Keer, 2014). Each item of the BAQ 

asks participants to indicate agreement with a work-related statement on a 5-point Likert scale 

(1 = totally disagree; 5 = totally agree). It comprises a total of 150 items, with 6 items each 

building up one of 25 scales. It was certified by the British Psychological Society (BPS). We 

used participants’ summed scores on the Big Five scales. The test manual reports adequate 

internal consistency reliabilities (.91 ≤ α ≤ .94), convergent validities with other personality 

inventories, and criterion-related validities.  

Multiple, speeded simulations. We developed 18 different role-plays to sample 

relevant situations in the junior management domain. To derive the content of these role-

plays, we drew from two sources. First, experienced consultants from the HR consultancy 

firm served as subject matter experts. They qualified as experts because they had provided 

solutions for selecting and developing junior managers in multiple client projects. Second, we 

built upon past research of Motowidlo et al. (1990). As noted above, according to Motowidlo 

et al.'s research, junior managers typically deal with situations that require a combination of 

problem solving, interpersonal skills, and communication. Hence, role-plays addressed these 

areas to various degrees (see Table 2). 

All role-plays were integrated into an overarching background (i.e., the organization of 

a charity event). So, each of the 18 role-plays confronted the participant as project manager 

with a different character from inside or outside the organization that put forward a specific 

problem. This common background across all role-plays aimed to enhance realism and 

participants’ immersion into the role-plays. It also ensured the amount of information given 

prior to role-plays was brief (at most one sentence).  
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A total of 30 role-players (80% females) participated in the multiple, speeded 

simulations. These were either consultants or graduate students from a large European 

university. Consistent with role-player training guidelines (Byham, 1977; Lievens, Schollaert, 

& Keen, 2015), we introduced them to their role and the overarching background (i.e., charity 

event). Role-players were also taught to use situational cues (Lievens, Schollaert et al., 2015; 

Schollaert & Lievens, 2011, 2012) to structure the role-plays and elicit behavior. An example 

of a cue was “I would really like to solve this problem, but I fail to see what I can do more. 

Can you help me?”. Role-players learned the cues by heart. Role-players also practiced and 

received feedback about their role-playing behavior. 

Assessors (i.e., the designated role-player as assessor) provided two to three overall 

ratings of participants’ performance (e.g., 1 = should clearly be improved: starters’ level to 9 

= obviously strong: role model behavior) immediately after each role-play. In case of short 

role-plays, use of such overall ratings has been recommended (e.g., Brannick, 2008; Lievens, 

2008). To ensure that these ratings were based on observable and relevant behaviors, we 

developed short checklists that listed five to seven behaviors indicative of (in)effective 

performance specific to each role-play (e.g., weighs alternative solutions that can solve the 

schedule conflict of the solidarity event and the soccer cup). Across role-plays, the average 

internal consistency reliability of these ratings was .76. We thus averaged the overall ratings 

to compute one performance score per role-play. 

As mentioned above, this study’s multiple, speeded simulations cover a large, 

heterogeneous domain and include a diversity of situational demands so that people’s 

behavior and performances are expected to vary across the various situations (Lance, 2008; 

Lievens, 2002; Mischel & Shoda, 1995; Speer et al, 2014). For instance, participants might 

score well on dealing with a crisis but poorly on comforting a dejected subordinate. 

Theoretically, this interactional (person-situation) approach underlying this study’s multiple, 
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speeded simulations is consistent with a formative indicator model (Bledow & Frese, 2009; 

Bollen & Lennox, 1991; Howell, Breivik, & Wilcox, 2007; Jarvis, MacKenzie, & Podsakoff, 

2003; MacKenzie, Podsakoff, & Jarvis, 2005). In a formative indicator model, the single 

measures (in this case role plays) each capture a unique criterion part, are not interchangeable 

(do not correlate highly), and do not need to have the same antecedents/consequences (e.g., 

correlations with antecedents and criteria might differ depending on the simulations included, 

see H3a and H3b). This contrasts to a reflective indicator model (e.g., ability test items), 

wherein the single measures reflect the same common theme, are interchangeable and 

correlate highly, and have the same antecedents and consequences. 

Given the overall score on multiple, speeded simulations does not represent a 

unidimensional latent trait that resides within individuals and affects their behaviors (see also 

Bledow & Frese, 2009), one might wonder whether it is justifiable to compute an overall 

simulation score. It is possible to compute a composite score in the case of formative 

indicators if one realizes that the distinct role-play simulations are seen as the defining 

characteristics of the domain to be sampled (Jarvis et al., 2003; MacKenzie et al., 2005). 

Hence, it is important to acknowledge that the meaning and validity of this composite score 

depends on and might change on the basis of the kind/variety of the simulations sampled (see 

H3a and H3b to test this), thereby underscoring the importance of stimulus domain sampling 

and thus including a large and diverse set of simulations. So, we averaged the ratings 

provided by each designated role-player in all eighteen role-plays into a composite measure of 

overall performance on multiple, speeded simulations. 

SJT. To examine the role of response domain sampling we presented participants with 

18 written situations, each followed by MC response options (Volckaert & Deruddere, 2013). 

Given it was not possible to present participants with the exact same situations as in the 

multiple, speeded simulations, the 18 written situations were “incident isomorphic” (Lievens 
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& Sackett, 2007) with the multiple, speeded simulation situations. This means that these 

situations came from the same domain as the multiple, speeded simulations; they thus built on 

similar incidents, the same characters, and the same overarching case (charity event). 

Participants also assumed the same role (event coordinator). Yet, contrary to the multiple, 

speeded simulations, participants were not asked to show a behavioral response but indicated 

their agreement with MC options (1 = strongly disagree, 5 = strongly agree). The Appendix 

presents an example SJT item and a corresponding simulation situation. An overall SJT score 

was computed by averaging the correct responses across each of the 18 situations. In line with 

past research (see Campion, Ployhart, & MacKenzie, 2014), the internal consistency of the 

scores on the 18-item SJT was low (.46). The overall SJT score correlated significantly (r = 

.32, p = .002) with the overall score on the multiple, speeded simulations. 

Control measures. We included participants’ gender and age as control variables 

because in past studies these variables were related to AC and SJT performance (e.g., 

Clapham & Fulford, 1997; Dean, Roth, & Bobko, 2008; Herde, Lievens, Jackson, 

Shalfrooshan, & Roth, 2020; Whetzel, McDaniel, & Nguyen, 2008).  

Criterion Measure. Seven months later, each participant was rated by the MBA 

program instructors. During the MBA program, instructors had the opportunity to gain 

insights about participants across many team and project-based components. For example, 

action-based learning modules and workshops required participants to work together in self-

managed groups, draft reports, and give presentations. Participants also worked on a real-life 

consultancy project for three months. Instructors often addressed participants’ progress and 

problems, gave advice, and provided feedback. 

To validate the multiple, speeded simulations we relied on the relative percentile 

approach (Goffin, Gellatly, Paunonen, Jackson, & Meyer, 1996, Goffin, Jelley, Powell, & 

Johnston, 2009). In this approach, raters assign percentile scores to ratees per criterion 
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dimension. We used the relative percentile approach because Goffin and colleagues 

developed it to reduce rating inflation. This is because the reference group to be used for 

rating consists of the average MBA student (i.e., a percentile score of 50). Prior research 

confirmed that the relative percentile approach had higher criterion-related validity than 

conventional absolute rating formats (Goffin et al., 1996, 2009).  

Instructors rated four items that represented each of four criterion dimensions: Besides 

task and contextual performance, teamwork and communication were also included because 

these are regarded as critical for junior managers (see Motowidlo et al., 1990). In the rating 

form, each criterion dimension was described with anchors taken from established scales (i.e., 

for task performance, see Williams & Anderson, 1991; for contextual performance, see 

Motowidlo & Van Scotter, 1994; for teamwork and communication, see Kyllonen, 2008). The 

internal consistency of instructor ratings was .87. On average, the four criterion dimensions 

correlated .65 (all ps < .001; see Online Supplement for the correlation table). Therefore, we 

averaged instructor ratings into an overall performance measure (see Viswesvaran, Schmidt, 

& Ones, 2005). A confirmatory factor analysis via Mplus 7.4 (Muthén & Muthén, 1998-2015) 

using the MLR estimator provided support for a one-factor model (χ²(df) = 4.45(2), p = .108, 

CFI = .984, SRMR = .024), although the RMSEA was poor (.113, 90% CI = .000-.259).  

Note that we also collected ratings from participants’ peers (classmates). However, as 

we received peer ratings from more than one peer only for 28 participants, we decided not to 

report these results here. Results (available from the first author) show that running our 

analyses with peer ratings confirmed our conclusions, although validity coefficients were 

lower (probably due to peer ratings’ lower reliability and higher leniency). 

Transparency and Openness 

We describe our sampling plan, all data exclusions (if any) and all measures in the 

study, and we adhered to the Journal of Applied Psychology methodological checklist. 
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Analysis data and code are not available because the data were gathered in collaboration with 

a consultancy firm. Some research materials (role-plays, scoring sheets, training materials, 

cognitive ability test, and Big-Five personality questionnaire) are not available due to their 

proprietary nature. The test motivation scale and criterion measures are included in the Online 

Supplement. Data were analyzed using R, version 3.6.3 (R Core Team, 2015) and the 

packages psych version 2.0.12 (Revelle, 2020) and lme4 version 1.1-26 (Bates, Mächler, 

Bolker, & Walker, 2015). The study design was not preregistered because the data were 

collected for an applied selection project. The hypotheses and analysis were also not 

preregistered because at that time this was not common practice. 

Results 

Test of Hypotheses 

H1 proposed that the overall score on multiple, speeded simulations predicts domain-

relevant criterion performance seven months later. In line with our hypothesis, this overall 

score significantly predicted criterion performance (r = .54, p < .001). Therefore, H1 was 

supported.  

There were significant correlations with criterion performance for 11 of the 18 role-

plays. The average validity of the ratings from single role-plays for predicting criterion 

performance was .26. Ratings from single role-plays also showed highly variable correlations 

with criterion performance (range = .03 - .43, see Table 2). The average intercorrelation 

among the 18 role-play ratings was .19 (range = -.14 - .51). This variability in relationships 

with the criterion and the low intercorrelations among simulations show that these individual 

simulations are not interchangeable and are not equally related to the criterion; yet, taken all 

together the role-plays predict future performance (which is suggestive of a formative 

indicator model underlying the ratings made).  
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The next hypotheses dealt with the role of stimulus domain sampling and how domain 

coverage depends on the kind of simulations being included in the overall score on multiple, 

speeded simulations. H2 predicted the overall score to be significantly related to cognitive 

ability, extraversion, and agreeableness. In line with H2, the overall simulation score 

correlated positively with participants’ cognitive ability (general mental ability test: r = .27, p 

= .009), extraversion (r = .38, p < .001), and agreeableness (r = .24, p = .020). Openness, 

emotional stability, and conscientiousness did not relate to the overall multiple, speeded 

simulation score (ps > .05, see Table 2). Again, the relationships between individual role-

plays and these antecedents differed a lot across the role-plays (suggestive of a formative 

indicator model). That is, cognitive ability and personality measures showed variable 

correlations with ratings from different role-plays (see Table 2; general mental ability test: M 

= .13, range = -.04-.30; extraversion: M = .19, range = .01-.37; agreeableness: M = .12, range 

= -.02-.31). 

We then hypothesized domain coverage to reduce when specific simulations were not 

included in the overall simulation score. To this end, one of the authors and a graduate 

psychologist sorted the simulations in groups. Two relatively distinct categories could be 

identified. In seven simulations, participants had to make decisions related to task-related 

issues (e.g., scheduling conflicts, budget constraints, scarcity of resource). Role-players here 

were portrayed as not knowing what to do so that participants had to “call the shots”. Another 

category comprised of eight simulations wherein participants had to solve interpersonal and 

communication issues. In this category, role players were portrayed as angry, furious, 

insecure, ashamed, dejected, etc. So, participants had to cool down the role-player, be 

supportive, etc. Finally, there was a category which included three simulations wherein no 

agreement on the sorting could be reached.  
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H3a stated the overall score to be significantly less related to cognitive ability when 

the domain coverage is reduced when simulations that tap into task-related problem solving 

and decision-making issues are not included in it. To examine H3a we computed an overall 

score on multiple, speeded simulations with only the ratings on simulations that deal with 

interpersonal and communication issues. We then computed the correlation between this new 

composite and cognitive ability. The correlation between this new composite and cognitive 

ability significantly dropped from .27 to .17 (t= 2.13; p = .036). Importantly, the validity of 

this new interpersonally loaded composite for predicting the criterion also significantly 

dropped from .54 to .45 (t = 2.12; p = .036). 

To test H3b we did the same but this time the new composite score included only 

ratings on the simulations that tap into task-related problem solving and decision-making 

issues. In line with H3b, when the domain coverage was accordingly reduced when 

simulations that deal with interpersonal and communication issues were not included in it, the 

overall score on multiple, speeded simulations was significantly less related to extraversion 

and agreeableness; from .38 to .25 (t = 2.70; p = .008) and from .24 to .06 (t = 3.79; p < .001), 

for extraversion and agreeableness, respectively. Validity of this new cognitively loaded 

composite for predicting the criterion also significantly dropped from .54 to .44 (t= 2.10; p = 

.038). 

In sum, these results support H3a and H3b. The change in the nomological network of 

the overall score on multiple, speeded simulations upon leaving out sets of domain-relevant 

simulations reduces domain coverage, modifies the conceptual meaning of the overall 

simulation score, and reduces its validity, thereby underscoring the importance of including a 

diverse set of domain-relevant simulations.  

Our final hypothesis addressed the role of response domain sampling. H4 stated that 

the overall score on multiple, speeded simulations significantly predicts future performance 
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over and above the overall score on MC (SJT) responses to similar situations. We ran a 

hierarchical regression to test this incremental validity hypothesis. Model 1 included gender 

and age as control variables. Model 2 included the cognitive ability and Big Five measures. In 

models 3 and 4, we entered the overall SJT score and the overall score on multiple, speeded 

simulations, respectively. The overall score on multiple, speeded simulations explained an 

additional 17% of variance in criterion performance (p < .001) above all other predictors (see 

Table 3). We also ran the hierarchical regression with the last two steps reversed. The SJT 

score did not add incremental variance over and above the overall simulation score (see 

Online Supplement). This supports the importance of response domain sampling, as specified 

by H4. 

Additional Analyses 

To complement the incremental validity analyses we ran utility analyses using the 

Cronbach-Gleser method (Brogden, 1949; Cronbach-Gleser, 1965; see Hogan & Zenke, 

1986) and examined whether and when the multiple, speeded simulations result in return on 

investment as compared to traditional selection procedures. Although it is most relevant to 

compare the multiple, speeded role-plays to one traditional longer AC role-play, we also 

included utility comparisons with one structured interview and one unstructured interview. 

These utility analyses were based on the following input: The validity of the 18 3-minute 

multiple, speeded simulations was .54 (see Study 1 results). To conduct a stringent test, the 

validity of an AC role-play was set at .18 (i.e., validity associated with the upper 95% 

confidence interval in the meta-analysis of Hoffman, Kennedy, LoPilato, Monahan, & Lance, 

2015) instead of at the mean validity of .12. The validities of the structured and unstructured 

interview were set at .28 and .21, respectively (McDaniel et al., 1994). The SDy value was 

based on 40% (see Hunter & Schmidt, 1983, p.476) of MBA students’ average first year 
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annual income ($91,586)7. There were 90 participants and the selection ratio was set at .33 

(i.e., mean across European MBA programs)8. The ordinate of the normal curve at the cut-off 

score was 0.3485. All cost estimates (e.g., training/ assessor fees, role-play development 

costs) were provided by the consultancy firm. Results (see appendix) showed that in case 90 

participants are assessed, one lengthier role-play yields a utility of $541,521, whereas the 18 

3-minute multiple, speeded simulations produced a utility of $1,222,289. The utility of the 

structured and unstructured interview was $948,994 and $711,320, respectively. 

We also ran utility analyses in which we varied the number of participants (i.e., 36, 54, 

72, 90, 108, 126; see Figure A1 in the Appendix). As a key conclusion, this program of 18 

speeded simulations for assessing 90 participants started reaching a break-even point with one 

traditional role-play when the number of participants at least doubled the number of assessors 

(in this case, there were 18 assessors). For this study’s multiple, speeded assessments to reach 

a break-even point with one structured interview, the number of participants had to be about 

four times larger than the number of assessors. In addition, the more participants in the 

multiple, speeded simulations, the more utility they generated because they then capitalized 

on the large number of assessors who can rate many participants in a short time span. Thus, 

multiple, speeded simulations are most appropriate in large-scale selection (public sector, 

police force, hospitals, banks, army, etc.). It also explains why OSCEs and MMIs have 

become widespread in educational settings. 

Discussion 

Study 1 tested the role of stimulus and response domain sampling for multiple, 

speeded simulations to be effective. Results showed that sampling multiple, heterogeneous 

and relevant situations (bundled in two broad groups) as well as of assessing a variety of 

behaviors that participants chose to exhibit (instead of their MC SJT choices) matter to cover 

 
7 https://www.eduopinions.com/blog/what-to-study/what-is-the-average-salary-for-an-mba-graduate/ 
8 https://www.mbacrystalball.com/business-schools/selectivity-rate-top-mba-business-schools/ 
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the criterion domain, capture both ability and personality differences, and achieve substantial 

validities. The high observed validity of .54 and substantial incremental validity over MC-

based SJTs highlight that this was successful.  

More precisely, our results provided evidence that the multiple, speeded simulations 

tap at least two distinct domains and that both contribute to predicting future performance. So, 

we illustrated the importance of stimulus domain sampling by showing that at least these two 

broad groups of situations from the junior management domain should be covered. Although 

prior research (e.g., Motowidlo et al., 1990) and subject matter expertise (experienced 

consultants) inspired the selection of the 18 specific situations to be covered in our multiple, 

speeded assessments, our results did not test the domain stimulus sampling logic at the fine-

grained level of the individual simulations.  

As a second and related conclusion, our results are suggestive of a formative (instead 

of reflective) indicator model underlying this study’s multiple, speeded simulation ratings: 

The individual role-play simulations (a) did not correlate highly because they were 

heterogeneous and invoked various situational demands, (b) did not have the same 

antecedents or consequences, and (c) removing domain-relevant9 role-plays changed the 

conceptual meaning of the overall score on multiple, speeded simulations and reduced 

validity10. 

Taken together, these results send a strong warning to practice. Whereas speeded 

assessment is often equated with the use of single simulations, our results show that high 

validities are not ensured. Instead, we recommend to carefully sample multiple and diverse 

simulations. This is especially important when covering a large domain such as junior 

 
9 As mentioned by an anonymous reviewer, the situations should be domain-relevant because situations that are 

not criterion-relevant might introduce error into the overall score and lower validity. 
10 Note that this support for a formative indicator model underlying multiple, speeded simulation ratings is only 

suggestive and awaits further replication. Given our limited sample size and related sampling error, similar 

results might be obtained from a reflective model with multiple dimensions, varying item loadings and item-

specific error (Edwards, 2011). 
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management performance. So, Study 1 recommends relying on stimulus and response domain 

sampling to obtain qualitatively different pieces of behavioral information of participants 

across multiple, speeded simulations. The aim of Study 2 was to build on these results and 

identify other conditions that affect the quality of speeded simulations. 

STUDY 2 

Background and Research Questions 

As noted above, speeded behavioral simulations are getting popular because they 

provide a shorter and fast-paced alternative to traditional lengthier behavioral simulations. 

The key message of Study 1 was twofold. On one hand, speeded behavioral simulations can 

obtain high validities and incremental validity. On the other hand, important design 

considerations must be followed in terms of covering the domain via a large set of 

heterogeneous simulations. Especially the latter might lift the total testing time again to the 

same level as with using one traditional lengthier AC role-play. Therefore, it is important to 

examine whether speeded behavioral simulations can also be designed in different formats 

and to determine the effects of such design variations on rating quality.  

Given that speeded behavioral simulations originated in practice, its characteristics are 

not fixed in plaster. First, in Study 1, assessors rated 3-minute simulation performances 

because this time span was considered to give both role-players and assessors the opportunity 

to discuss the issues at hand. Yet, the thin slices research tradition suggests that this time span 

can be even shorter. Apart from investigating the effects of the quality of information (see 

Study 1), thin slices research also scrutinized the effects of the quantity of available 

information. In particular, research on slice length reveals that 1 minute of observation might 

be optimal for rating many personality and cognitive variables (Carney et al., 2007; see also 

Murphy et al., 2015). Moreover, meta-analytic research (Ambady & Rosenthal, 1992) showed 

that the accuracy of predicting various social and clinical outcomes does not significantly 
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differ between 30s and 5-min observations. Reducing the time needed for remote assessors to 

evaluate speeded simulations also benefits their practical use. It might mean that assessors - or 

in the future perhaps even algorithms - need to code and evaluate only one minute (although 

interactions might in principle take longer than one minute). Given the thin slices research 

evidence and these practical considerations, Study 2 examines the effect of slice length (first 

minute vs. full three minutes) as a first factor. 

Second, in multiple, speeded simulations, investments in rating standardization are 

made following the long tradition in I/O psychology that documents the benefits of assessor 

training and rating aids (e.g., Lievens & Sackett, 2017; Melchers, Lienhardt, Von Aarburg, & 

Kleinmann, 2011; Roch, Woehr, Mishra, & Kieszczynska, 2012). Such rater standardization 

via trained raters and rating aids should ensure rating quality. Conversely, in lab studies in 

thin slices research, judges typically did not receive any training and rarely used rating aids. 

As a result, single rater reliabilities were relatively low in thin slices studies (Ambady et al., 

2000; Connelly & Ones, 2010). Despite these reliability levels, significant validities11 in terms 

of relations to cognitive ability, personality, or performance were observed (see above). To 

reflect these two traditions (i.e., the I/O psychology tradition and thin slices research), Study 2 

includes rater standardization (assessor training and rating aids vs. no assessor training and no 

rating aids) as a second factor.  

Finally, in Study 1, role-players also served as assessors. This was consistent with how 

companies and consultancy firms so far have adopted speeded simulations (to save time and 

costs, see e.g., Pinsight, 2018; 2019). However, it is best practice in ACs to separate assessor 

and role-player tasks because otherwise assessors’ ratings might subtly factor in “satisfying” 

effects of the interaction itself (e.g., candidates reacting with compliant behavior when the 

 
11 This is partly due to thin slices studies often reporting results averaged across many judges. For instance, Ambady and 

Rosenthal (1992) calculated that the median number of judges in their meta-analysis was 37 (range: 2-446). This aggregation 

across judges reduces idiosyncrasies, and boost reliabilities and validities (Eisenkraft, 2013). In operational multiple, speed 

simulations, such a large number of assessors is not feasible and therefore investments in training and rating aids are made. 
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role-playing assessor shows more dominant behavior; Sadler, Ethier, & Woody, 2011; 

Tiedens & Fragale, 2003). That is why Study 2 uses only remote assessors and compares their 

ratings’ validities to those of Study 1’s role-playing assessors.  

In short, Study 2 contrasts different research traditions (I/O psychology vs. thin slices 

tradition) to test two factors (length of observation and rater standardization) that might affect 

the reliability and validity of speeded simulation ratings. Given the discrepancy between these 

traditions, we put forward the following research questions instead of hypotheses: 

Research Question 1: Is the interrater reliability of assessor ratings the highest in the 

condition when assessors rate 3-minute simulation performances under high rater 

standardization as compared to the other three conditions?  

Research Question 2: Is the criterion-related validity of assessor ratings the highest in 

the condition when assessors rate 3-minute simulation performances under high rater 

standardization as compared to the other conditions? 

Method 

Sample 

Study 2 relied on the same speeded simulation performances of the 96 participants of 

Study 1. Yet, in Study 2, a new pool of 60 assessors (70% females, mean age = 21.78, SD = 

2.94) rated the videotapes of these performances. Assessors were students recruited from four 

European universities in the same country. All but two of them were studying for a degree in 

Psychology or Business Administration. Eighteen percent had some prior assessor experience. 

All assessors were paid and received a certificate.  

Design 

The 60 assessors were randomly assigned to four conditions. These four conditions 

resulted from a 2x2 design (level of rater standardization x length of observation). 
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Level of rater standardization. This factor had two conditions. In the high rater 

standardization condition, assessors received a 6-hour assessor training. This training was the 

same as the training given to assessors in Study 1. This training thus included core aspects of 

behavior-driven (Byham, 1977) and frame-of-reference training (Roch et al., 2012). It started 

with a lecture and exercises on observation, registration, classification, and evaluation. The 

training also familiarized assessors with the situational cues that the role-players used to elicit 

relevant behaviors. Another important part was that assessors were familiarized with the 

rating procedure and the rating aids (short checklists that listed behaviors indicative of 

(in)effective performance per role-play). Next, assessors practiced evaluating participant 

performances in the role-plays they were specialized in: They first watched videotaped 

performances and then independently provided evaluations. Assessors then met to reach 

consensus. This procedure was repeated for a total of three practice tapes.  

Conversely, in the low rater standardization condition, assessors did not receive a 

systematic assessor training. To avoid Hawthorne effects, assessors followed a control 

training of similar length. Critically, however, this control training did not incorporate 

elements of behavior-driven or frame-of-reference training and did neither familiarize 

assessors with the situational cues nor with the behavioral checklists. In line with prior control 

trainings (Lievens, 2001; Schleicher, Day, Mayes, & Riggio, 2002), it included lectures and 

exercises on selection methods (e.g., ACs and SJTs). Assessors also independently practiced 

evaluating participants in videotaped role-plays. Yet, to prevent imposing a common frame-

of- reference they did not discuss their ratings and did not receive feedback. 

To examine possible differences in assessor satisfaction and motivation as 

consequence of these different trainings, assessors completed a survey (see Noordzij, Van 

Hooft, Van Mierlo, Van Dam, & Born, 2013) wherein they assessed their satisfaction with the 

(a) trainer, (b) training content, (c), materials, (d) organization, (e) own contribution, (f) and 



MULTIPLE, SPEEDED ASSESSMENTS UNDER SCRUTINY 31 

 

 

 

training’s usefulness (1 = extremely dissatisfied to 5 = extremely satisfied). They also 

provided an overall evaluation “How would you rate the training program, on a scale from 1 

(very bad) to 10 (very good)?”. After the rating sessions, assessors also filled in an adapted 

version of Arvey et al.’s (1990) test motivation scale. Mann Whitney U tests revealed no 

significant differences on these satisfaction and motivation measures across trainings (all ps > 

.05). Generally, assessors were satisfied with the trainer (M = 4.81, SD = 0.39), content (M = 

4.39, SD = 0.61), materials (M = 4.58, SD = 0.55), organization (M = 4.57, SD = 0.57), own 

contribution (M = 4.10, SD = 0.72), and usefulness (M = 4.42, SD = 0.66), and they evaluated 

the training favorably (M = 8.20, SD = 1.09). Their motivation was also high (M = 4.25, SD = 

0.48, internal consistency reliability = .66).  

Length of observation. This factor (i.e., slice length) had two conditions. In one 

condition, assessors saw only the first minute of the role-play, whereas in the other condition 

they observed the full 3 minutes.  

Procedure  

Assessors were randomly assigned to two to four role-plays so that we obtained 

ratings from two to three independent assessors per role-play and condition. When watching 

the recorded performances, assessors followed the same rating procedure as in Study 1. Note 

that rewinding or pausing role-play conversations was prohibited. To limit potential biases 

(e.g., order effects), we took various precautions: (a) distributing all records for the different 

role-plays per assessor across distinct blocks so that each contained records of only one role-

play, (b) counterbalancing the records per role-play across assessors, and (c) randomly 

presenting participants per role-play. For 20% of the performances, cameras did not 

successfully record videos due to technical reasons so that only audio records were available. 

In these cases, assessors used audio records to evaluate performance. We re-ran our analyses 
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after dropping all ratings based upon audio records. Results and conclusions were similar. 

Thus, below we report our results using all ratings. 

Measures 

Assessors used the same rating scale as in Study 1. So, they provided two to three 

overall ratings of participants’ performance and used behavioral checklists. Across role-plays, 

assessors, and conditions, the average internal consistency reliability of these ratings was .69 

(range= .64-.78). In line with Study 1, overall ratings were averaged to compute one 

performance score per role-play. These role-play performance scores provided by each 

assessor per role-play were first averaged across assessors12 and then averaged across all 

eighteen role-plays into an overall score on multiple, speeded simulations (see Study 1). 

Finally, data from the same criterion measures as in Study 1 were used.  

Results 

Research Question 1: Interrater Reliability of Multiple, Speeded Simulation Formats 

Our first research question dealt with the interrater reliability of ratings across the 

various multiple, speeded simulation formats that were reflected in our four conditions. We 

started by computing single-rater and average interrater ICCs for ratings per role-play by 

condition (see Table 4). Across all four conditions, single-rater reliabilities (ICC[2,1]) were 

relatively low. Logically, average interrater reliabilities were higher than single-rater 

reliabilities but they reflected the same trend. That is, the differences in single-rater 

reliabilities across conditions were small and 95% confidence intervals overlapped most of 

the times. As shown at the bottom of Table 4, averaged single-rater reliabilities (across all 

role-plays) varied between .27 (low rater standardization, 3 min observation time) and .42 

(low rater standardization, 1 min observation time). Average single-rater reliability was 

highest in the condition in which assessors evaluated 1-minute performances under low rater 

 
12 Given the number of assessors across role-plays slightly differed across conditions, we re-ran our validity analyses with the 

overall simulation score based on ratings from one randomly selected assessor. Results and conclusions were similar.  
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standardization (.42), followed by the condition in which assessors evaluated 3-minute 

performances under high rater standardization (.38; see RQ1).  

An interrater reliability index is insightful but in multiple, speeded simulations it 

provides only an initial look into the amount of reliable variance. That is, interrater reliability 

mainly deals with assessor-related sources of variance such as assessor main effects 

(leniency/stringency), etc. However, in multiple, speeded simulations, there are other 

systematic and unsystematic sources of variance. To decompose ratings into these different 

sources of variance, we conducted per condition a generalizability analysis (Brennan, 2001; 

Vispoel, Morris, & Kilinc, 2018) that modeled participants, role-plays, and assessors as 

crossed-random factors to examine the relative contribution of all of these sources of variance 

(and their interactions) to the observed variance in the ratings made. We fitted linear random 

effects models with restricted maximum likelihood estimators (Putka, Le, McCloy, & Diaz, 

2008) by using the lme4 package (Bates, Mächler, Bolker, & Walker, 2015) for R (R Core 

Team, 2015). We also present the generalizability coefficient as a summary statistic. As 

shown at the very bottom of Table 4, the results show the same trend as the ICCs. The largest 

generalizability coefficient was found for the two “extreme” conditions, namely high rater 

standardization and 3 min observation time (see RQ1) and low rater standardization and 1 min 

observation time, whereas the smallest one was observed for the high rater standardization, 1 

min observation time condition. Detailed tables about the generalizability analyses can be 

found in the Online Supplement. 

Research Question 2: Validity of Multiple, Speeded Simulation Formats 

Our second research question dealt with the criterion-related validity of ratings across 

the various conditions. Table 5 summarizes the (incremental) validities by condition. 

Generally, validities mirrored the results of Study 1 that used role-playing assessor ratings 

(see last column in Table 5). The overall score on multiple, speeded simulations from all four 
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conditions significantly predicted criterion performance (rs between .43 [high rater 

standardization, 1 min observation time] and .56 [high rater standardization, 3 min 

observation time], see RQ2). In addition, in all four conditions, the overall simulation score 

was significantly related to cognitive ability, the SJT, and extraversion. Only ratings from the 

3 min observation time conditions significantly correlated with agreeableness (r = .25, p = 

.015 and r = .26, p = .010, for high and low rater standardization conditions, respectively). 

To examine possible differences in validities across conditions, we ran tests for the 

difference of dependent correlations (see Steiger, 1980). We warn that these tests should be 

interpreted with caution given the large number of tests being conducted. Ratings from the 

conditions of high rater standardization and 3 min observation time (z = 2.53, p = .012) and of 

low rater standardization and 3 min observation time (z = 2.00, p = .045) correlated 

significantly higher with criterion performance than ratings of the high rater standardization 

and 1 min observation time condition. Table 5 presents the detailed results. The trend is that 

especially the condition of high rater standardization and 1 min observation time showed 

slightly lower correlations. 

Finally, we investigated possible differences in incremental validity of the overall 

score on multiple, speeded simulations across conditions. So, we ran multiple regressions per 

condition. The entry order was the same as in Study 1. Across conditions, results confirmed 

the substantial incremental validity of the overall simulation score. It explained between 13% 

(high rater standardization, 1 min observation time) and 20% (high rater standardization, 3 

min observation time) in criterion performance above all other predictors. 

Discussion 

Study 2 examined two factors that might affect the rating quality of multiple, speeded 

simulations, leading to four different formats. Our choice of factors contrasted two research 
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traditions (I/O psychology vs. thin slices tradition) with diverging paradigms regarding 

observation time and rater standardization. Three main conclusions emerged. 

First, in Study 2, single-rater reliabilities (between .27 and .42 across role-plays) were 

relatively low in all conditions, as compared to Connelly, Ones, Ramesh, and Goff’s (2008; 

see also Connelly & Ones, 2004) average meta-analytical value of .71 for AC role-plays. Yet, 

this benchmark applies to single-rater reliability for an AC role-play that typically lasts 

longer, whereas observation time in the multiple, speeded simulations was at most 3 minutes. 

If we compare this study’s reliabilities to meta-analytic thin slices research that reports values 

between .23 and .50 (Ambady et al., 2000; Connelly & Ones, 2010), Study 2’s reliabilities are 

in the same range. As another comparison, Ingold et al. (2018) reported average single rater 

reliabilities of .15 for initial impression ratings (first two minutes of AC exercises).  

As a second key conclusion, validities of the multiple, speeded simulation score from 

remote assessors across each of the four simulation formats corroborated the high validities 

obtained with role-playing assessors in Study 1, attesting to the robustness of results across 

different assessor types and formats. So, validities of ratings from role-playing assessors were 

thus also similar to those of remote assessors. 

Third, the overall score on multiple, speeded simulations was about as valid in the two 

“extreme” conditions (i.e., assessors with a control training and no rating aids evaluating only 

the first minute and assessors with a thorough training and rating aids evaluating the full 3 

minutes). Conversely, validity was lowest in the 1-minute high rater standardization 

condition. How can these results be explained? Past thin slices research (see e.g., Ambady & 

Rosenthal, 1993) scrutinized whether frugal and fast thin slices judgments are affected by 

distraction and deliberate reasoning. As a general conclusion, distractor tasks did not impede 

accuracy. However, accuracy did decrease when people were asked to verbally reason about 

their judgments and motivate them. So, frugal judgments seem to be more accurate when they 
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are made without deliberation. This pattern mirrors what we found in Study 2. The validity of 

thin slice judgments in the 1-min condition decreased when people received training and 

detailed rating aids. We speculate that this increased deliberation might have resulted in them 

overestimating specific cues (see Ambady, 2010). Conversely, when assessors made their 

judgments rapidly, this might not have been the case. If future studies confirm these 

speculations and findings, our Study 2 findings challenge the viability of our common training 

and rating aid practices in the face of multiple, 1-minute assessments and call for other 

approaches to harness the accuracy of rapid judgments. At the same time, the fact that such a 

1-minute observation time still leads to high validities might open opportunities to streamline 

multiple, speeded simulations in practice.  

GENERAL DISCUSSION 

Recently, multiple, speeded simulations have made inroads into the selection realm. 

So far, the conceptual underpinning and empirical evidence related to these short, fast-paced 

assessment approaches has been lacking. In addition, in practice the term “multiple, speeded 

assessments” seem to be a moving target without a clear definition. Therefore, we 

conceptualized this novel assessment approach as a hybrid of established simulation-based 

selection methods (ACs and SJTs), thereby introducing the notions of stimulus and response 

domain sampling. We also connected the thin slices of behavior paradigm to multiple, 

speeded simulations to theorize about design factors and present evidence related to the 

quality of the ratings. 

Main Conclusions  

The first aim of this paper was to determine whether multiple, speeded simulations 

“work” (Are they reliable and valid?). The answer can be summarized as a nuanced “yes, but 

under specific conditions”. On one hand, at the individual speeded role-play level, reliability 

and validity are not ensured. Single-rater reliabilities were relatively low and echoed the 
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reliabilities in thin slices research (Ambady et al., 2000; Connelly & Ones, 2010). Thus, 

although role-players and assessors followed an intensive training, used rating aids, and relied 

upon behavior elicitation and evaluation via standardized cues, there remains too much error 

variance (idiosyncratic assessor effects) in their ratings. In addition, individual ratings from 

single role-plays showed variable relations to cognitive ability, extraversion and 

agreeableness. Finally, evidence of the predictive validity of ratings in single, short 

simulations was more encouraging but the same variability across role-plays was found.  

On the other hand, the picture changed when we aggregated ratings across multiple 

simulations. In this case, we found substantial relations between the overall score on multiple, 

speeded simulations and cognitive ability, extraversion, as well as agreeableness. The 

predictive validity results mirrored this pattern. When ratings were aggregated across all role-

plays, this overall simulation score significantly (.54) predicted performance seven months 

later. Further, this overall simulation score added large amounts of incremental variance for 

predicting performance, beyond measures of cognitive ability, personality traits, and an SJT.  

Another aim of this paper consisted of investigating factors under which speeded 

simulations might work better (or worse). Carefully sampling multiple, heterogeneous 

situations that elicit a variety of domain-relevant behavior emerged as the key requirement to 

obtain adequate domain coverage, capture both ability and personality differences 

(extraversion and agreeableness), and achieve substantial validities. Consistent with thin 

slices research, validities of overall simulation scores remained high when assessors evaluated 

only the first minute and received only a control training. 

Implications for Theory 

We conceptualized multiple, speeded behavioral simulations as a hybrid between SJTs 

and ACs. Hence, it bridges the research literatures related to these two classic simulation-

based selection methods. Multiple, speeded simulations capitalize on their respective 
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strengths: It shares with SJTs that it aims to comprehensively cover the stimulus domain by 

presenting a large and diverse number of situations. Yet, it goes beyond SJTs’ limited 

response option choice by adding interactive behavioral responses in ongoing situations. So, it 

shares this interactive, behavioral focus with ACs to broaden the variety of possible 

behavioral responses that participants can show. The excellent observed validity obtained 

(.54) attests to a successful integration of these two seminal selection methods. 

Our studies also speak to recent discussions as to whether initial impressions can be a 

reliable and valid source of variance in selection procedures (Barrick et al., 2010, 2012; 

Ingold et al., 2018; Swider et al., 2016). Drawing from the stimulus and response domain 

sampling logic and thin slices research, this study adds insights to this emerging knowledge 

base by identifying at least three conditions to improve the validity of speeded simulations.  

Quality vs. quantity of information. Study 1 showed the importance of presenting 

multiple, qualitatively different situations (that could eventually be bundled in two broad 

groups) to candidates to make valid predictions. Only when the various behavioral 

simulations invoked such substantively different situational demands (and thus did not serve 

as interchangeable measures of one another) multiple, speeded simulations allowed obtaining 

adequate and representative domain coverage. Conversely, Study 2 revealed that the quantity 

of the behavioral information (i.e., the length of the performance to be observed and rated) 

plays a lesser role. Strikingly, ratings based upon 1-min snapshots were still valid and only 

rarely differed from ratings based upon the full 3 minutes, which extends conclusions from 

thin slices research (e.g., Ambady & Rosenthal, 1992; Carney et al., 2007; Murphy et al., 

2015) to the assessment field. So, as a first condition, in multiple, speeded simulations, 

information quality (observing behavior in short, different situations and thus obtaining more 

and different information) seems more important than information quantity (observing 
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behavior for a longer time in the same situation and thus obtaining more information in 

general). 

Training assessors vs. using multiple assessors. This second aspect reflects a 

longstanding difference between I/O psychology and thin slices research. Whereas assessor 

training programs and rating aids have been a hallmark of I/O psychology, thin slices 

researchers have rarely undertaken efforts to train judges and use rating aids. Conversely, to 

reduce assessor-specific idiosyncrasies ratings were often aggregated across a large number of 

judges (Eisenkraft, 2013). One provocative result of Study 2 was that validities of untrained 

assessors’ ratings were often not significantly different from those of trained assessors. 

Conversely, there was more support for the principle of aggregation as a key factor in speeded 

simulations (Epstein, 1979). If ratings were aggregated across multiple, different assessors 

that evaluate candidates in different situations (see first condition), validities substantially 

increased. Thus, as a second condition, in multiple, speeded simulations, it seems more 

important to aggregate ratings across assessors/simulations than to provide extensive training 

to assessors that are specialized in one or two role-plays, even though we acknowledge that 

assessor training is also motivated by other reasons (e.g., legal requirements). 

In situ vs. ex-situ assessors. AC best practices make a separation between role-player 

vs. assessor and do not merge these roles in a role-playing assessor. Recently, Rauthmann and 

Sherman (2020) equate such role-playing assessors with “in-situ” assessors because they are 

physically present and involved in the interaction, and they personally experience the 

interaction partner. Conversely, “ex situ” assessors are neither part of the interaction nor 

personally involved because they evaluate the interaction off-line (e.g., on video). Strikingly, 

our Study 2 results did not lend support to separate role-player and assessor roles because 

validities of in-situ assessors’ ratings were not significantly lower than those of ex-situ 
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assessors. So, as a third condition, this study suggests that role-playing assessors can be used 

in multiple, speeded simulations. 

Avenues For Future Research 

As we conceptualized multiple, speeded simulations as a hybrid between SJTs and 

ACs, it is relevant for future studies to compare multiple, speeded simulations to its two 

“parents”. For example, one could present the exact same set of situations in an open-ended 

written SJT vs. speeded assessment format. This permits verifying whether people can 

“translate” the procedural knowledge that they tap upon when completing SJTs into 

behavioral actions in speeded role-plays. Related to ACs, we need more utility analyses (see 

Study 1) to compare the return on investment of multiple, speeded simulations to various AC 

exercises and formats. 

Second, the fact that participants go through a large number of short simulations offers 

opportunities for measuring adaptability and learning agility (Baard, Rench, & Kozlowski, 

2014; Dalal, Bhave, & Fiset, 2014; DeRue, Ashford, & Myers, 2012; Jundt, Shoss, & Huang, 

2015). This study found that participants differed in their performance across role-plays. Such 

intraindividual variability across situations is not only due to random error, but also suggests 

individuals systematically construe situations in different ways, leading to different behavior 

across them (Dalal et al., 2014; Fournier, Moskowitz, & Zuroff, 2008; Gibbons & Rupp, 

2009; Lance, 2008; Mischel & Shoda, 1995). In future research, an intraindividual variability 

index could be computed across speeded simulations as a novel “construct” for prediction 

purposes (Lievens et al., 2018). To measure learning agility, future studies might construct the 

simulation sequence and the situational cues planted in them so that insights can be gleaned 

whether and how people quickly and flexibly learn (Lang & Bliese, 2009). 

Third, efforts should be undertaken to more systematically sample a given domain. In 

this study, the domain reflected situations that junior managers might face (Motowidlo et al., 



MULTIPLE, SPEEDED ASSESSMENTS UNDER SCRUTINY 41 

 

 

 

1990). Future studies might also rely on situation taxonomies (Parrigon, Woo, Tay, & Wang, 

2017; Rauthmann et al., 2014; Ziegler, Horstmann, & Ziegler, 2019; see also Carson, 1969; 

Kiesler, 1983; Yukl, 2010). We see less value in trying to identify the specific simulations 

that are the most predictive and then only deploy these simulations (instead of the full range 

of simulations) because such efforts run counter the stimulus and response domain sampling 

logic (see also the evidence suggestive of an underlying formative indicator model). 

Fourth, we need to zoom into the applicant experience behind speeded assessments. 

One of the reasons for their growing popularity is that they mirror the fragmented and hectic 

nature of modern work and life. When speeded assessments are integrated into a common 

theme, they are also expected to be more “immersive” and “engaging” (Herde & Lievens, 

2020). Yet, these assumptions await empirical confirmation. 

Limitations 

First, we included only speeded behavioral simulations (role-plays). In principle, other 

simulations such as short presentations or fact-findings can be implemented under the 

umbrella term of multiple, speeded assessments (see Knorr & Hissbach, 2014). Our multiple, 

speeded simulations were also set up in a “brick-and-mortar” fashion. So, we cannot extend 

our conclusions to online formats like webcam role-plays/ SJTs with constructed responses 

(e.g., Cucina et al., , 2015; Lievens et al., 2019). Yet, all Study 2 ratings were provided by 

remote assessors and validities of their ratings confirmed those of role-playing assessors. 

Second, this study focused on the junior management domain. Other domains should 

also be sampled in multiple, speeded simulations, such as the leadership, interpersonal, 

integrity, or decision-making. Multiple, speeded simulations might also focus on specific job 

families such as customer service, sales, or call centers. Extrapolating on our results, we 

expect multiple, speeded simulations to produce good validity results at the aggregate level as 
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long as the multiple simulations sample a large and diverse set of domain-relevant situations 

and relevant behavioral responses. 

Third, this study obtained criterion data by asking MBA instructors to evaluate the 

participants seven months later. Although these criterion data do not reflect academic 

performance (GPA), we can also not equate them to job performance. Therefore, future 

studies are needed to examine the validity of multiple, speeded assessments for predicting 

supervisory job performance. 

Implications for Practice 

In today’s selection practice, multiple, speeded assessments exist in various formats. 

Generally, our results send a strong warning to organizations that equate speeded assessment 

with one short simulation or a limited number of such speeded behavioral simulations. A first 

key conclusion is thus that selection practices should not be degraded to such a single, short 

behavioral simulation. Conversely, a large set of short and diverse behavioral simulations 

should be used. Thus, for multiple, speeded simulations to capitalize on stimulus domain 

sampling and response domain sampling, participants should be confronted with multiple, 

flash simulations that elicit behavior relevant for a large set of qualitatively different parts of 

the domain. It is difficult to make general recommendations about the exact number of 

behavioral simulations to be developed because this depends on the breadth of the domain. As 

a second key conclusion, instead of relying on ratings of single assessors, selection decisions 

should be based on ratings that are aggregated across assessors and behavioral simulations. 

Only then, it is ensured that the multiple, speeded simulations provide valid insights about 

future performance and do this over and above SJTs, cognitive ability, and personality.  

Table 6 summarizes these and other design considerations related to multiple, speeded 

simulations that flow from our two studies. As shown, Table 6 lists design considerations and 

rating process considerations. If organizations decide to “jump on the multiple, speeded 
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assessment train”, we suggest that they follow up on these recommendations. Although our 

recommendations are evidence-based, we acknowledge that this is only the first empirical 

study that investigates the reliability and validity of short interpersonal simulations and 

potential factors that might affect them. So, further replication and other studies are needed to 

refine and extend these recommendations.  

Finally, to develop the large set of behavioral simulations, we suggest that 

practitioners follow a systematic procedure to map the performance (criterion) domain in the 

simulations. Logically, this stepwise procedure echoes the development of AC exercises and 

SJTs (as described by Thornton, Mueller-Hanson, & Rupp, 2016). It starts with obtaining a 

thorough insight into the performance domain. Such insight can be derived from work 

analyses and/or theoretical models (e.g., leadership models). For example, in this study, we 

drew from work of Motowidlo et al. (1990) to break down the junior management domain in 

three subdomains (i.e., solving and deciding on task-oriented problems, dealing with 

interpersonal issues, and convincing communication). In the next step, Subject Matter Experts 

(SMEs) are consulted individually or in focus groups to generate critical job situations per 

relevant subdomain. To provide inspiration to SMEs we experienced it is useful to provide 

them with a matrix in which each subdomain is crossed with relevant interaction partners 

(e.g., supervisor, subordinate, colleague, client, supplier, media, general public). In the 

following step, test developers use these critical job situations to build the short simulations. 

This includes designing realistic stimulus material, participant instructions, role-player 

instructions, general background, etc. (see Thornton et al., 2016). As a last step, other SMEs 

can rate to what extent the short simulations capture the (sub)domains to verify domain 

coverage (Colquitt, Sabey, Rodell, & Hill, 2019). 

Conclusion 
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This study investigated the theoretical underpinnings and empirical evidence behind 

speeded assessments. These assessments have the potential to ensure adequate stimulus 

domain sampling and response domain sampling by requiring participants to show interactive 

behavior in a large variety of different, brief situations. Assessor ratings from speeded 

simulations were reliable and valid indicators of performance, but only if these ratings were 

aggregated across a large set of heterogeneous situations. In other words, shortcuts in 

assessment science do not seem to exist: Speeded assessment approaches truly need to be 

conceptualized as multiple, speeded assessments.  
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Table 1 

Means, Standard Deviations, and Intercorrelations Between Study 1 Variables 

Variable n M SD 1 2 3 4 5 6 7 8 9 10 

Controls              

1 Gender 96 - - -          

2 Age 96 23.63 1.85 -.15 -         

Predictors              

3 GMA 95 16.86

6 

6.70 .13 -.37** -        

4 SJT 95 3.54 0.24 .22* -.26* .22* -       

5 Extraversion 95 90.82 12.54

4 

.03 -.17 .10 .19 -      

6 Agreeableness 95 92.82 13.54 .04 -.27** .14 .14 .53** -     

7 Openness 95 83.76 14.18 -.06 .02 .01 .10 .51** .38** -    

8 Emotional stability 95 86.55 12.39 -.22* .01 .07 .02 .51** .30** .38** -   

9 Conscientiousness 95 92.60 10.08 -.07 .06 -.01 .08 .07 .06 .27** .13 -  

10 Overall Simulation 

Score 

96 5.51 0.73 .00 -.38** .27** .32** .38** .24* .11 .05 -.06  

11 Criterion 

performance 

95 57.47 21.00 -.13 -.31** .12 .24* .07 .19 .00 -.10 -.03 .54** 

Note. N = 96. Gender: male = 1, female = 2. Overall simulation score was a composite of ratings provided by the designated role-player from all 18 role-plays. * p < .05, ** p 

< .01. 
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Table 2 

Relations Between Role-play Ratings, Overall Score on Multiple, Speeded Simulations, Cognitive Ability, Personality, and Criterion 

Performance in Study 1 

Role-play 

 

n M SD GMA E A 

Criterion 

performance 

1 Role-player wants to find extra volunteers but does not want to run into a conflict with other 
event services (T).  

95 6.79 1.40 .27** .20 .01 .20 

2 Role-player is dissatisfied with many aspects of last year’s event and threatens to take action to 

forbid the event (I).  

94 6.42 1.65 .03 .15 .27** .24* 

3 Role-player is hostile and wants to boycott the event because several activities threaten the 

attendees’ safety (I).  

96 5.81 1.42 .12 .30** .16 .13 

4 Role-player feels inexperienced and insecure because her efforts to increase sales do not pay 
off (I).  

92 5.16 1.55 .10 .27** .08 .26* 

5 Role-player mentions a popular sport event is scheduled on the same day and that this should 

be solved (T).  

96 5.41 1.84 .21* .17 -.01 .43** 

6 Role-player promised a band to play at the event but the committee had already decided 

hosting a different band (T). 

95 4.89 1.76 .05 .05 -.01 .32** 

7 Role-player wants to brainstorm about solving the problem of shortage of volunteers (T).  92 5.86 1.50 .15 .11 -.02 .03 
8 Role-player criticizes participant, asking to make quick decisions regarding specific 

entertainment issues (R) 

94 6.21 1.46 .12 .16 .11 .37** 

9 Role-player (finance coordinator) asks to make a choice among various options, while staying 
within the budget (T).  

94 5.36 1.33 -.01 .01 .03 .14 

10 Role-player is inexperienced, feels close to burnout, and considers resigning from her job (I). 67 5.41 1.55 .07 .27* .31* .21 

11 Role-player (a police inspector) is angry because the current event proposal does not meet 
safety regulations (I). 

94 5.68 1.38 .14 .28** .26* .30** 

12 Role-player is angry about another employee who does not meet his task expectations (I).  94 5.45 1.35 -.04 .12 .10 .30** 

13 Role-player feels disengaged and is unmotivated to switch to another catering option (I).  88 4.12 1.47 .06 .21 .09 .21 
14 Role-player suggests to completely change the event activities, although many preps have 

already been done (R).  

92 4.91 1.91 .17 .37** .12 .30** 

15 Role-player lost the registration list and has problems to acknowledge it because of potential 
face loss (I). 

91 5.41 1.35 .15 .21* .26* .34** 

16 Role-player (beverage supplier) mentions that a final order for beverages was never placed and 

his schedule is full (T).  

90 5.47 1.24 .26* .17 .15 .13 

17 Role-player (from ICT) is furious and questions the need to take up extra IT tasks (R).  95 5.02 1.40 .15 .10 .19 .35** 

18 Role-player mentions a double booking was made regarding the order of plates and cutlery (T). 93 5.72 1.52 .30** .23* .10 .28** 

Overall  96 5.51 0.73 .27** .38** .24* .54** 

Note. Overall = overall score on the 18 speeded simulations (i.e., composite of ratings provided by the designated role-playing assessor across 18 role-plays). E = 

Extraversion; A = Agreeableness. I = role plays related to interpersonal/communication issues; T = role-plays related to decision making about task-related issues and R = rest 

category* p < .05, ** p < .01. 
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Table 3 

Results of Multiple Regression Analysis to Predict Criterion Performance in Study 1 

Predictors b β 

R² 

(adj.) 

Δ 

R² F df p 

Sig. F 

change 

Model 1  

  

.13 

(.11) 

.13 6.67 2,91 .002 .002 

Gender -7.35 -.18       

Age -3.84** -.34       

Model 2 

  

.18 

(.10) 

.05 2.26 8,85 .031 .558 

Gender -9.50* -.23       

Age -3.17* -.28       

GMA 0.10 .03       

Extraversion 0.10 .06       

Agreeableness 0.24 .16       

Openness -0.03 -.02       

Conscientiousness -0.03 -.01       

Emotional 

stability -0.37 -0.22  

     

Model 3 

  

.21 

(.13) 

.03 2.54 9,84 .012 .045 

Gender -11.09* -.26       

Age -2.76* -.24       

GMA 0.01 .00       

Extraversion 0.04 .02       

Agreeableness 0.25 .16       

Openness -0.04 -.02       

Conscientiousness -0.07 -.03       

Emotional 

stability -0.35 -.21  

     

SJT 18.44* .21       

Model 4 

  

.38 

(.31) 

.17 5.12 10,83 < .001 < .001 

Gender -7.12 -.17       

Age -1.39 -.12       

GMA test -0.19 -.06       

Extraversion -0.29 -.17       

Agreeableness 0.26 .17       

Openness 0.00 .00       

Conscientiousness 0.02 .01       

Emotional 

stability -0.20 -.12       

SJT 9.06 .11       

Overall 

simulation score 14.54** .50       
Note. N = 94. Gender: male = 1, female = 2; Overall simulation score was a composite of ratings provided by the 

designated role-player from all 18 role-plays. * p < .05, ** p < .01 
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Table 4 

Summary of Reliability and Generalizability Analyses of Study 2 

 3 minute observation time  1 minute observation time 

 High standardization Low standardization  High standardization Low standardization 

Role-play ICC 2,1 ICC 2,k ICC 2,1 ICC 2,k  ICC 2,1 ICC 2,k ICC 2,1 ICC 2,k 

1 .24  

[.12; .37] 

.49 

[.29; .64] 

.20 

[-.06; .43] 

.33 

[-.13; .61] 

 .18 

[.00; .36] 

.39 

[.01; .63] 

.45 

[.16; .63] 

.62 

[.28; .78] 
2 .47  

[.33; .59] 

.64  

[.50; .75] 

.15 

[.02; .28] 

.34  

[.06; .54] 

 .10 

[-.04; .25] 

.19 

[-.09; .40] 

.18 

[-.06; .41] 

.31 

[-.13; .58] 

3 .40  
[.29; .51] 

.67 
[.55; .76] 

.43 
[.27; .56] 

.60 
[.42; .72] 

 .11 
[-.05; .29] 

.20 
[-.11; .45] 

.58 
[.45; .68] 

.73 
[.62; .81] 

4 .56 

[.43; .66] 

.72 

[.60; .80] 

.34 

[.11; .52] 

.60 

[.27; .76] 

 .43 

[.20; .60] 

.60 

[.33; .75] 

.45 

[.27; .59] 

.71 

[.52; .81] 
5 .64 

[.53; .73] 

.78 

[.70; .85] 

.36 

[.21; .50] 

.53 

[.35; .67] 

 .58 

[.45; .68] 

.73 

[.62; .81] 

.41 

[-01; .66] 

.58 

[-.01; .79] 

6 .39 

[.23; .52] 

.56 

[.38; .68] 

.09 

[-.01; .21] 

.24 

[-.02; .45] 

 .25 

[.09; .40] 

.40 

[.17; .57] 

.06 

[-.04; .19] 

.12 

[-.09; .32] 

7 .29 

[.09; .46] 

.45 

[.16; .63] 

.30 

[.14; .44] 

.46 

[.24; .61] 

 .39 

[.20; .54] 

.56 

[.34; .70] 

.60 

[.33; .75] 

.75 

[.50; .85] 
8 .30 

[.03; .50] 

.46 

[.06; .67] 

.32 

[.16; .46] 

.48 

[.27; .63] 

 .21 

[.04; .37] 

.44 

[.11; .64] 

.39 

[.09; .59] 

.56 

[.17; .74] 

9 .29 
[.13; .43] 

.45 
[.23; .61] 

.11 
[.00; .23] 

.26  
[-.01; .47] 

 .18 
[-.06; .40] 

.31 
[-.12; .57] 

.33 
[.08; .51] 

.49 
[.14; .68] 

10 .37 

[.08; .56] 

.54 

[.15; .72] 

.44 

[.33; .54] 

.70 

[.60; .78] 

 .09 

[-.01; .22] 

.23 

[-.02; .46] 

.42 

[.20; .59] 

.60 

[.34; .74] 
11 .53 

[.36; .66] 

.69 

[.53; .79] 

.26 

[.11; .39] 

.51 

[.28; .66] 

 .53 

[.29; .68] 

.69 

[.45; .81] 

.56 

[.41; .68] 

.72 

[.58; .81] 

12 .28 
[.01; .49] 

.44 
[.02; .66] 

.06 
[-.01; .14] 

.16 
[-.03; .33] 

 .24 
[.08; .39] 

.39 
[.15; .56] 

.46 
[.27; .60] 

.63 
[.42; .75] 

13 .34 

[-.03; .58] 

.50 

[-.07; .74] 

.46 

[.31; .58] 

.63 

[.48; .73] 

 .69 

[.59; .77] 

.82 

[.74; .87] 

.54 

[.41; .65] 

.70 

[.58; .79] 
14 .54 

[.44; .63] 

.78 

[.70; .84] 

.35 

[.14; .52] 

.52 

[.24; .68] 

 .25 

[.07; .41] 

.50 

[.19; .68] 

.63 

[.52; .72] 

.77 

[.68; .84] 

15 .46 
[.36; .57]  

.72 
[.62; .80] 

.51 
[.36; .62] 

.67 
[.53; .77] 

 .42 
[.27; .55] 

.59 
[.43; .71] 

.19 
[.05; .34] 

.42 
[.13; .61] 

16 .18 

[.02; .33] 

.30 

[.03; .49] 

.28 

[.08; .45] 

.54 

[.21; .71] 

 .32 

[.11; .49] 

.58 

[.28; .74] 

.46 

[.30; .59] 

.63 

[.46; .74] 

17 .33 

[.18; .47] 

.50 

[.30; .64] 

.21 

[-.04; .44] 

.36 

[-.08; .61] 

 .29 

[.18; .40] 

.55 

[.40; .67] 

.47 

[.34; .59] 

.73 

[.61; .81] 

18 .23 
[.07; .39] 

.38 
[.13; .56] 

.07 
[-.04; .22] 

.14 
[-.08; .35] 

 .16 
[.00; .32] 

.28 
[.00; .48] 

.34 
[.18; .48] 

.50 
[.30; .65] 

M .38 .56 .27 .45   .30 .47 .42 .58 

SD .13 .14 .14 .17  .17 .19 .15 17 

Generalizability 

coefficient 

.40  .26   .24  .39  

Note. N = 96. Values in parentheses indicate 95% confidence intervals.  

In line with prior studies (Jackson, Michaelides, Dewberry, & Kim et al., 2016; Putka & Hoffman, 2013), we 

aimed to generalize ratings across assessors and defined reliability in relative terms (Brennan, 2001; Cronbach, 

Gleser, Nanda, & Rajaratnam, 1972). So, sources of variance were regarded as reliable if they contributed to the 

similarity in participants’ relative position compared to other participants based upon ratings from different 

assessors. Thus, participant main effects and participant * role-play interaction effects were considered as 

sources of reliable variance (see Lance, 2008; Putka & Hoffman, 2013; Speer et al., 2014). In contrast, assessor 

main effects, assessor * participant interaction effects, assessor * role-play interaction effects, as well as the 

assessor * participant * role-play interaction effect that is confounded with the residual were considered as 

sources of unreliable variance. Generalizability coefficient = expected single-rater reliability for any given role-

play rating.
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Table 5 

Summary of Validity Analyses for Overall Score on Multiple, Speeded Simulations of Study 2 

 3 minute observation time  1 minute observation time  

 
High 

standardization  

Low  

standardization 

 High 

standardization 

Low 

standardization 

Study 1 

results 

M 5.25 5.87  3.78 4.54 5.51 

SD 0.65 0.63  0.51 0.66 0.73 

Correlations       

GMA  .35**a .28**a  .26*a .30**a .27**a 

SJT .34**ab .39**a  .22*c .26*bc .32**ac 

Extraversion .37**ab .39**a  .23*c .28**bcd .38**ad 

Agreeableness .25*ab .26*a  .10c .16abc .24*abc 

Openness .08ab .15b  .04ab .03a .11ab 

Emotional Stability .10a .05a  .04a .08a .05a 

Conscientiousness -.06a -.03a  .03a .02a -.06a 

Criterion 

Performance 

.56**a .54**a  .43**b .50**ab .54**ab 

Multiple regression       

R² (adj.) of full 

model 

.41 (.34) .40 (.33)  .34 (.27) .38 (.30) .38 (.31) 

Δ R²  .20 .19  .13 .17 .17 

Sig. F change < .001 < .001  < .001 < .001 < .001 

Notes. The overall score on multiple, speeded simulations per condition was computed by aggregating ratings 

from all assessors and role-plays per condition. * p < .05, ** p < .01. a-c: correlations marked with different index 

letters within each row indicate significant differences in correlations via tests for difference of dependent 

correlations (Steiger, 1980). Given the multitude of these tests, differences should be interpreted with caution. 

Δ R² and Sig. F change refer to incremental validities of the overall score on multiple, speeded simulations over 

and above gender, age, GMA, Big Five, and SJT. 

As a comparison, we also re-ran the multiple regressions with overall simulation scores that only aggregated 

ratings from one random assessor per role-play. We also re-ran the multiple regressions without controls. Results 

and conclusions were similar. Full multiple regression results of all four conditions as well as validities for single 

role-plays and for separate criterion components can be found in the Online Supplement. 
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Table 6 

Evidence-based Recommendations For Multiple, Speeded Simulations 

Design Considerations Evidence 

• Carefully determine the domain of interest. Study 1 

• Cover the domain comprehensively by including a large number of 

diverse behavioral job simulations (stimulus domain sampling). Do 

not use only one or two speeded simulations. 

Study 1 

• Ensure each speeded simulation’s duration is between one to three 

minutes. 

Study 2 

• Ensure the total number of participants expected to sit the speeded 

simulations at least doubles the number of assessors used (e.g., 15 

simulations require 15 assessors and thus at least 30 participants). 

 

Study 1 

(utility 

analysis) 

Rating Process Considerations  

• Use role-playing assessors. Study 1 vs. 2 

• Hold role-play specific trainings for assessors and role-players 

because they are specialized in specific speeded simulations. 

Study 2 

• Focus on observing interactive behavior as a response to speeded 

simulations (response domain sampling) instead of assessing 

procedural knowledge of behavior. 

Study 1 

• Streamline the evaluation process by requiring assessors to evaluate 

only overall performance per speeded simulation. Next, aggregate 

ratings across assessors and speeded simulations. Do not rely on 

ratings of single assessors in single simulations. 

 

Study 1 and 2 
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Appendix 

Example of Isomorphic Situation across SJT and Speeded Simulation 

 

Item stem of SJT 

I fear that 16 June is a bad date because it is the same day as the F.A. cup final between 

Manchester United and Liverpool. I anticipate that this means 50 to 100 fewer people 

showing up for the Solidarity Run because many will want to see the match rather than do the 

Solidarity Run. I’m sure that some people from my unit, who attend the Solidarity Run every 

year, will hesitate about participating this year because of the F.A. cup final. I propose we 

postpone the event by one week. 

Regards, 

Paul 

(followed by multiple-choice response options) 

 

 

 

Situation given to participant at the start of speeded simulation 5  

“Good morning, you sent an e-mail that today you wanted to discuss the fact that the F.A. cup 

final was on the same day as the event.” 

(followed by role-play) 
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Utility Analyses 

Table A1 

Utility Analysis Comparing Multiple, Speeded Simulations to Traditional Selection 

Procedures for Assessing 90 Participants 

 

18 speeded role-

plays 

1 role-play 1 structured 

interview 

1 unstructured 

interview 

N (Number of participants) 90 90 90 90 

Validity (rxy) 0.54 0.18 0.28 0.21 

Sdy 36634.4 36634.4 36634.4 36634.4 

Ordinate Cut score 0.3485 0.3485 0.3485 0.3485 

SR 0.33 0.33 0.33 0.33 

C $217,125 $28,125 $8,563 $6,563 

 

    

Exercise development costs $180,000 $15,000 $2,000 $0 

Assessor training and fees $37,125 $13,125 $6,563 $6,563 

 

    

Total benefits $1,880,244 $626,748 $974,941 $731,206 

Total costs  $657,955 $85,227 $25,947 $19,886 

Utility $1,222,289 $541,521 $948,994 $711,320 

Increase in utility of MSA as 

compared to traditional AC 

exercise 

 
226% 129% 172% 
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Table A2 

Cost Computation of Utility Analysis in Table A1 

 

18 speeded role-

plays 

1 role-play 1 structured 

interview 

1 unstructured 

interview 

Cost Computation     
Number of methods (e.g., role-play, 

interview) 

18 1 1 1 

Development cost of the method $10,000 $15,000 $2,000 $0 

Total: Development costs $180,000 $15,000 $2,000 $0 

Number of freelancers required 

(e.g., assessors, role-players, 

interviewers) 

18 2 1 1 

Training cost of 1 freelancer $1,500 $1,500 $1,500 $1,500 

Total: Personnel Training costs $27,000 $3,000 $1,500 $1,500 

Number of freelancers 18 2 1 1 

Number of sessions needed for all 

participants to be rated 

5 90 90 90 

Number of hours needed per 

session per freelancer for observing 

and rating 

1.5 a 0.75 a 0.75 a 0.75 a 

Number of hours required per 

freelancer (for rating all 

participants) 

7.5 67.5 67.5 67.5 

Fee of freelancers per hour $75 $75 $75 $75 

Total: Personnel fees $10,125 $10,125 $5,063 $5,063 

Total: Personnel training and fees $37,125 $13,125 $6,563 $6,563 

Note. Costs that are fixed across the different approaches (e.g., participant recruitment, briefings, food & 

beverage) were not included. Costs were derived from input of consultancy firms. 

a It was estimated that on average traditional role-plays last 45 minutes (30 minutes for the role-play and 15 

minutes for rating). An interview was estimated to last about 45 minutes (including questioning and rating), 

whereas a speeded role-play was estimated to last 5 minutes (3 minutes for the role-play and 2 minutes for 

rating). Eighteen speeded role-plays then last 90 minutes. 
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Figure A1. Utility of Multiple, Speeded Assessments vs. Other Procedures for Differing 

Number of Participants. 
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Data Transparency Table 

Parts of the data reported in this manuscript 1 (MS1) were collected as part of a larger data 

collection. Another paper, addressing the accuracy and criterion-related validity of automated 

scoring via text mining and machine learning in these multiple short simulations, is currently 

under review (MS2, submitted). Another paper (MS3) being currently in revision addresses 

interpersonal and temporal dynamics between role-players and participants in multiple short 

simulations as well as the nature of these dynamics (noise vs. substance) in terms of 

consequences for participants and organizations. Importantly, all three manuscripts focus on 

non-overlapping research questions and objectives. 

The table below displays where each data variable appears per manuscript. 

Variable 

MS1 MS2  

(under review) 

MS3  

(in revision) 

GMA X X  

SJT X   

Personality self-report X X  

Role-play performance rated by 

role-players 

X X X 

Role-play performance rated by 

remote assessor sample 1 

X X X 

Role-play performance rated by 

remote assessor sample 2 

X   

Role-play performance rated by 

remote assessor sample 3 

X   

Role-play performance rated by 

remote assessor sample 4 

X   

Role-play performance derived 

by machine learning algorithms 

 X  

Dominance and affiliation 

(Continuous Assessment of 

Interpersonal Dynamics, CAID) 

  X 

Dominance and affiliation 

(Social Behavior Inventory) 

  X 

Criterion performance X X X 
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