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Abstract
Depression is among the most prevalent mental disorders, af-
fecting millions of people of all ages globally. Machine learn-
ing techniques have shown effective in enabling automated
detection and prediction of depression for early intervention
and treatment. However, they are challenged by the relative
scarcity of instances of depression in the data. In this work
we introduce a novel deep multi-task recurrent neural net-
work to tackle this challenge, in which depression classifi-
cation is jointly optimized with two auxiliary tasks, namely
one-class metric learning and anomaly ranking. The auxiliary
tasks introduce an inductive bias that improves the classifi-
cation model’s generalizability on small depression samples.
Further, unlike existing studies that focus on learning depres-
sion signs from static data without considering temporal dy-
namics, we focus on longitudinal data because i) temporal
changes in personal development and family environment can
provide critical cues for psychiatric disorders and ii) it may
enable us to predict depression before the illness actually oc-
curs. Extensive experimental results on child depression data
show that our model is able to i) achieve nearly perfect per-
formance in depression detection and ii) accurately predict
depression 2-4 years before the clinical diagnosis, substan-
tially outperforming seven competing methods.

Introduction
Major Depressive Disorder (MDD), widely known as de-
pression in the public, is a mental disorder characterized by a
severe and persistent feeling of sadness, loss of interest in ac-
tivities, or a sense of despair, causing significant impairment
in daily life (Lamers et al. 2019). Globally over 300 million
people of all ages are estimated to suffer from depression;
depression is one major contributor to nearly 800 thousands
suicide deaths per year (WHO 2017). Despite depression is
among the most prevalent mental disorders, clinical diagno-
sis is difficult because i) clinical and self-assessment reports
are highly dependent on specialist’s expertise and the diag-
nosis methods used, involving a range of subjective ratings
and potential biases, and ii) depression manifests itself in
varying ways for different people and conditions. To prevent
the huge health loss, it is highly desired to develop auto-
mated detection and prediction1 approaches with objective
assessment to complement clinical diagnosis.

1Here depression detection refers to the identification of sub-
jects who already had depressive disorders in a set of samples,

Machine learning techniques have shown effective in en-
abling the automated detection and prediction of depression
(Cohn et al. 2009; Yang, Fairbairn, and Cohn 2012; Nasir
et al. 2016; Gong and Poellabauer 2017; Zhu et al. 2017;
Zhou et al. 2018; Shen et al. 2018; Ay et al. 2019; Devlin
et al. 2019; Uddin, Joolee, and Lee 2020; Lin et al. 2020).
These approaches, especially deep learning approaches, nor-
mally require large labeled depression and non-depression
samples to learn desired classification models, but in prac-
tice only small labeled depression samples are available as
it is very difficult, if not impossible, to collect large depres-
sion samples. For instance, only 100-300 samples in total
are available for modeling in most existing studies (Yang,
Fairbairn, and Cohn 2012; Nasir et al. 2016; Gong and
Poellabauer 2017; Zhou et al. 2018; Devlin et al. 2019; Ud-
din, Joolee, and Lee 2020; Chancellor and De Choudhury
2020). Training models with small samples can lead to over-
fitting, risking misdiagnosis of unseen depression cases.

In this work we introduce a novel deep multi-task re-
current neural network approach to tackle this challenge,
in which depression classification is jointly optimized with
two related tasks, one-class metric learning and anomaly
ranking. Multi-task learning (Zhang and Yang 2017; Ruder
2017) improves generalization by introducing inductive bi-
ases contained in the related tasks to regularize the models;
it is one of the most effective approaches to reduce overfit-
ting. For depression classification, our two auxiliary tasks
are devised to learn compact feature representations of nor-
mal samples and allow some variations in the representa-
tions of depression samples, enabling the detection of un-
seen depression cases that are clearly deviated from the nor-
mal samples in the representation space.

Further, existing studies (Yang, Fairbairn, and Cohn 2012;
Nasir et al. 2016; Gong and Poellabauer 2017; Zhu et al.
2017; Shen et al. 2017; Zhou et al. 2018; Cai et al. 2018; Ay
et al. 2019; Devlin et al. 2019; Chancellor and De Choud-
hury 2020; Uddin, Joolee, and Lee 2020) mainly focus on
learning depression signs from static data without consid-
ering temporal dynamics. As a result, they can detect the
depression cases often only when there are some clear de-
pression symptoms presented. To enable very early interven-
tion and prevention of the depression, we instead exploit lon-

while prediction aims to identify subjects who currently do not
have depression but are predicted to have in the near future.
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gitudinal data, motivating by two key observations: i) tem-
poral changes in personal development and family environ-
ment can provide critical cues for psychiatric disorders and
ii) these cues may enable us to achieve more accurate de-
pression detection and to predict depression well before the
illness actually occurs.

In summary, this work makes two key contributions:

• We introduce a novel multi-task learning framework for
depression classification. The two auxiliary tasks, one-
class metric learning and anomaly ranking tasks, intro-
duce an inductive bias that improves the classification
model’s generalizability to unseen depression cases.

• We further instantiate the framework into a multi-task re-
current neural network-based model, termed MTNet. MT-
Net effectively leverages longitudinal data to learn critical
temporal-dependent depression cues. This is verified by
extensive empirical results on child depression data. The
results show that MTNet achieves nearly perfect perfor-
mance in depression detection; it can accurately predict
depression 2-4 years before the clinical diagnosis; and
MTNet substantially outperforms seven competing non-
temporal and temporal models in both tasks.

Related Work
Longitudinal Studies Related longitudinal studies focus
on identifying factors or predictors that are associated with
depression. They are based on structured questionnaire data
from clinical interviews in varying waves of follow-up stud-
ies. The data may include a variety information of partic-
ipated subjects, such as demographic information, socio-
economic features, individual growth, family environment,
etc. (Rushton, Forcier, and Schectman 2002; Zuckerbrot and
Jensen 2006; Feng et al. 2009; Kessler et al. 2012; Henry
et al. 2018; Korsten et al. 2019). Traditional statistic mod-
els like χ2-based bivariate analysis or logistic regression-
based multivariate analysis are often used for the association
discovery. By contrast, our study is on learning detection
and prediction models. Although the traditional methods can
also be used for detection/prediction, they are ineffective to
model the underlying complex temporal-dependent features.
Further, the limited amount of labeled data presents another
major challenge to these traditional methods.

Detection and Prediction Another group of studies use
machine learning to detect/predict depression using vo-
cal/visual data taken during clinical interviews, or online so-
cial media data. The vocal features used include different
prosodic, cepstral and spectral features (Cohn et al. 2009;
Low et al. 2010a,b; Yang, Fairbairn, and Cohn 2012; Nasir
et al. 2016; Gong and Poellabauer 2017). Visual features
can be based on facial expression, gaze direction, position
and orientation of the head, facial geometric features, eye
movement (Suslow, Junghanns, and Arolt 2001; Cohn et al.
2009; Alghowinem et al. 2013; Nasir et al. 2016; Gong and
Poellabauer 2017; Zhu et al. 2017; Zhou et al. 2018; Uddin,
Joolee, and Lee 2020). The online features can be words in
tweets or posts, language style, relevance to pre-defined top-
ics, sentiments of tweets, engagement activities (Wang et al.

2013; Gong and Poellabauer 2017; Yang et al. 2017; Orabi
et al. 2018; Devlin et al. 2019; Chancellor and De Choud-
hury 2020; Mann, Paes, and Matsushima 2020; Lin et al.
2020). A comprehensive way to harvest social media data is
explored in (Shen et al. 2017, 2018) to fuse all these features
together. In recent years electroencephalogram (EEG) data
is also found to be useful for depression detection (Acharya
et al. 2018; Cai et al. 2018; Ay et al. 2019).

In terms of depression classification model, support vec-
tor machines, logistic regression, and multi-layer percep-
trons neural networks are commonly-used models (Cohn
et al. 2009; Nasir et al. 2016; Gong and Poellabauer 2017;
Cai et al. 2018). In recent years deep learning models, such
as convolutional neural networks (CNN) (Yang et al. 2017;
Rodrigues Makiuchi et al. 2019), long-short term memory
(LSTM) networks (Orabi et al. 2018), or their combination
CNN-LSTM (Ma et al. 2016), are explored for depression
detection. These models are leveraged to automatically learn
semantically rich feature representations from text, audio
or visual data. However, these studies learn the models us-
ing static multimedia data, without considering the temporal
changes of the subjects in different time periods.

Multi-task learning has led to many successes in a wide
range of applications (Zhang and Yang 2017; Ruder 2017),
including depression detection (Chao et al. 2015; Lu et al.
2018). Our work is fundamentally different from these two
studies in: i) they focus on leverage multiple heterogeneous
data sources, e.g., audio and video data in (Chao et al. 2015),
smartphone, wrist bands, and self-report data in (Lu et al.
2018), whereas we require a single data source only; and ii)
they rely on additional correlated labeled data, e.g., emotion
data (Chao et al. 2015), self-evaluation depression results
and depression severity level (Lu et al. 2018), whereas our
model works well with only the binary depression labels.
Our solution is thus more practical and easy-to-use in prac-
tice. Further, as far as we know, jointly optimizing classifi-
cation with one-class metric learning and anomaly ranking
is novel in the multi-task learning literature.

Multi-task Recurrent Neural Networks on
Longitudinal Data

The Proposed Multi-task Learning: An Overview
Depression detection/prediction aims to learn a binary de-
pression classification mapping function φ : X 7→ Y , where
X = {X1,X2, · · · ,XN} is a set of longitudinal data of
N samples, and Y = {0, 1} is the output space, with ‘1’
indicating the subject having depression and ‘0’ otherwise.
X ∈ Rw×D, i.e., X = {x1,x2, · · · ,xw}, is a matrix input
of an individual subject, where xt ∈ RD is a feature vector
derived from the t-th wave of questionnaire data.

Motivated by the fact that it is difficult to collect large
depression samples, we introduce a novel multi-task learn-
ing framework to improve the generalizability of depres-
sion classification models on small depression samples. An
overview of the approach is presented in Figure 1(a). De-
pression classification is our primary task and is jointly op-
timized with two auxiliary tasks, including anomaly rank-
ing and one-class metric learning. The auxiliary tasks treat



depression samples as anomalies and enforce compact fea-
ture representations of normal samples and allow some vari-
ations in the representations of depression samples, serving
as a regularizer of the classification model. This results in
better generalized classification models than that in the sin-
gle primary task. Formally, let τ : X 7→ R be an anomaly
ranking function that assigns an anomaly score to each sub-
ject; ψ : X 7→ Q be the one-class metric learning function,
where Q ∈ RM with M � D is a new feature space, then
our overall objective function can be given as follows.

arg min
Θe,Θa,Θo

N∑
i=1

[
`e
(
φ(Xi; Θe), yi

)
+ α`a

(
τ(Xi; Θa), yi

)
+ β`o

(
ψ(Xi; Θo), yi

)]
, (1)

where `e, `a and `o are respective loss functions for depres-
sion classification, anomaly ranking and one-class metric
learning, yi is the class label of Xi, Θ = {Θe,Θa,Θo} is
the set of parameters to be learned, α and β are hyperparam-
eters to control the importance of the two auxiliary tasks.

We instantiate the framework into a model called MTNet
that leverages a shared LSTM neural network (Hochreiter
and Schmidhuber 1997) to learn critical temporal changes
in longitudinal data for depression classification. Supervised
anomaly deviation and one-class support vector data de-
scription loss functions are defined to improve the model’s
generalization. A simple data augmentation method is also
introduced to further enhance the generalizability. The de-
tails of each module of MTNet are presented as follows.

Primary Task: Deep Depression Classification
Our classification model leverages a LSTM neural network
layer to learn important temporal dependency in the lon-
gitudinal data. A LSTM layer consists of w LSTM cells,
with each LSTM cell learning temporal-dependent represen-
tations of the input data at a specific wave (or time step). An
internal structure of a LSTM cell is shown in Figure 1(b). A
LSTM cell is composed by a memory cell and three gates,
including forget, input, and output gates. The forget gate ft
controls how much information we throw away from the cell
state ct−1 obtained at wave t − 1, the input gate it decides
the extent to which the new input at the current wave t flows
into the cell, while the output gate ot controls what informa-
tion we want to output. The memory cell ct keeps track of
the dependencies among the multi-time-step inputs. The full
operations within a basic LSTM cell are defined as follows.

ft = gr(Wfxt + Ufht−1 + bf ), (2)
it = gr(Wixt + Uiht−1 + bi), (3)
ot = gr(Woxt + Uoht−1 + bo), (4)
ĉt = tanh(Wcxt + Ucht−1 + bc), (5)
ct = ft ◦ ct−1 + it ◦ ĉt, (6)
ht = ot ◦ tanh(ct), (7)

where xt is the input feature vector at the t-th time step (i.e.,
t-th wave questionnaire); ft, it, and ot are L-dimensional
activation vectors that control the information flow within

and between the LSTM cells; ht ∈ RL is the output vector;
ĉt and ct are respectively the cell input activation vector and
cell state vector; matrices W∗ ∈ RL×D and U∗ ∈ RL×L

are the weight parameters of the input and recurrent network
connections w.r.t. the three gates ft, it, ot and the memory
cell c; b∗ ∈ RL are the parameters of the bias term; gr
is an activation function; ‘◦’ denotes the Hadamard product
(element-wise product). W∗, U∗, and b∗ need to be learned.

The full LSTM layer uses the recurrent LSTM cells to en-
code important temporal changes across all different ques-
tionnaire waves into the output vector h ∈ RL in the last
LSTM cell. To learn more expressive representations, a FC
layer is further used to project h onto a lower-dimensional
feature representation space:

q = gs(Wsh + bs), (8)

where Ws ∈ RM×L and bs ∈ RM are the learnable pa-
rameters, gs is an activation function, and q ∈ Q is the final
feature representation of X. Since Eqs. (2-8) are all differ-
entiable, for brevity, they can be represented by a function ψ
that is the composite function formed by Eqs. (2-8),

q = ψ(X; Θr), (9)

where Θr contains all the learnable parameters (i.e., W∗,
U∗, and b∗) in the LSTM layer and the FC layer.

We then train a classifier on the Q representation space
with a standard binary cross-entropy loss function:

`e
(
φ(X; Θe), y

)
= −

(
y log(p)+(1−y) log(1−p)

)
, (10)

where y is the class label of X and

p = φ(X; Θe) = ge(Weψ(X; Θr) + be). (11)

ge is a sigmoid activation function; Θe = {Θr,We, be} are
the parameters, with We ∈ R1×M and be ∈ R. All parame-
ters in Θe can be optimized in an end-to-end manner.

As shown in Figure 1(a), the LSTM and FC layers are
shared by all three tasks. Thus, the feature representation
function ψ is jointly optimized with the two auxiliary tasks.

Auxiliary Tasks
The cause of different depression cases can vary signifi-
cantly from each other, leading to highly different feature
expressions in the longitudinal data. Further, the depression
cases available for training are often limited; consequently,
they do not span the entire set of all possible depression
cases. A single classification task can therefore fail to rec-
ognize novel depression cases that are not covered by the
limited depression data. Motivated by these observations,
two auxiliary tasks, anomaly ranking and one-class metric
learning, are incorporated to introduce an inductive bias that
prefers compact feature representations of normal samples
and allows some variations in the representations of depres-
sion samples. They effectively regularize the classification
model, preventing overfitting of small depression samples.

Anomaly Ranking A partially-supervised anomaly rank-
ing task is introduced to enforce the model to assign signif-
icantly larger anomaly scores for depression samples than
that of non-depression samples. Motivated by (Pang, Shen,
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Figure 1: An Overview of the Proposed Multi-task Learning Framework. As shown in (a), our approach jointly optimizes
depression classification with one-class metric learning and anomaly ranking tasks to learn well generalized models with small
depression samples. Each subject sample is a matrix input X ∈ Rw×D, i.e., X = {x1,x2, · · · ,xw}, where xt ∈ RD is a
feature vector derived from the t-th wave of questionnaire data. MTNet leverages a LSTM layer with w basic LSTM cells (see
(b) for the internal of a LSTM cell) to capture temporal dependency in X across different waves, followed by a fully-connected
(FC) layer and an output layer with two independent heads for depression classification and anomaly ranking respectively. The
one-class metric learning is applied to the FC layer. A simple yet effective data augmentation is applied to the last wave of data.

and van den Hengel 2019), a prior-driven anomaly ranking
loss function, called deviation loss, is used to fulfill this
goal. Particularly, a Gaussian prior N (µ, σ2) is imposed
on the anomaly scores of all samples, which posits that
the anomaly scores of non-depression samples are centered
around a Gaussian mean value µ while the anomaly scores
of depression samples have at least aσ deviations from µ.
Note that this prior is imposed on the anomaly scores rather
than the feature representations, enabling better variability
in optimizing the classification model.

Formally, we add another network output head with one
linear unit to learn an anomaly score for each sample:

τ(X; Θa) = Waψ(X; Θr) + ba, (12)

where Θa = {Θr,Wa, ba} are the parameters to be learned.
We then define the deviation using the well-known Z-Score:

dev(X) =
τ(X; Θa)− µ

σ
, (13)

The deviation function is then plugged into the widely-used
contrastive loss (Hadsell, Chopra, and LeCun 2006) to de-
fine our anomaly ranking loss function:

`a
(
τ(X; Θa), y

)
= (1−y)|dev(X)|+ymax

(
0, a−dev(X)

)
.

(14)
By minimizing `a, our model pushes the anomaly scores of
non-depression samples as close as possible to µ while en-
forcing at least aσ between µ and the anomaly scores of
depression samples in the upper tail of the Gaussian distri-
bution. Following (Pang, Shen, and van den Hengel 2019),
the priorN (0, 1) is used with a = 5 to guarantee significant
deviations of depression samples from normal samples.

One-class Metric Learning Unlike the anomaly ranking
task that introduces the inductive bias using an output layer

independent from the classification output, the one-class
metric learning task exerts itself directly on the feature layer.
Both auxiliary tasks thus enable complementary constraints
at the output level and the feature representation level.

One-class learning aims at learning a compact one-class
data description of given data samples without any class la-
bels. We adapt it to our application by using depression sam-
ples as anomalies to learn more compact one-class represen-
tations of non-depression samples. Specifically, we enhance
the popular one-class model, support vector data description
(SVDD) (Tax and Duin 2004), by adding a large margin be-
tween the one-class samples and the presumed anomalies.
The loss function is defined as

`o
(
ψ(X; Θo), y

)
= (1− y)||ψ(X; Θr)− n||2

+ ymax
(
0,m− ||ψ(X; Θr)− n||2

)
, (15)

where Θo = {Θr}, n ∈ RM is the one-class center vec-
tor of normal samples and m is a hyperparameter to control
the margin. This loss enforces a large margin between non-
depression and depression samples in the ψ-induced rep-
resentation space while minimizing the n-centered hyper-
sphere’s volume. We found empirically that MTNet can per-
form well with varying settings of n, e.g., n ∼ N (0, 1) or
n ∼ U(0, 1). We use n ∼ N (0, 1) by default, i.e., generat-
ing n by randomly drawing a vector from a standard Gaus-
sian distribution. m = 1 is used to enforce a sufficiently
large distance margin in the feature representation space.

Data Augmentation
A simple data augmentation method is introduced to aug-
ment depression samples and further enhance the model’s
generalizability. Specifically, a pair of depression samples
are randomly selected, and then a small percentage of ran-
domly selected values in the last wave data of one sample are



replaced with the corresponding values in another sample
to create a new depression sample. The augmented sample
can well retain the original depression-relevant information
while at the same time enriching the depression samples.
By using this method, we increase the number of depression
samples in the training data by a factor of 10. In our experi-
ment, we randomly replaced 5% feature values by default.

The Algorithm of MTNet
The algorithmic procedure of our model MTNet is presented
in Algorithm 1. After random initialization of the network
parameters in Step 1, stochastic gradient descent is used to
optimize the model in Steps 2-8. In Step 4, as the number
of depression samples is typically far smaller than that of
non-depression samples, we generate sample batches with
balanced class distribution to achieve more effective opti-
mization. This shares the same spirit as oversampling in im-
balanced learning (He and Garcia 2009). Step 5 calculates
the batch-wise loss for the three tasks, and Step 6 performs
gradient descent steps to learn all the parameters in Θ. Note
that Θr are shared parameters in {Θe,Θa,Θo}, and thus,
the feature representations in MTNet are jointly optimized
by all three tasks. At the inference stage, only the classifica-
tion function φ is used to produce the class label.

Algorithm 1 MTNet
Input: X ∈ Rw×D - training samples, and binary class labels y
Output: φ : X 7→ Y - a depression classification network
1: Randomly initialize Θ = {Θe,Θa,Θo}
2: for j = 1 to #epochs do
3: for k = 1 to #batches do
4: B ← Randomly sample the same number of depression

and non-depression samples

5: Calculate the loss using 1
|B|

∑
Xi∈B

[
`e
(
φ(Xi; Θe), yi

)
+

α`a
(
τ(Xi; Θa), yi

)
+ β`o

(
ψ(Xi; Θo), yi

)]
6: Perform a gradient descent step w.r.t. the parameters in Θ
7: end for
8: end for
9: return φ

Experiments
Datasets
Our model is evaluated on large child depression data based
on the Longitudinal Study of Australian Children (LSAC)
data (Gray, Sanson et al. 2005). LSAC consists of multiple
waves of questionnaire-based interview data of 10,090 chil-
dren across Australia. Initially, children aged from infant to
5 years and their families are interviewed between August
2003 and February 2004. This routine is repeated every two
years afterwards. At the time of writing seven waves of data
are available. LSAC provides a dataset of 4,983 children
aged 4 to 5 years when taking the first wave of question-
naire. These children are all healthy until 287 children are
confirmed to have depression at the 6/7-th wave of interview
in the years 2013 to 2015. After a simple feature screening

to remove uninformative features (e.g., features with very
large percentage of missing values), 210 social-demographic
features related to individual growth and development (e.g.,
age, gender, living location, schooling performance), and
family environment (e.g., social, educational, economic, em-
ployment, household income, housing conditions) are used.
In the selected features, missing values are filled with the
mean/mode value in each feature; categorical features are
then converted into numeric features by using one-hot en-
coding. The resulting dataset contains 762 features in each
wave of data. Thus, the dataset used has 4,983 samples, with
each sample represented by a 7 × 762 matrix. We further
perform a stratified random split of the dataset into three
subsets, including 60% data as a training set, and respective
20% data for validation and testing sets.

Competing Methods
MTNet is compared with seven popular and/or state-of-the-
art temporal and non-temporal methods.

• Non-temporal Methods. Three popular classification
methods, including logistic regression (LR), support vec-
tor machines (SVM) and multi-layer perceptron (MLP)
neural networks, are used as competing methods that are
not designed to capture temporal dependence. They are
used as baselines to verify whether temporal dependence
is important to depression classification. They are two
main ways to apply these methods to the longitudinal
data. One way is to build the classification model using
the most recent single wave data only, performing clas-
sification based on the present information. The second
way is to use the data from all the waves, in which for
each subject we concatenate the feature vectors derived
from all the waves into one lengthy unified feature vec-
tor; the classifiers are then built upon this concatenated
data. This way helps capture some temporal-dependent
changes. All three methods are evaluated in both ways,
with LR/SVM/MLP-s denoting the classifier using the
single wave data and LR/SVM/MLP-m denoting the clas-
sifier using the concatenated multi-wave data.

• Temporal Methods. One of the most advanced deep tem-
poral methods, long short-term memory (LSTM) neural
networks, is used as competing temporal methods. This
method is set to be equivalent to a simplified MTNet using
only the classification loss function, i.e., `e in Eq. (10).

Implementation Details
MTNet is implemented with one LSTM layer with 200 units,
followed by a fully-connected (FC) layer with 20 units and
a classification output layer. The sigmoid function is used
in gr in the LSTM layer by default; the widely-used ReLU
activation function is used in gs in the FC layer. A dropout
layer with a dropout rate of 0.5 is applied to the LSTM and
FC layers. The competing method LSTM uses exactly the
same network architecture as MTNet but does not have the
metric learning and anomaly ranking modules. In addition
to the dropout, a l2-norm regularizer is also applied to reg-
ularize MTNet and LSTM models. MLP uses a similar net-
work structure with two hidden layers of respectively 200



and 20 units, with each layer having a dropout rate of 0.5.
MTNet, LSTM, and MLP are implemented using Keras2

and optimized using RMSprop (Tieleman and Hinton 2012)
with a batch size of 256 and 20 batches per epoch. They are
trained with 30 epochs as their performance can converge
early. α = 0.5 and β = 2.0 are used in MTNet by default.

LR and SVM are taken from the open-source scikit-learn
package3. Due to a large percentage of irrelevant features
presented in the data, our extensive results showed that ap-
plying the l1-norm regularizer to MLP, LR and SVM ob-
tains significantly better performance than the l2-norm reg-
ularizer. Thus, the l1-norm regularizer is applied to these
three classifiers to bring sparsity to the model. The regular-
ization hyperparameter is probed with {0.001, 0.01, 0.1, 1},
with the best performance reported. The same oversampling
method as MTNet is used in LR, SVM, MLP and LSTM to
alleviate the class-imbalanced problem in our dataset.

Performance Evaluation Measures
Three widely-used evaluation measures are used, including
the Area Under Receiver Operating Characteristic Curve
(AUC-ROC), Area Under Precision-Recall Curve (AUC-
PR), and F1-score (F-score for brevity). AUC-ROC summa-
rizes the ROC curve of true positives against false positives,
while AUC-PR summarizes the curve of precision against
recall. AUC-ROC is popular due to its good interpretability.
AUC-PR is more indicative than AUC-ROC in evaluating
performance on imbalanced data. F-score is the harmonic
mean of precision and recall. We also report the precision
and recall results to gain more insights into the performance.
The reported results are averaged over five independent runs.
For all measures, larger values indicate better performance.

Depression Detection
Experimental Settings We investigate the capability of
our model in identifying small depression cases from highly-
imbalanced test data. In this experiment, it is assumed that
the positive samples have developed the depression illness.
Thus, MTNet, LSTM, and LR/SVM/MLP-m are trained and
tested with all seven waves of data. LR/SVM/MLP-s are
trained and tested with the 7-th wave data only.

Results The detection results of MTNet and its seven com-
peting methods are shown in Table 1. MTNet achieves very
promising results in this context, having perfect performance
in both AUC-ROC and AUC-PR. It is able to achieve a recall
of one and a precision of over 0.97, resulting in a F-score of
nearly 0.99. This substantially outperforms all seven com-
peting methods by 4%-28%. Additionally, LSTM, SVM-m,
LR-m and MLP-m consistently outperform SVM-s, LR-s
and MLP-s by large margins in AUC-ROC, AUC-PR, and F-
score, indicating the significance of incorporating features in
different time periods into the modeling. Note that the nearly
perfect performance here is mainly due to the fact that the
positive samples have exhibited clear depression signs at the
6/7-th wave data, and thus, they can be well distinguished
given a good model fitting.

2https://keras.io/
3https://scikit-learn.org/

Table 1: Performance Results (mean±std) of Depression
Detection. The best result per measure is boldfaced.

AUC-ROC AUC-PR F-score Precision Recall
LR-s 0.846±0.004 0.628±0.072 0.773±0.042 0.877±0.113 0.698±0.013
LR-m 0.982±0.011 0.873±0.059 0.932±0.033 0.896±0.049 0.972±0.021
SVM-s 0.840±0.003 0.693±0.013 0.807±0.007 0.990±0.020 0.681±0.007
SVM-m 0.977±0.007 0.860±0.054 0.925±0.030 0.892±0.053 0.961±0.013
MLP-s 0.886±0.008 0.715±0.019 0.769±0.018 0.968±0.009 0.639±0.026
MLP-m 0.999±0.001 0.984±0.010 0.939±0.021 0.921±0.033 0.919±0.042
LSTM 0.999±0.001 0.993±0.004 0.953±0.011 0.975±0.021 0.933±0.023
MTNet 1.000±0.000 1.000±0.000 0.988±0.004 0.976±0.008 1.000±0.000

Depression Prediction
Experimental Settings This section evaluates the capa-
bility of our model in leveraging longitudinal data to pre-
dict the possible occurrence of having depression in the near
future. To achieve this goal, the models, including MTNet,
LSTM, and LR/SVM/MLP-m, are trained and tested using
the first five waves of data. LR/SVM/MLP-s are trained with
the fifth-wave data only. The task is to predict whether a
child will have depression at the upcoming wave 6 or 7.

Results The results of depression prediction are shown in
Table 2. Our model MTNet is the best performer in AUC-
ROC, AUC-PR and F-score. MTNet substantially outper-
forms all of its competing methods by 2%-38% in AUC-
PR and 3%-20% in F-score. Impressively, MTNet obtains
a recall of 0.8, achieving at least 7.8% improvement over
its contenders. Note that given a sufficiently high precision
of 0.7, the high recall rate in MTNet would enable accurate
intervention and treatment of most (i.e., 80%) forthcoming
depression cases at a very early stage (2-4 years before the
depression actually occurs), effectively preventing and re-
ducing the depression cases. Although LSTM gains a pre-
cision of over 0.75, its recall is rather low, indicating the
intervention of at most 59% forthcoming depression cases
only. Clearly MTNet can provide significantly better solu-
tions than LSTM in early prediction.

Table 2: Performance Results (mean±std) of Depression
Prediction. The best result per measure is boldfaced.

AUC-ROC AUC-PR F-score Precision Recall
LR-s 0.648±0.020 0.595±0.018 0.632±0.021 0.659±0.032 0.611±0.037
LR-m 0.648±0.019 0.596±0.016 0.620±0.023 0.670±0.027 0.579±0.038
SVM-s 0.666±0.012 0.610±0.012 0.646±0.005 0.682±0.023 0.614±0.011
SVM-m 0.684±0.013 0.631±0.010 0.646±0.026 0.729±0.013 0.582±0.045
MLP-s 0.771±0.007 0.780±0.010 0.706±0.023 0.679±0.032 0.742±0.071
MLP-m 0.814±0.009 0.808±0.019 0.718±0.022 0.730±0.049 0.718±0.082
LSTM 0.779±0.012 0.775±0.010 0.662±0.034 0.751±0.031 0.593±0.039
MTNet 0.818±0.009 0.823±0.008 0.743±0.037 0.697±0.006 0.800±0.080

Sample Efficiency
Experimental Settings This section examines the model’s
generalizability from the sample efficiency aspect, i.e., how
is the performance if less labeled training data is avail-
able? Specifically, in both depression detection and predic-
tion tasks, each model is trained on a new training set that
is a random subset of the original training data, and then it
is evaluated using the same test data as that used in Tables
1 and 2. We report the results of LR/SVM/MLP-m and omit



LR/SVM/MLP-s since the former methods consistently out-
performs the latter ones as shown in Tables 1 and 2.

Results The F-score performance w.r.t. the amount of
training data used is shown in Figure 2. Remarkably, MT-
Net is substantially more sample-efficient than its compet-
ing methods; it performs much better than, or compara-
bly well to, the best performance of its competing meth-
ods even when it uses 50% less training data. This superi-
ority of MTNet benefits from the integrated metric learning
and anomaly ranking tasks in its multi-task objective func-
tion, which enable better generalization to unseen depres-
sion cases. This is manifested by the large performance gap
between MTNet and LSTM, since the only difference be-
tween them is the two auxiliary tasks integrated into MTNet.
Nevertheless, as expected, the performance of all models de-
grades with decreasing training data; it should also be noted
that complex temporal models such as MTNet and LSTM
may not as effective as their simpler alternatives like MLP
when only very limited (e.g., 10%) training data is available,
since MTNet and LSTM may be under-fitting in such cases.
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Figure 2: F-score Results w.r.t. the Amount of Training Data.

Ablation Study
Experimental Settings This section evaluates the contri-
bution of each module in MTNet to its overall performance.
LSTM is used as a baseline to evaluate the effect of incorpo-
rating one or more of the following three modules, including
the anomaly ranking loss `a, the one-class metric learning
loss `o, and the data augmentation (DA).

Results The ablation study results are reported in Table 3.
It is clear that, in both of the depression detection and predic-
tion tasks, all three modules in MTNet make important con-
tribution to its superior overall performance; the anomaly
ranking loss `a and the one-class metric learning loss `o are
complementary to each other. These observations are more
evident in the task of depression prediction because this task
is much more complex and requires well designed methods
to achieve desired performance.

Parameter Sensitivity Tests
Experimental Settings This section evaluates the perfor-
mance sensitivity of MTNet w.r.t. its two key hyperparam-
eters, α and β, which respectively adjust the importance of
the anomaly ranking loss and one-class metric learning loss.

Table 3: Ablation Study Results. DA is short for data aug-
mentation. The best result per measure is boldfaced.

Depression Detection
Method AUC-ROC AUC-PR F-score Precision Recall
LSTM 0.999 0.993 0.953 0.975 0.933
LSTM+`a 1.000 0.999 0.986 0.976 0.996
LSTM+`o 1.000 0.997 0.983 0.973 0.993
LSTM+`a+`o 1.000 0.999 0.986 0.973 1.000
LSTM+`a+`o+DA 1.000 1.000 0.988 0.976 1.000

Depression Prediction
Method AUC-ROC AUC-PR F-score Precision Recall
LSTM 0.779 0.775 0.662 0.751 0.593
LSTM+`a 0.785 0.786 0.688 0.704 0.684
LSTM+`o 0.804 0.821 0.702 0.673 0.737
LSTM+`a+`o 0.817 0.834 0.721 0.709 0.737
LSTM+`a+`o+DA 0.818 0.823 0.743 0.697 0.800

Results The sensitivity test results are presented in Figure
3. The results show that MTNet generally performs stably
with both α and β in a wide range of setting choices. Rela-
tively small α and large β are needed for MTNet to achieve
the best performance. This indicates that MTNet is depen-
dent more on the one-class metric learning than the anomaly
ranking. This can also be observed in the results of the pre-
diction task in Table 3.
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Figure 3: Sensitivity Tests w.r.t. α and β.

Conclusions and Future Work
In this work we propose a novel multi-task learning frame-
work and its instantiation MTNet for depression classifi-
cation. MTNet leverages the two auxiliary tasks, one-class
metric learning and anomaly ranking tasks, to improve
the depression classification model’s generalization to un-
seen depression cases. The resulting model substantially en-
hances the depression classification in both of the detec-
tion and prediction tasks. Remarkably, our empirical results
show that MTNet is able to i) detect almost all depression
cases when the subjects already have depression and ii) ac-
curately predict 80% depression cases 2-4 years before the
depression actually occurs. The improved generalizability of
MTNet is also supported by the sample efficiency experi-
ment, in which MTNet requires significantly less labeled de-
pression samples to perform comparably well to, or substan-
tially better than, the competing methods. In future work, to
improve the accountability of the model, we plan to incorpo-
rate an interpretation module into our model to provide some
insightful explanation for each of its classification result.
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