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Abstract

Background: Artificial intelligence (AI) has the potential to improve the efficiency and effectiveness of health care service
delivery. However, the perceptions and needs of such systems remain elusive, hindering efforts to promote AI adoption in health
care.

Objective: This study aims to provide an overview of the perceptions and needs of AI to increase its adoption in health care.

Methods: A systematic scoping review was conducted according to the 5-stage framework by Arksey and O’Malley. Articles
that described the perceptions and needs of AI in health care were searched across nine databases: ACM Library, CINAHL,
Cochrane Central, Embase, IEEE Xplore, PsycINFO, PubMed, Scopus, and Web of Science for studies that were published from
inception until June 21, 2021. Articles that were not specific to AI, not research studies, and not written in English were omitted.

Results: Of the 3666 articles retrieved, 26 (0.71%) were eligible and included in this review. The mean age of the participants
ranged from 30 to 72.6 years, the proportion of men ranged from 0% to 73.4%, and the sample sizes for primary studies ranged
from 11 to 2780. The perceptions and needs of various populations in the use of AI were identified for general, primary, and
community health care; chronic diseases self-management and self-diagnosis; mental health; and diagnostic procedures. The use
of AI was perceived to be positive because of its availability, ease of use, and potential to improve efficiency and reduce the cost
of health care service delivery. However, concerns were raised regarding the lack of trust in data privacy, patient safety,
technological maturity, and the possibility of full automation. Suggestions for improving the adoption of AI in health care were
highlighted: enhancing personalization and customizability; enhancing empathy and personification of AI-enabled chatbots and
avatars; enhancing user experience, design, and interconnectedness with other devices; and educating the public on AI capabilities.
Several corresponding mitigation strategies were also identified in this study.

Conclusions: The perceptions and needs of AI in its use in health care are crucial in improving its adoption by various stakeholders.
Future studies and implementations should consider the points highlighted in this study to enhance the acceptability and adoption
of AI in health care. This would facilitate an increase in the effectiveness and efficiency of health care service delivery to improve
patient outcomes and satisfaction.

(J Med Internet Res 2022;24(1):e32939) doi: 10.2196/32939
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Introduction

Background
Rapid advances in artificial intelligence (AI)—software systems
designed to mimic human intelligence or cognitive
functions—have sparked confidence in its potential to enhance
the efficiency of health care service delivery and patient
outcomes [1-3]. However, although AI has been rapidly adopted
in many industries, such as finance and information technology
(IT), its adoption in health care remains relatively lagged
because of the ethical and safety considerations that are more
pronounced when it comes to human lives at stake [4].
AI-powered systems in health care can autonomously or
semiautonomously perform a wide variety of tasks, such as
medical diagnosis [5], treatment [6], and self-monitoring and
coaching [7,8]. In some studies, AI has been shown to
outperform human capabilities, such as analyses of chest x-ray
images by radiologists [9]. Not only is AI expected to improve
the quality of care and health outcomes for patients by
decreasing human errors, but it is also likely to free up time for
clinicians and health care workers from routine and repetitive
tasks, enabling them to focus on more complex tasks [9,10].
For instance, in many areas of medical imaging, the use of fast
and accurate AI-assisted diagnoses would significantly increase
the workflow efficiency by processing more than 250 million
images per day [11]. Various AI chatbots have also been
developed to provide mental health counseling and assist
overburdened clinicians [9]. Through AI-enabled apps and
wearable devices, patients and the public could self-monitor
and self-diagnose symptoms, such as atrial fibrillation, skin
lesions, and retinal diseases [9].

Owing to the emerging nature of modern AI systems, the
perceptions and needs of affected stakeholders (eg, health care
providers, patients, caregivers, policy makers, and IT
technicians) on the use of AI in health care are not yet fully
understood. A large body of literature suggests that human
factors, such as trust, perceived usefulness, and privacy, play
an important role in the acceptance and adoption of past
technologies in health care, including handheld devices [12],
IT [13], and assistive technologies [14]. However, current
evidence remains broad and general, and little is known about
the perceptions and needs of AI in community health care. As
the world makes a paradigm shift from curative to preventive
medicine, AI holds a strong transformative potential to enhance
sustainable health care by empowering self-care, such as
self-monitoring and self-diagnosis. However, it is important to
first understand the perspectives of all direct users of AI-driven
systems (eg, patients and frontline health workers) and their
perceived needs to ensure its successful adoption across different
parts of the health care sector, especially community health
care. Thus, this study aims to present an overview of the
perceptions and needs of AI in community health care. The
implications of this study will help inform the design of future
health care–related AI technology to better fit the needs of users
and enhance the adoption and acceptability of the technology.

Definition of AI
First, as the term AI is broadly used in many disciplines to
represent various forms of intelligent systems and algorithms,
it is important to establish a concrete and unified definition of
AI for this study. Specifically, we adopted the definition of AI
proposed by the High-Level Expert Group on Artificial
Intelligence [15], which describes AI in terms of both a
technology and field of study:

Artificial intelligence (AI) systems are software (and
possibly also hardware) systems designed by humans
that, given a complex goal, act in the physical or
digital dimension by perceiving their environment
through data acquisition, interpreting the collected
structured or unstructured data, reasoning on the
knowledge, or processing the information, derived
from this data and deciding the best action(s) to take
to achieve the given goal. AI systems can either use
symbolic rules or learn a numeric model, and they
can also adapt their behaviour by analysing how the
environment is affected by their previous actions.

As a scientific discipline, AI includes several
approaches and techniques, such as machine learning
(of which deep learning and reinforcement learning
are specific examples), machine reasoning (which
includes planning, scheduling, knowledge
representation and reasoning, search, and
optimization), and robotics which includes control,
perception, sensors, and actuators, as well as the
integration of all other techniques into cyber-physical
systems.

Furthermore, most, if not all, modern AI systems are considered
artificial narrow intelligence (ANI) or Weak AI [15] designed
to perform one or more specific tasks. In health care,
domain-specific tasks for ANI may vary from performing human
perceptions, such as image recognition [16] and natural language
processing [17], to making complex clinical decisions, such as
medical diagnostics [18]. Many recent advances and
breakthroughs in ANI use learning-based approaches, namely,
deep learning, in which computational models consisting of
several layers of artificial neural networks (hence the titular
deep) are trained by learning from a massive amount of sample
data to perform specific tasks. Although recent performances
of ANI appear very promising, ANI models are limited in their
generalizability, that is, models trained to perform tasks in one
domain cannot be generalized to other domains. For example,
ANI trained to diagnose diabetic retinopathy from fundus images
cannot be directly used to detect pneumonia from chest x-ray
images. In contrast to ANI, artificial general intelligence (AGI)
or Strong AI [15] belongs to a class of AI that displays true
human intelligence, capable of continuously learning and
performing any tasks like a real human. AGI is most likely in
public consciousness when talking about AI, as it is frequently
portrayed in popular culture by sentient robots and self-aware
systems. At present, no AI systems have been able to come
close to exhibit the AGI capability. For a useful and concise
summary regarding the definitions, terminologies, and history
of AI, see the following technical reports: Ethics Guidelines for
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Trustworthy AI [15] and Historical Evolution of Artificial
Intelligence [19].

Methods

A systematic scoping review was conducted according to the
5-stage framework by Arksey and O’Malley [20]. Results were
reported according to the PRISMA (Preferred Reporting Items
for Systematic Reviews and Meta-Analyses) checklist
(Multimedia Appendix 1) [21].

Stage 1: Identifying the Research Question
Our research question was as follows: What is known about the
perceptions and needs of AI in health care?

Stage 2: Identifying Relevant Studies
Studies were searched from inception until June 21, 2021, using
a 3-step search strategy. First, potential keywords and Medical
Subject Headings terms were generated through iterative
searches on PubMed and Embase. Keywords such as machine
learning did not result in better search outcomes (ie, many
irrelevant results were retrieved, such as the use of machine
learning to explore perceptions of other topics); hence, they
were omitted. Next, keywords including artificial intelligence,
AI; public; consumer; community; perception*; preference*;
needs*; opinions*; and acceptability were searched through
nine databases: ACM Library, CINAHL, Cochrane Central,
Embase, IEEE Xplore, PsycINFO, PubMed, Scopus, and Web
of Science. Additional articles were also retrieved from the first
10 pages of the Google Scholar search results and the reference
lists of the included full-text articles. The specific database
searches combined with Boolean operators are detailed in
Multimedia Appendix 2.

Stage 3: Study Selection
After removing duplicate articles, titles and abstracts were first
screened by HSJC for inclusion eligibility. Articles were
included if they were (1) focused on the use of AI in health care,
except those focused on using AI to improve surgical techniques;
(2) focused on perceptions, needs, and acceptability of AI in
health care; (3) empirical studies or systematic reviews; (4) on
adults aged ≥18 years; and (5) used in a community setting.

Articles were excluded if they were (1) not specific to AI (eg,
general eHealth or mobile health); (2) pilot studies,
commentaries, perspectives, or opinion papers; and (3) not
presented in the English language. In total, 43 full-text articles
were screened independently by both coauthors, and
discrepancies were resolved through discussions and consensus.

Stage 4: Charting the Data
Data were extracted by HSJC using Microsoft Excel according
to the following headings: author, year, title, aim, type of
publication, study design, country, AI applications in health
care, data collection method, population characteristics, sample
size, age (mean or range), proportion of men, acceptability,
perceptions, needs and preferences, and limitations.

Results

Stage 5: Collating, Summarizing, and Reporting
Results
A total of 3666 articles were retrieved from the initial search.
After removing duplicate articles, 50.74% (1860/3666) of titles
and abstracts were screened, and 0.91% (17/1860) of full-text
articles were excluded for reasons shown in Figure 1. A total
of 1.4% (26/1860) of articles were included in this study, with
the study characteristics summarized in Table 1 and detailed in
Multimedia Appendix 3 [22-47]. The mean age of participants
ranged from 30 to 72.6 years, and the proportion of men ranged
from 0% to 73.4%. Sample sizes for studies with human subject
responses ranged from 11 to 2780, and secondary data (ie,
journal articles and app reviews) ranged from 31 to 1826
[22-24]. Interestingly, 19% (5/26) of studies focused on the use
of chatbots in health care [23-27] and 31% (8/26) of studies
measured acceptability using questionnaires, surveys, interviews
[25,26,28-33], and the discrete choice experiment (Multimedia
Appendix 4 [22-32,34,36,37,39,41-44,47]) [34]. All the studies
showed at least moderate acceptability, or >50% of the
participants showed acceptance toward the use of AI in health
care, albeit only for minor conditions [26]. Age, IT skills,
preference for talking to computers, perceived utility, positive
attitude, and perceived trustworthiness were found to be
associated with AI acceptability [25,26].

Figure 1. PRISMA (Preferred Reporting Item for Systematic Reviews and Meta-Analyses) flow diagram of search strategy. AI: artificial intelligence.
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Table 1. Summary of study characteristics (N=26).

Value, n (%)Study characteristics

Country

1 (4)Australia and New Zealand [35]

4 (15)Canada [27,36-38]

6 (23)China [22,32,33,39,40]

1 (4)France [41]

2 (8)India [24,42]

1 (4)Korea [48]

1 (4)Saudi Arabia [29]

1 (4)Switzerland [30]

5 (19)United Kingdom [23,26,31,43,44]

1 (4)United Kingdom, Cyprus, Australia, the Netherlands, Sweden, Spain, United States, and Canada [28]

3 (12)United States [25,45,46]

Type of publication

24 (92)Journal papers [22-29,31-41,43-47]

2 (8)Conference papers [30,42]

Study design

15 (58)Observational [22,24,27-30,33-35,39,43-47]

5 (19)Qualitative [36-38,41,42]

5 (19)Mixed methods [25,26,31,32,40]

1 (4)Systematic review [23]

Population characteristics

9 (35)General public [22,24,26,30,32-34,37,45]

10 (39)Health care, government, technology, and industrial staff [27-29,35,36,40-44]

7 (27)Patients and caregivers with specific diseases [25,31,34,36,38,39,47]

1 (4)Mixture (systematic review) [23]

Artificial intelligence applications in health care

11 (42)General health care [22,23,26,27,29,33,36,37,40,41,43]

3 (12)Primary [44] and community health care [28,42]

3 (12)Chronic disease self-management [25,31,47]

4 (15)Self-diagnosis [30,32,34,39]

2 (8)Mental health [24,38]

3 (12)Diagnostics [35,45,46]

Positive Perceptions

Overview
Several positive perceptions on the use of AI in health care were
highlighted in our findings (Table 2).
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Table 2. Perceptions on the use of artificial intelligence (AI) in health care.

Concerns over
full automation

Lack of trust in
technology

Lack of trust in
patient safety

Lack of trust in
data privacy

PriceEfficiencyAvailable on
demand and us-
er-friendly

Study

NSNSbDeemed techni-
cally and com-

Especially in
voice-activated
devices

Cost was seen as
both a facilitator of
and a barrier to the
older people’s

adoption of AIa

Could support the
self-care needs of old-
er people—mobility,
self-care and domestic
life, social life and re-
lationships, psycholog-

Able to collect
data nonintru-
sively

Abdi et al
[28]

mercially ready
to support the
care needs of
older people

ical support, and ac-
cess to health care;
potential uses for re-
mote monitoring and
prompting daily re-
minders, for example,
medications

Most health
care employees

NSAI was unable
to provide opin-

NSNSSpeeds up health care
processes

NSAbdullah
and Fakieh
[29] feared that the

AI would re-
ions in unexpect-
ed situations

place their job
(mean score
3.11 of 4)

Only a minority
would rely sole-

NSUsers were un-
sure about the

There were con-
cerns over data
privacy

AI could be a cost-
saving alternative

Quicker diagnosis and
no waiting time

Constant avail-
ability, not re-
stricted by
physical loca-
tion

Baldauf et al
[30]

ly on an AI-
driven app for
assessing health

legality of offi-
cial medical
certification and
app trustworthi-
ness

Overall, 10% of
health care staff

NSNSIn all, 80% of
health care staff

NSIn all, 79% of health
care staff believed AI

NSCastagno
and Khalifa
[43] worried AI will

replace their job
believed there
may be serious
privacy issues

could be useful or ex-
tremely useful in their
field of work

NSNSPatients were
unsure whether

Patients were
not concerned

NSNSNSEaston et al
[31]

to treat a chat-over data shar-
ing bot as a real

physician or an
adviser

Less than half
of the social

NSSocial media
users were pes-

Distrust of AI
companies ac-

NSNSNSGao et al
[22]

media posts ex-simistic aboutcounted for a
pressed that AIthe immaturityquarter of all
would complete-of AI technolo-

gy
negative opin-
ions among so-
cial media users

ly or partially
replace human
doctors

NSNSThere were con-
cerns with chat-

There were con-
cerns with chat-

NSThe majority were in-
terested in using a

NSGriffin et al
[25]

bots makingbots providingchatbot to help man-
overwhelmingtoo much infor-age medications, re-
demands formation and in-

vading privacy
fills, communicate
with care teams, and
accountability toward
self-care tasks

lifestyle
changes

NSNSNSNSNSNSNSKim [47]
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Concerns over
full automation

Lack of trust in
technology

Lack of trust in
patient safety

Lack of trust in
data privacy

PriceEfficiencyAvailable on
demand and us-
er-friendly

Study

NSNSNSThere were le-
gal difficulties
to access indi-
vidual health
data; regulate
use; strike bal-
ance between
health, social
justice, and
freedom; and
need to achieve
confidentiality
and respect for
privacy

NSNSNSLai et al [41]

NSNSAI may not un-
derstand com-
plex emotional
problems and
give incurable
diagnoses; and
unsure whether
doctors would
accept the infor-
mation provid-
ed by the AI

NSNSNSNSLi et al [32]

Majority pre-
ferred to receive
combined diag-
noses from both
AI and human
clinicians

NSMajority were
confident that
AI diagnosis
methods would
outperform hu-
man clinician
diagnosis meth-
ods because of
higher accuracy

NSNSNSNSLiu et al [34]

NSNSAccuracy was
deemed the
most important
attribute for AI
uptake

NSAcceptability de-
pends on the ex-
pense of AI diagno-
sis compared with
that of physicians

NSNSLiu et al [39]

AI technology
is still not com-
petent to re-
place human
decision-mak-
ing in clinical
scenarios

NSThere were con-
cerns over the
risk of medical
errors, bias, and
secondary ef-
fects of using
AI (eg, insur-
ance)

NSNSImproves efficiency
through decision sup-
port to improve prima-
ry health care process-
es and pattern recogni-
tion in imaging

NSLiyanage et
al [44]

Fear of losing
human touch
and skills from
overreliance on
machines

NSIt still requires
human verifica-
tion of comput-
er-aided deci-
sions

There were con-
cerns about pri-
vacy, commer-
cial motives,
and other risks
and mixed
views about ex-
plicit consent
for research.
Transparency is
needed

NSPotential for faster
and more accurate
analyses; ability to use
more data

NSMcCradden
et al [36]
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Concerns over
full automation

Lack of trust in
technology

Lack of trust in
patient safety

Lack of trust in
data privacy

PriceEfficiencyAvailable on
demand and us-
er-friendly

Study

NSNSA few patients
and caregivers
felt that alloca-
tion of health
resources
should be done
via computer-
ized output, and
a majority stat-
ed that it was
inappropriate to
delegate such
decisions to a
computer

Nonconsented
use of health
data is accept-
able with disclo-
sure and trans-
parency. Selling
health data
should be pro-
hibited. Some
privacy health
outcomes trade-
off is acceptable

NSPredictive modeling
performed on primary
care health data and
business analytics for
primary care provider.
AI has the potential to
improve managerial
and clinical decisions
and processes, and
this would be facilitat-
ed by common data
standards

NSMcCradden
et al [37]

NSNSUnable to suffi-
ciently encom-
pass the real sit-
uational com-
plexity. Elec-
tronic physician
did not have the
ability to go
deep enough,
provide access
to other materi-
als, or provide
enough informa-
tion

NSNSSpeed up the process
of service delivery
and performance. Re-
spondents appreciated
reminders and assis-
tance in forming rou-
tines, chatbot agents
in facilitating learn-
ing, and agents in pro-
viding accountability
(eg, regular check-ins,
follow-ups). Multi-
modal interactions
(eg, voice, touch)
were viewed positive-
ly

Easy to learn
and use

Milne-Ives
et al [23]

NSUncertain about
the quality,
trustworthiness,
and accuracy of
the health infor-
mation provid-
ed by chatbots

Risk of harm
from inaccurate
or inadequate
advice. Imma-
ture in perform-
ing a diagnosis
but providing
general health
advice is accept-
able

Some partici-
pants were con-
cerned about
the ability of
the chatbots to
keep sensitive
data secured
and confiden-
tial. The level
of anonymity
offered by chat-
bots was
viewed positive-
ly by several
participants

NSIf free at the point of
access, chatbots were
seen as time-saving
and useful platforms
for triaging users to
appropriate health
care services

Chatbots were
perceived as a
convenient tool
that could facili-
tate the seeking
of health infor-
mation on the
web

Nadarzynski
et al [26]

AI would never
completely re-
place health
care workers
because of the
need for human
interaction

Concerned over
AI failures or
misdiagnoses.
The AI app
might serve to
reinforce the
expertise of
CHWs, improve
patients’ under-
standing of the
diagnosis

NSNSAI app would be able
to perform some of
the manual tasks and
make the work of

CHWsc more effi-
cient, and help CHWs
and patients in deci-
sion-making processes

NSOkolo et al
[42]
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Concerns over
full automation

Lack of trust in
technology

Lack of trust in
patient safety

Lack of trust in
data privacy

PriceEfficiencyAvailable on
demand and us-
er-friendly

Study

Chatbots alone
are not able to
provide effec-
tive care for all
patients because
of limited
knowledge of
personal factors

NSChatbots could
be a risk to pa-
tients if they
self-diagnose
too often and
did not accurate-
ly understand
the diagnoses

NSNSMany physicians be-
lieved that chatbots
would be most benefi-
cial for administrative
tasks such as schedul-
ing physician appoint-
ments, locating health
clinics, or providing
medication informa-
tion

NSPalanica et
al [27]

NSDoubtful about
reliability and
functionality

Chatbots may
be useful in
managing men-
tal health condi-
tions but not
good enough
for complex
problems. May
even be more
harmful to vul-
nerable patients
with poor ad-
vice

Data privacy is
a major barrier
that prevents
the adoption of
mental health
chatbots

The price of men-
tal health chatbots
could be a decisive
factor in places
with a poor health
insurance system

NSAlways avail-
able at the
touch of a but-
ton and user-
friendly

Prakash and
Das [24]

There is decreas-
ing reliance on
medical special-
ists for diagno-
sis and treat-
ment advice

AI would need
to perform
much more su-
perior to the av-
erage specialist
in screening and
diagnosis

There were con-
cerns over medi-
cal liability be-
cause of ma-
chine errors

There were con-
cerns over the
divestment of
health care to
large technolo-
gy and data
companies

NSThe top three potential
advantages are im-
proved patient access
to disease screening;
improved diagnostic
confidence; and en-
hanced efficiency, that
is, reduced time spent
by specialists on
monotonous tasks

NSScheetz et al
[35]

NSNearly equal
trust in AI vs
physician diag-
noses; signifi-
cantly more
likely to trust an
AI diagnosis of
cancer over a
physician’s diag-
nosis

NSNSAlmost all (94%)
participants were
willing to pay for a
review of medical
imaging by an AI

NSNSStai et al
[45]

NSThere were con-
cerns over the
lack of data inte-
gration; stan-
dards of data
collection, for-
mat, and quali-
ty; algorithm
opacity; and
ability to read
unstructured da-
ta

Doubts in the
ability of AI to
identify coun-
try-specific pa-
tient disease
profiles

Lack of trust to-
ward AI-based
decisions; uneth-
ical use of
shared data

High treatment
costs for patients
but does not make
profits for hospitals

NSNSSun and
Medaglia
[40]

NSThere were
doubts over
overall sustain-
ability

Trust in the app,
as it discloses
that the app was
informed by the
Canadian mili-
tary experience
(credibility)

No assurance of
users’ privacy

NSIt would address the
perceived mental
health service gap

It could support
those not cur-
rently accessing
mental health
services

Tam-Seto et
al [38]
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Concerns over
full automation

Lack of trust in
technology

Lack of trust in
patient safety

Lack of trust in
data privacy

PriceEfficiencyAvailable on
demand and us-
er-friendly

Study

A very small
minority of
health care and
non–health care
workers expect
that full automa-
tion is likely to
happen

NSBoth health care
and non–health
care workers
express more
trust in real doc-
tors than in AI

NSNSHealth care workers
prefer AI to alleviate
daily repetitive work
and improve outpa-
tient guidance and
consultation. The cur-
rent auxiliary and par-
tial substitution ef-
fects of AI are recog-
nized by >90% of the
public, and both
groups have positive
attitudes regarding AI
development

NSXiang et al
[33]

Supplementary
service rather
than a replace-
ment of the pro-
fessional health
force is required
for the AI to be
particularly use-
ful in helping
patients to com-
prehend their
physician’s diag-
nosis

There were con-
cerns about ac-
curacy, reliabili-
ty, quality, and
trustworthiness
of AI outputs,
such as the pre-
dictions and
recommended
medical infor-
mation

NSThere were con-
cerns about cy-
bersecurity

NSNSNSZhang et al
[46]

aAI: artificial intelligence.
bNS: not specified.
cCHW: community health care worker.

Availability and Ease of Use
Of the 26 studies, 3 (12%) studies highlighted the advantage of
AI being constantly available without restrictions such as
physical location, time, and access to a structured treatment
[24,30,38]; 3 (12%) other studies also mentioned the
appreciation of respondents for how an AI system could collect
data remotely in a nonintrusive and user-friendly manner
[23,24,28]. These studies mostly represented the perceptions
of consumers and health care providers [24,30,38] (Multimedia
Appendix 3). Only 4% (1/26) of studies did not mention the
population characteristics [24].

Improves Efficiency and Reduces the Cost of Health
Care Service Delivery
In all, 58% (15/26) of studies highlighted the potential of AI to
improve the efficiency of health care service delivery in terms
of remote monitoring [28], providing health-related reminders
[23,28], increasing the speed and accuracy of health care
processes (eg, consultation wait time, triaging, diagnosis, and
managing medication refills) [26,29,30,35-37,44], facilitating
care team communications, improving care accountability (eg,

regular check-ins and follow-ups for information gathering)
[23], and taking over repetitive manual tasks (eg, scheduling,
patient education, and vital signs monitoring) [27]. Some
respondents also appreciated the use of AI to provide a second
opinion to physicians’diagnoses or evaluations [42,46]. Overall,
12% (3/26) of studies [24,34,45] discussed the potential
cost-saving capacity of AI that influences AI acceptability,
whereas 4% (1/26) mentioned that the provision of an AI service
using IBM Watson caused patients to incur higher treatment
costs that did not translate to profits for the hospital after
factoring onboarding of the technology [40]. There was a good
proportion of representation from the health care and IT staff
(53.3%) [27-29,36,37,40,42,44] and those from the public,
including patients (Multimedia Appendix 3). Only 4% (1/26)
of the studies did not mention the population characteristics
[24].

Concerns and Mitigation Strategies

Overview
Our findings highlight several concerns (Table 2) and mitigation
strategies (Table 3).
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Table 3. Needs and mitigation strategies of artificial intelligence (AI) in health care.

Educating the public
on AI capabilities

Design, user experience, and
interconnectedness with
other devices

Perceived empathy and per-
sonification

Lack of personalization and
customizability

Need for transparen-
cy, credibility, and
regulation

Study

NSImplementing user-led de-
sign principles could facili-

NSNSNSaAbdi et al
[28]

tate the acceptability and
uptake of these technologies

Most respondents
had a general lack of

NSNSNSNSAbdullah
and Fakieh
[29] AI knowledge (mean

score 2.95 from 4)
and were unaware of
the advantages and
challenges of AI ap-
plications in health
care

NSNSLack of personal face-to-
face contact with a human
expert

Need guarantee of
anonymized trans-
mission and analysis
of personal health
data of users

Baldauf et al
[30]

• Personalized explana-
tion of analyses

• Disease information
• Treatment cost
• Recommending physi-

cian’s visit
• Alternative Therapies
• Prevention information
• Treatment companion
• Mental support
• Objectivity and inde-

pendence

NSNSNSNSNSCastagno
and Khalifa
[43]

NSPersonification of the chat-
bot should be emotionally

The chatbot should be en-
riched by the ability to de-

The system should allow
personalization

Needed clarity on
whether the chatbot
was a physician or
an adviser

Easton et al
[31]

expressive. Multi-modal in-
teractions and interconnect-
edness with other consumer
devices were suggested

tect emotion (distress, fa-
tigue, and irritation) in
speech and nonverbal cues
to build a therapeutic rela-
tionship between the agent
and the patient

NSNSNSNSNSGao et al
[22]

NSSome older adults described
limited use of smartphone,

NSNSNSGriffin et al
[25]

given the small screen or in-
ability to keep track of it

NSNSNSNSNSKim [47]

NSNSNSNSNeed for app regula-
tion to create a more

Laï et al [41]

permissive regulato-
ry framework;
achieve confidential-
ity and respect for
privacy
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Educating the public
on AI capabilities

Design, user experience, and
interconnectedness with
other devices

Perceived empathy and per-
sonification

Lack of personalization and
customizability

Need for transparen-
cy, credibility, and
regulation

Study

NSNSNSAI systems may provide
more specific, personalized
information and advice

Credibility of the in-
telligent self-diagno-
sis system can be
improved through
transparency (eg,
showing accuracy
scores). State if doc-
tors would accept
information provid-
ed by AI

Li et al [32]

NSNSNSNSNSLiu et al [34]

NSNSNSNSNSLiu et al [39]

NSNSNSNSNSLiyanage et
al [44]

NSNSNSNSNeed for transparen-
cy on how and by
whom their data
were used

McCradden
et al [36]

NSNSNSNSNeed for transparen-
cy, disclosure, repa-
rations, deidentifica-
tion of data, and use
within trusted institu-
tions

McCradden
et al [37]

NSInteraction was too long, the
use of nonverbal expressions
by the avatar was not appeal-
ing, and there was a lack of
clarity regarding the aim of
the chatbot. Better integra-
tion of the agent with elec-
tronic health record systems
(for a virtual physician) or
health care providers (for an
asthma self-management
chatbot) would be useful

Need for greater interactivi-
ty or relational skills in con-
versational agents. Respon-
dents liked that the agent
had a personality and
showed empathy, which im-
proves personal connection.
Others had difficulty in em-
pathizing with the agent or
reported disliking its limited
conversation and responses

Need more customization or
availability of feature op-
tions (eg, preformatted or
free-text options)

NSMilne-Ives
et al [23]

There was a general
lack of familiarity
and understanding of
health chatbots
among participants

NSLack of empathy and inabil-
ity of chatbots to understand
more emotional issues, espe-
cially in mental health. The
responses given by chatbots
were seen as depersonalized,
cold, and inhuman. They
were perceived as inferior to
physician consultation, al-
though anonymity could fa-
cilitate the disclosure of
more intimate or uncomfort-
able aspects to do with
health

NSNeed to increase
transparency of infor-
mation source

Nadarzynski
et al [26]

NSNSNSNSNSOkolo et al
[42]

NSNSMany physicians believed
that chatbots cannot display
human emotion

NSNSPalanica et
al [27]
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Educating the public
on AI capabilities

Design, user experience, and
interconnectedness with
other devices

Perceived empathy and per-
sonification

Lack of personalization and
customizability

Need for transparen-
cy, credibility, and
regulation

Study

NSNS• Mixed findings on per-
ceived empathy. Some
users perceived the
chatbot to be warm and
friendly, whereas oth-
ers found it to be un-
sympathetic and rude

• Mixed findings on
preference for a life-
like chatbot—some felt
it a little creepy and
weird

• The nonjudgmental na-
ture of chatbots is a
strong motivator of
adoption. It should re-
spond spontaneously in
a contingent, human-
like manner

There were user input restric-
tions during chatbot conver-
sations where the chatbot
forced the users to respond
to a list of choices

NSPrakash and
Das [24]

A minority (13.8%)
of the participants
felt that the special-
ist training colleges
were adequately pre-
pared for the intro-
duction of AI into
clinical practice. Ed-
ucation was identi-
fied as a priority to
prepare clinicians
for the implementa-
tion of AI in health
care

NSNSNSNSScheetz et al
[35]

NSNSNSNSNSStai et al
[45]

Insufficient knowl-
edge on values and
advantages of AI
technology; unrealis-
tic expectations to-
ward AI technology

NSNSNSNSSun and
Medaglia
[40]

Managing the pub-
lic’s expectations of
the capabilities of
such an app

NSNSNSNSTam-Seto et
al [38]

More than 90% of
health care workers
expressed a willing-
ness to devote time
to learning about AI
and participating in
AI research

NSNSNSNSXiang et al
[33]
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Educating the public
on AI capabilities

Design, user experience, and
interconnectedness with
other devices

Perceived empathy and per-
sonification

Lack of personalization and
customizability

Need for transparen-
cy, credibility, and
regulation

Study

NSNSConcerns over lack of empa-
thy

• Need more personal-
ized and actionable in-
formation

• AI should be enhanced
with features that can
help to recommend
personalized questions
to ask physicians

Majority of partici-
pants expressed the
need to increase sys-
tem transparency by
explaining how the
AI arrived at its con-
clusion

Zhang et al
[46]

aNS: not specified.

Lack of Trust

Data Privacy

In all, 58% (15/26) of studies described the respondents’ lack
of trust regarding how their personal data will be collected (eg,
unknowingly through voice-activated devices) and handled (eg,
by whom and how) [22,24-26,28,30,31,35,36,38,40,41,43,46].
However, 4% (1/26) of the studies reported no concerns
regarding data sharing. This could be because of the respondents
being chronic obstructive pulmonary disease patients who may
have been used to their data being shared for clinical
decision-making purposes [31]. Potential mitigation strategies
suggested were to guarantee anonymity [26] and increase
transparency in how the collected data will be used (eg, by
which third party and how) [24,37]. There was a good proportion
of representation from the general public, including patients
(53.3%) [22,24-26,30,31,37,38,46] and health care providers
and IT staff (Multimedia Appendix 3).

Patient Safety

Of the 26 studies, 21 (81%) discussed the respondents’ lack of
trust in an AI to ensure patient safety while performing its tasks,
especially regarding providing accurate information on rare
conditions or unexpected situations [22-27,29-42,44]. Other
concerns were regarding the credibility of AI-based
recommendations (eg, whether it was validated by medical
professionals) [30,32], maturity in the technology to provide
safe and realistic recommendations [22,25], medical liability
from the risk of medical errors and bias [26,35,36,44], secondary
effects of AI-based diagnoses such as insurance claims [44],
and miscommunications [26]. The potential mitigation strategies
suggested were the provision of AI-specific regulations
[30,31,41], transparency in its credibility, how a
recommendation is derived (eg, showing who developed the
system and the system reasoning and reliability based on
information source and personal information), and its accuracy
[32,38]. In contrast, 4% (1/26) of studies reported that the
respondents were confident that the AI would outperform human
clinical diagnoses because of higher accuracy and lower human
errors [39]. Most respondents accepted AI in providing general
health advice to minor ailments. Most of the responses
represented the voices of the public, including patients (66.6%)
[22-26,30-32,34,35,37-40] (Multimedia Appendix 3).

Technology

Of the 26 studies, 6 (23%) studies discussed the participants’
lack of trust in the maturity of AI technology in providing
reliable and accurate information to support health-related
predictions and recommendations [24,26,35,38,40,46]. This
could be related to concerns over the lack of integration and
synthesis of information from various sources, standardization
of data collection, and the overall sustainability of AI-assisted
health care service delivery [40,45]. However, 8% (2/26) of
studies reported that respondents had similar trust in AI as
compared with a human physician’s diagnoses [28,45]. Possible
mitigation strategies include increasing system transparency
and reporting system accuracies [26,46]. Only 8% (2/26) of
studies represented the voices of health care and IT staff
[35,40,49] (Multimedia Appendix 3).

Potential Impacts of Full Automation
In all, 46% (12/26) of studies discussed the perceptions of
respondents on the possibility and impacts of full automation
on the health care industry, especially in terms of diagnoses, all
of which reported that it is unlikely that AI will completely
replace health care professionals [22, 27, 29, 30, 33, 35, 36, 39,
42-44, 46]. This could largely be because of the immaturity of
AI technology and its limitations in providing human-like
interactions (which build trust) [27]. Instead, many patients
preferred a combination of both AI and human physicians in
diagnoses to achieve a more accurate and comprehensive
evaluation [30,39]. Most of the responses represented the voices
of health care and IT staff (58.3%) [27,29,35,36,42-44]
(Multimedia Appendix 3).

Needs to Improve Adoption of AI in Health Care
Besides the needs highlighted to mitigate the concerns, several
additional features were found to potentially improve the
adoption of AI in health care (Table 3).

Enhance Personalization and Customizability
Of the 26 studies, 6 (23%) studies discussed the need for AI to
personalize information such as the explanation of diagnoses,
recommendations, patient education, and even pertinent
questions or issues to raise to their physicians [23,24,30-32,46].
Some studies also mentioned the need to customize chatbot
features according to user preferences (for fixed options or
free-texts) [23,24].

J Med Internet Res 2022 | vol. 24 | iss. 1 | e32939 | p. 13https://www.jmir.org/2022/1/e32939
(page number not for citation purposes)

Chew & AchananuparpJOURNAL OF MEDICAL INTERNET RESEARCH

XSL•FO
RenderX

http://www.w3.org/Style/XSL
http://www.renderx.com/


Enhance Empathy and Personification of AI-Enabled
Chatbots and Avatars
In all, 27% (7/26) of studies highlighted the respondents’
concern over the lack of empathy, which is a crucial element
of human interaction to build trust between service providers
and consumers. However, empathy must be displayed tactfully
in verbal and nonverbal expressions such that it does not appear
to be “creepy and weird,” especially in populations with mental
health issues [24]. Personification was also emphasized to
increase the relatability, connection, and appeal to interact with
the chatbot or avatar [23]. Perceived anonymity in interacting
with the chatbot was also highlighted to assist in communication
regarding sensitive topics [26].

Enhance User Experience, Design, and
Interconnectedness With Other Devices
Overall, 15% (4/26) of studies described the need to improve
user experience to increase user engagement with AI
[23,25,28,31]. Strategies include needs-based interaction timing,
the use of suitable verbal and nonverbal expressions,
interconnectedness with other information sources (eg, electronic
health record), apps (eg, calendar), and devices (eg, smart home
technology–enabled devices).

Educate the Public on AI Capabilities
Of the 26 studies, 6 (23%) studies highlighted the lack of public
and clinical awareness on the capabilities of AI in health care,
of which the majority of the respondents expressed their
willingness to learn [26,29,33,35,38,40]. A better understanding
of the advantages and disadvantages of AI in health care could
enhance the health care service delivery efficiency while
balancing the expectations from it.

Discussion

Principal Findings
On the basis of the 26 articles included in this scoping review,
we identified the perceptions and needs of various populations
in the use of AI for general, primary, and community health
care; chronic diseases self-management; self-diagnosis; mental
health; and diagnostic procedures. However, the use of AI in
health care remains challenged by the common perceptions,
concerns, and unmet needs of various stakeholders such as
patients, health care professionals, governmental or legal
regulatory bodies, software developers, and industrial providers.
Simply introducing AI into health care systems without
understanding the needs of stakeholders will not lead to a
sustainable change [50].

Our results showed that, similar to most ITs, AI was generally
favored for its on-demand availability, ease of use, potential to
improve efficiency, and reduce the cost of health care service
delivery. These features could enhance patients’ compliance to
health care treatments and recommendations that may be
inaccessible or inconvenient. For example, patients are
traditionally required to commit to a physician’s consultative
appointment that could be relatively inflexible because of a long
list of patients, and one could be forced to skip the consultation
because of a conflict in their schedule. AI confers the benefit

of information collection and dissemination beyond the
constraints of time and place, which have been shown to
improve medication adherence through an AI-based smartphone
app [51] and diet and exercise adherence through an AI-based
virtual health assistant [52]. Our findings also demonstrated
that AI is valued for its potential to speed up health care
processes such as diagnosis, waiting time, communication with
care teams, decisional support, and other routine tasks (eg,
progress monitoring) that can be automated. This increase in
service delivery efficiency frees up time and resources for
clinicians to focus on tasks that involve more unexpected
variabilities such as dealing with rare disease management and
interacting with patients, thereby reducing the risk of burnout,
job dissatisfaction, and manpower shortage [53].

Although our findings showed high rates of acceptability,
concerns were raised about the lack of trust (in data privacy,
patient safety, and technology maturity) and the impacts of
AI-driven automation on health care job security and health
care services. Ethical controversies surrounding the use of AI
in health care have been long-standing. Although there are
increasingly more regulatory guidelines available, such as those
developed by the World Health Organization [54] and the
European Union [55], the use of AI in health care remains
debatable because of the challenges in ensuring data privacy
and proper data use [56]. This is especially true when data
collection modes are conducted through third-party apps, such
as Facebook Messenger (Meta Platforms), of which privacy
policies are governed by technology companies and not health
care institutions [24]. Moreover, although there are privacy and
security precautionary measures, the increasing reports of data
leaks and vulnerabilities in electronic medical record databases
erode population trust. Future security and transparency
measures could consider the use of blockchain technology, and
privacy laws should be properly delineated and transparent [57].

This review also found the need to enhance the personalization
and customizability of information provided by AI, the
incorporation of empathy and personification in AI-based
conversational agents, the user experience through better design
and interconnectedness with other devices and systems, and the
need to educate the public on AI capabilities. Concerning
personalized health care, reports generated by AI should be
integrated and explained in accordance with each individual’s
demographic and clinical profile to facilitate self-management
[46]. We also identified the need for AI to not only assist in the
understanding of patients’ medical condition but also the
provision of relevant treatment options and personalized
recommendations with intuitive actions provided (eg, a button
to call an ambulance when deemed necessary by the AI) [31].
This coincides with existing studies that highlight the predictive
power of AI in providing support to preventive disease onset
or deterioration through interventions tailored according to user
preferences [58]. For example, AI has been used to provide
just-in-time adaptive interventions that prompt users to perform
healthy behavior changes (eg, healthy diet and exercise and
smoking cessation) based on constant data collection of their
behaviors and preferences [49]. However, the data collection
of users’behavioral or clinical information should also consider
the customizability of input options (eg, providing predefined
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options or allowing for free-text input) to enhance the usability
and adoption of such systems, depending on user preferences
[24]. Personification of AI-based conversational agents to
express human-like identity, personality, empathy, and emotions
was also highlighted as an area of improvement to enhance
human-chatbot interactions and eventually user adoption [59].
It was also important for the AI systems to be accessible through
various devices (eg, tablets, televisions, laptops, and smart home
appliances) and modes (eg, text and speech) for the convenience
of information consumption and data collection. Finally, our
findings suggest a need to address the knowledge deficit in the
definition, capacity, and functions of AI. This could be done
by cultivating AI literacy and exposure from childhood [60]
and incorporating the AI curriculum in health care training and
upgrading courses [61].

Overall, our study findings are consistent with well-established
theories such as the Technology Acceptance Model, of which
the second version proposed by Venkatesh and Davis [62] posits
that technology acceptance is strongly associated with the
perceived usefulness and perceived ease of use, which are
influenced by subjective norms, images, job relevance, output
quality, result demonstrability, experience, and voluntariness
[63]. Therefore, to enhance the acceptability of AI in health
care applications, its perceived usefulness over and above the
current standard practices such as capacity to increase service
delivery efficiency and community-based self-diagnostic
accuracy should be emphasized. Such messages should be
designed to be relevant to the individual and organizational
adopters of a social system through various communication
channels and change agents (ie, gatekeepers and opinion
leaders). Such messages should be persuasive to spark five
stages of adoption, namely, knowledge, persuasion, decision,
implementation, and confirmation, known as the diffusion of
innovation theory by Rogers [64]. Different strategies are also
needed to correspond with the different categories of adopters,
namely, the innovators, early adopters, early majority, late
majority, and laggards. Different rates of technology adoption
are associated with one’s risk tolerance related to higher social
economic status, education level, and financial stability [65].
An example is the case of AI adoption in chronic disease early
detection and management in the United Arab Emirates. Success
was attributed to the managerial, organizational, operational,
and IT infrastructure factors that contribute to the factors of
the Technology Acceptance Model [66]. However, advanced
technologies such as AI continue to be relatively expensive and
require eHealth literacy, which may widen the digital divide,
and therefore the data divide and health disparity among
societies. According to a report published in The Lancet, the

internet remains inaccessible to approximately 50% of the global
population because of a digital divide [67]. In addition, there
are specific guidelines on the implementation of AI in health
care service delivery, such as the quality of data and certification
of AI systems, which may deter adoption [68].

Limitations
This study had several limitations. First, only articles written
in English were retrieved, possibly limiting the
comprehensiveness of our findings. However, we conducted a
search on Google Scholar to supplement the electronic database
search for more relevant papers. Second, the studies were largely
heterogeneous in their study designs, research aims, and data
collection methods. Third, there were limited studies on the
perceptions of AI and clinical researchers who could provide
outlooks on the perceptions of the general public. Finally, the
public’s perceptions of AI in health care may be limited by their
knowledge of the definitions and capabilities of AI, as
highlighted in our findings that there is a need to enhance the
public’s knowledge on AI. Therefore, the priority or importance
of each perception and need could not be evaluated. The
inclusion of articles based on our definition of AI could also
have limited the scope of this study. Studies that considered
different definitions of AI may have been excluded.

Recommendations for Future Design and Research
This study highlighted the perceptions and needs of AI to
enhance its adoption in health care. However, one major
challenge lies in the extent to which AI is tailored according to
each individual’s unique preference, and if such preferences are
largely varied, how data can be aggregated for analyses and
applicability in specific health care applications. Therefore,
future studies that use AI should not only consider the issues
raised in this study but also clarify the applicability in their
applications and target population. A prior needs-based analysis
is recommended before the development of AI systems.

Conclusions
Although AI is valued for its 24/7 availability in health care
service delivery, ease of use, and capacity to improve health
care service provision efficiency, concerns over trust in data
privacy, information credibility, and technological maturity
remain. Although several mitigation strategies such as enhancing
transparency over predictive accuracy and information sources
were identified, other areas of improvement were also
highlighted. Future studies and AI development should consider
the points raised in this study to enhance the adoption and
enhancement of AI to improve health care service delivery.
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