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Deep learning of facial embeddings and facial landmark points
for the detection of academic emotions

Fwa Hua Leong
keith_fwa@nyp.edu.sg

Nanyang Polytechnic, School of Information Technology
Singapore, Singapore

ABSTRACT
Automatic emotion recognition is an actively researched area as
emotion plays a pivotal role in effective human communications.
Equipping a computer to understand and respond to human emo-
tions has potential applications in many fields including education,
medicine, transport and hospitality. In a classroom or online learn-
ing context, the basic emotions do not occur frequently and do not
influence the learning process itself. The academic emotions such
as engagement, frustration, confusion and boredom are the ones
which are pivotal to sustaining the motivation of learners. In this
study, we evaluated the use of deep learning on FaceNet embed-
dings and facial landmark points for academic emotion detection on
a publicly available dataset - DAiSEE that has been annotated with
the emotional states of engagement, boredom, frustration and con-
fusion. By modeling both the spatial and temporal dimensions, the
results demonstrated that both models are able to detect incidences
of boredom and frustration and can be used in the moment-by-
moment monitoring of boredom and frustration of learners using a
tutoring system either online or in a classroom.

CCS CONCEPTS
• Computing Methodologies → Artificial Intelligence; • Ap-
plied Computing → Education.
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1 INTRODUCTION
Automatic emotion recognition is an actively researched area as
emotion plays a pivotal role in effective human communications.
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Equipping a computer to understand and respond to human emo-
tions or affective computing [21] has potential applications in many
fields including education, medicine, transport and hospitality.

Among the techniques of automatic emotion recognition, the
facial channel is universally recognized as the dominant channel
of emotion expression in humans, resulting in facial expression
recognition (FER) being the most researched among the various
channels of emotion expression.

An early influential study in facial emotion by [6] concluded that
there is a set of seven prototypical or basic emotions (happiness,
sadness, fear, disgust, anger, contempt and surprise) that is recog-
nizable even across different human cultures. He further postulated
that the seven basic emotions can be described by combinations of
47 facial action units (AUs). The individual action units code the
voluntary and involuntary movements of different facial muscles
that occur during the expression of emotions. The labeling of the
facial AUs, however is laborious and requires one to be trained for
the accurate recognition of facial AUs [27]. As data labeling is an
important prerequisite for the construction of machine learning
model, the effort and expertise requirement constraints the use
of facial AUs for emotion detection research. In addition, the link
between facial AUs and the learning related affective states has also
not been established [5].

Some researchers have argued that the set of seven basic emo-
tions are not applicable for the different contexts in the real world.
In a classroom or online learning context, the basic emotions do
not occur frequently and even if they do, they have no little or no
influence on the learning process itself. The academic emotions [19]
e.g. frustration, confusion, engagement and boredom are the ones
which influence the learning process. The ability of expert human
tutors to achieve enhanced learning outcomes is widely attributed
to their ability to sense the emotional states of the learners and
to continually adapt their tutoring strategies in response to the
dynamically changing emotional states throughout the tutoring
session. By fostering the positive emotion e.g. engagement and
suppressing negative emotions e.g. boredom, the tutor (which can
be human or computer) can sustain the interest and motivation of
the learner.

The traditional approaches in FER typically consists of 3 steps –
face or facial component detection, feature extraction and emotion
classification. After the detected facial components are formed into
features, traditional machine learning techniques using handcrafted
features are commonly employed to classify the various emotions.
Many of these studies use machine learning techniques such as
Hidden Markov Model (HMM) [15], Support Vector Machine (SVM)
[22] and Random Forest (RF) [17]. In recent years however, deep
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learning techniques are showing much promise in FER and yielding
state of the art results in many studies [10][26][1].

Deep learning based FER can be further categorized into static
and dynamic FER. Static FER typically uses Convolutional Neural
Network (CNNs) [13] to learn the weights of spatial filters from
static input images while dynamic FER uses videos as input to
capture not only the spatial but also the temporal dimensions. By
including the modeling of temporal dimension, dynamic FER tech-
niques are known to offer higher accuracies as compared to static
FER techniques. Long Short Term Memory (LSTMs) [9] are com-
monly used to model the temporal dimensions in FER as they are
fast and more importantly, they address the issue of vanishing gra-
dients - the issue of gradients for deeper layers which is a product
of gradients from earlier layers becoming zero.

FaceNet from Google [23] is a deep learning network which
learns the Euclidean embedding of input face images. It is originally
intended for use in facial recognition (FR) applications. When used
in FR, the output facial embeddings from the FaceNet model for
the reference facial image is compared using distance measures
against the stored database of learned embeddings with the stored
embedding with the closest match (or distance difference within
a threshold) being the identified person. Analogous to Natural
Language Processing (NLP) techniques where word embeddings
[20] are learned for the inference of text sentiments, we hypothesize
that the facial embeddings may similarly offer valuable information
for the detection of emotions.

In facial detection, researchers have achieved high accuracy in
the identification of facial landmark points or points which delin-
eate the outline of various facial features e.g. eye-brow. In some
studies, the facial landmark points are used for the automatic infer-
ence of human emotions. In the study by [25], features calculated
from the facial landmark points are fed into two neural-network
based architectures (one for the upper face and the other for the
lower face) to identify the occurrences of facial AUs. An average
accuracy rate of 93.3% for the recognition of 16 AUs was achieved
on an independent sample of 122 subjects.

In this paper, we focus on the detection of academic emotions
specifically frustration and boredom rather than the 7 basic emo-
tions as the target emotions are more relevant to a classroom sce-
nario.The detection of the academic emotions is challenging as they
are more subtle as compared to the basic emotions and thus the
significance of this research.

We also investigate the use of FaceNet embeddings and facial
landmark points for academic emotion detection. Although, FaceNet
was intended for use in facial recognition, the potential of its use
in academic emotion detection has not been investigated.

One of the considerations in the use of deep learning algorithms
is with their inference speed when deployed on mobile devices
especially for models with deep number of layers and huge num-
ber of weights to be tuned. This has resulted in many researches
being done recently to rectify the issue. The work by [3] in Mobile-
FaceNets is able to achieve inference speed of 18 milliseconds on
a mobile device for an input image resolution of 96 pixels by 96
pixels. We have developed a mobile application to test the speed
of detection of facial landmark points using the dlib libary [11] on
a mobile phone and we were able to achieve detection speed of
30 millisecond, thus demonstrating the viability of the proposed

models for use in mobile devices. As such, in this study, we com-
pare between the use of FaceNet embeddings and facial landmark
points for use in emotion detection, specifically the academic emo-
tions of frustration and boredom with consideration for eventual
deployment on mobile devices.

2 RELATED STUDIES
Many studies have used CNNs for the inference of emotions. A
study by [1] used CNNs across a few published Facial Emotion
Recognition (FER) datasets for visualization of AUs activation and
detection of 7 basic emotions. They also justified that their trained
CNN model can generalize across the various FER datasets. In [16],
CNNs were used for the detection of the 7 basic emotions. With
the use of pre-processing techniques such as spatial and intensity
normalization and generation of synthetic samples, the authors
were able to achieve an accuracy of 96.76% accuracy on the CK+
database.

To model the temporal dependencies on top of the spatial fea-
tures, [3] stacked LSTMs on top of CNNs to infer facial AUs which
can in turn be correlated to the basic emotions. The authors postu-
lated that temporal cues are pivotal to the accurate detection of the
facial AUs. The results showed that the hybrid network architecture
which addresses the spatial representation, temporal dependencies
and AU correlation issues outperforms alternative models with an
F1 score of 66.4.

In a recent work [18], the researchers trained the VGG-B [24]
model on the Facial Emotion Recognition 2013 (FER-2013) [7]
dataset before fine-tuning the model on their self-collected en-
gagement dataset. The engagement dataset consists of videos of
twenty students undertaking a learning scenario and were anno-
tated by six trained psychologists. The results showed that their
proposed model out-performed CNN based deep learning and tradi-
tional machine learning models. Deep convolutional architectures
pre-trained on a public facial image dataset were employed by the
authors for learning of the spatial dimensions of the facial images
before fine-tuning it on their own dataset.

Face detection is frequently performed as a prerequisite to facial
landmark points detection. In his submission to the third Recog-
nition in the Wild challenge in 2015 [4], the dlib library [11] is
used to crop out the face and locate 68 facial landmark points. The
distances between pairs of facial landmark points are then used as
inputs into an SVM for classification of the seven basic emotions.
The proposed model achieved an accuracy of 46.8% as compared
to the baseline model’s accuracy of 39.1%, demonstrating that the
facial landmark points can be used to discriminate between the
various emotions. Possible extensions to this study would be to use
facial landmark points for detection of academic emotions such as
boredom and frustration and to include the temporal dimensions
into the modeling for enhancing the detection performance.

In this study, we propose to infer the emotions of frustration and
boredom instead of AUs directly from either the facial embeddings
or the facial landmark points. We hypothesize that we can derive
valuable information for identification of frustration and boredom
from the facial embeddings and the facial landmarks. As opposed
to studies which model only the spatial dimensions of facial images,
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we also include the temporal dimensions of the facial videos for the
models used in this study.

Figure 1: Processing workflow for Facial Landmark Point
Model

3 METHODOLOGY
3.1 Dataset
We use DAiSEE (Dataset for Affective States in E-Environment)
[8] for this study. DAiSEE consists of 9,068 video sequences col-
lected from 112 Asian subjects. The provided dataset are also labeled
through crowd annotation with the four learning related affective
states of engagement, boredom, confusion and frustration. DAiSEE
is used here as it is the only publicly available "in the wild" fa-
cial video dataset that is annotated with the states of engagement,
confusion, frustration and boredom.

In this study, we only focus on the detection of boredom and
frustration as these are the negative learning related affective states
that are detrimental to the learning process. In a classroom or online
learning context, with the successful detection of these negative
states, the tutoring system can then enact appropriate pedagogical
interventions to avert detrimental effects such as the learner giving
up on the learning altogether.

3.2 Pre-processing
The videos with a resolution of 640 by 480 pixels and 10 seconds in
duration each are first split into individual image frames, resulting
in a total of 300 frame images per video. The videos are already
divided into 60% for training, 20% for validation and 20% for test
set in the original data set. In our case, we used the training set
for the training of the models and the test set for evaluating the
performance of the models. The videos are labeled with 4 levels of
engagement, confusion, frustration and boredom but we used only
frustration and boredom and re-labeled them with 2 levels (present
or not present) instead. Pytorch is used for developing the codes for
the models and for training and evaluating of the models described
in the next section.

Figure 2: LSTM architecture for Facial Landmark Point
Model

3.3 Facial Landmark Point Model (FacialLM)
The workflow for the facial landmark point model is shown in Fig
1. After the videos are split into frames images, the face would first
have to be detected and cropped for the extraction of facial landmark
points. The dlib library [11] is used to detect, crop the facial images
from the frame images and to extract 68 facial landmark points
from the cropped face. We then derive 34 distance features from
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Figure 3: Processing workflow for FaceNet Embedding
Model

the facial landmark points by calculating the Euclidean distances
between the points similar to the approach by [14]. The distance
features are then passed into a LSTM.

The architecture for the LSTM is shown in Fig 2. Trading off
between accuracy and computational speed, we opted for a single
layer of LSTM. For each batch of 64, 30 sequences (only 1 out of
every 10 frames are used) of facial distances with a dimensional
size of 34 are passed into the LSTM.

For the LSTM, after batch normalization and drop out, the output
is passed through 2 fully connected layers (with 50 and 100 neu-
rons respectively). The final prediction is derived from a sigmoid
layer with 2 prediction scores – one for boredom and the other for
frustration. A sigmoid is used here as we model this as a multi-label
classification problem where both boredom and frustration may
be occurring for the same instance. To train the model, the Sto-
chastic Gradient Descent (SGD) is used with Adam technique [12]
for optimization and with a binary cross-entropy loss function. An
initial learning rate 0.001 is exponentially decayed with a gamma
of 0.95 by multiplying the learning rate by 0.95 every epoch. We
then trained the model for a total of 50 epochs with a batch size of
64 before passing in the test data to test the generalizability of the
model.

3.4 FaceNet Embedding Model (FaceNetEmbed)
The processing workflow for the FaceNet embedding model as
shown in Fig 3 is similar to the facial landmark point model except

Figure 4: LSTM architecture for FaceNet Embedding Model

that MTCNN library [26] is used for face detection and cropping (in-
stead of dlib) and the extraction of facial landmark points is replaced
with the extraction of facial embeddings using FaceNet model. The
base model used in FaceNet is InceptionResnet pretrained with
VGGFace2 dataset [2].

The LSTM architecture as shown in Fig 4 is used to model the
temporal relations of the facial embeddings similar to the facial
landmark model. For each batch of 64, 30 sequences (only 1 out of
every 10 frames are used) of facial embedding with a dimensional
size of 512 are passed into the LSTM model. The architecture of
the LSTM model is shown in Fig 3. To train the model, Stochas-
tic Gradient Descent (SGD) was used with Adam technique for
optimization and with a binary cross-entropy loss function. An
initial learning rate 0.001 is exponentially decayed with a gamma
of 0.95 by multiplying the learning rate by 0.95 every epoch. We
then trained the model for a total of 20 epochs with a batch size of
32 before passing in the test data to test the generalizability of the
model.
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Table 1: Accuracy of models

Models Boredom Frustration

EmotioNet 35.89% 73.09%
FacialLM 58.78% 60.94%

FaceNetEmbed 52.15% 70.67%

Table 2: Precision, Recall and F1 score of models

Models Boredom Frustration
Precision Recall F1 score Precision Recall F1 score

FacialLM 0.593 0.842 0.696 0.29 0.75 0.419
FaceNetEmbed 0.56 0.56 0.56 0.28 0.489 0.356

4 EXPERIMENT
4.1 Evaluation metrics
In this paper, the performance of the models are evaluated on the
test data set. We report the accuracy, precision, recall and F1 score
for both models. The computations for precision (P), recall (R) and
F1 score is given below.

𝑃 =
𝑇𝑃

𝑇𝑃 + 𝐹𝑃

𝑅 =
𝑇𝑃

𝑇𝑃 + 𝐹𝑁

𝐹1 =
2 ∗ (𝑃 ∗ 𝑅)

𝑃 + 𝑅

where TP denotes True Positive, TN denotes True Negative, FP
denotes False Positive, FN denotes False Negative.

4.2 Results and Discussion
The accuracy of the models are shown in Table 1. In [8], the au-
thors used EmotioNet, a CNN used for emotion recognition in
photographs of human faces as a benchmarking model. As we are
using DAiSEE as the dataset for training and evaluating our models
as well, we thus quote the evaluation performance (only accuracy
is reported in [8]) of EmotioNet on DAiSEE as reported by the
authors.

As can be seen from the table, FaceNetEmbed model achieved
higher accuracies for detection of both boredom and frustration
when compared against the FacialLM model. As compared to the
EmotioNet model, accuracy for detection of boredom is higher by
16.26% while accuracy for frustration is lower by 2.42%.

The precision, recall and F1 score performance of the models
are shown in Table 2. The F1 score for the FacialLM model for the
detection of boredom is higher than that of FaceNetEmbedmodel by
0.136 and F1 score for detection of frustration for FacialLM model
is also higher than that of FaceNetEmbed model by 0.063.

In terms of the recall figures, the FacialLMmodel outperforms the
FaceNetEmbed model by a huge margin. We attempted to improve
the recall for FaceNetEmbed model by changing the class weight
(i.e. penalizing wrong classification of incidences of frustration
more) but the recall figure did not change much. The recall for
FacialLM model on the other hand, in the detection of boredom is

higher than that for FaceNetEmbed by 0.282. Similarly, the recall
for FacialLM model in the detection of frustration is higher than
that for FaceNetEmbed by 0.261.

In terms of accuracy, the performance of the proposed FaceNetEm-
bedmodel is comparable to that of the benchmark EmotioNet model
(with better accuracy for detection of boredom). The FacialLM
model has a lower accuracy though for detection of frustration.
However, the FacialLM model achieves higher recall and F1 score
than FaceNetEmbed model.

We intend to use the model in a tutoring system deployed on
a mobile device which will detect the boredom and frustration of
learners on a moment-to-moment basis. The high recall in the de-
tection of both frustration and boredom would mean that most
instances of frustration and boredom can be detected albeit at
the expense of lower precision or a higher false positive rate. De-
pending on the design of the tutoring system, a higher number
of false positives in detecting frustration of learners might just
result in dispensing of pedagogical responses (with the intention of
lowering frustration levels) when learners don’t really need them
which should not really impact on the learning itself. Similarly, au-
tonomous intervention by the tutoring system to mitigate boredom
when the learners are not bored would not have much impact on
learning motivation as well.

5 CONCLUSION
A tutoring system that can autonomously detect incidences of aca-
demic emotions such as frustration and boredom in a learner would
result in enhanced tutoring outcomes by sustaining the motivation
of the learners. The detection of these academic emotions is how-
ever challenging as they are more subtle as compared to the basic
emotions.

In this study, we evaluated the use of deep learning on FaceNet
embeddings and facial landmark points for academic emotion de-
tection on a publicly available dataset - DAiSEE that has been
annotated with the emotional states of engagement, boredom, frus-
tration and confusion. Other than the spatial dimensions, we also
modeled the temporal dimensions of the facial videos to enhance
the accuracy of detection.

The results demonstrated that though the accuracy of detection
is higher for the FaceNet embeddings model, the facial landmark
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points model is better at distinguishing between incidences of oc-
currence and non-occurrence for both boredom and frustration.
This would be pivotal to the moment-by-moment monitoring of
boredom and frustration of learners using a tutoring system either
online or in a classroom. As a further extension to this study, we
intend to deploy the model in a tutoring software hosted on mobile
phones and tablets. Trials would be conducted to capture contextual
logs of learners e.g. difficulty level of question, the duration of time
spent on each question e.t.c. The contextual logs would serve as
additional features for input to the model to enhance the accuracy
of detection of the academic emotions, bringing us a step closer to
autonomous personalized tutoring for every learner.
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