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Enhancing Project Based Learning with Unsupervised Learning
of Project Reflections

Hua Leong, Fwa*
Nanyang Polytechnic, Singapore

keith_fwa@nyp.edu.sg

ABSTRACT
Natural Language Processing (NLP) is an area of research and ap-
plication that uses computers to analyze human text. It has seen
wide adoption within several industries but few studies have in-
vestigated it for use in evaluating the effectiveness of educational
interventions and pedagogies. Pedagogies such as Project based
learning (PBL) centers on learners solving an authentic problem or
challenge which leads to knowledge creation and higher engage-
ment. PBL also lends itself well in plugging the gap between what
is taught in classrooms and applying the knowledge gained to the
real working environment. In this study, we seek to investigate how
we can use NLP techniques to uncover insights into and enhance
our PBL process. Both topic modelling and sentiment analysis tech-
niques are applied to analyze final year students’ reflections written
as part of their final year project module. We described the entire
process from text cleansing, pre-processing, modelling to visual-
ization and evaluated the use of Latent Dirichlet Allocation and
Attention Based Aspect Extraction for topic modelling. The results
or visualizations which we derived from the topic and sentiment
models showed that we can both effectively infer the key topics as
reflected by our learners and extract actionable insights on the PBL
process.
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1 INTRODUCTION
Project-based learning (PBL) is a student-centered pedagogy that
involves learners solving an authentic problem or challenge. PBL
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manifests from the theory of social constructivism [27] which posits
that knowledge is constructed from interactions with the More
Knowledgeable Others (MKOs) and that one can transcend the
boundaries of knowledge or the Zone of Proximal Development
through interactions with the MKOs. In addition, PBL captures the
learners’ interest and invokes them to engage in serious thinking
as they apply and connect their knowledge in the resolution of real-
world problems. In PBL, learners create their own knowledge as
opposed to the case in didactic instruction where they are provided
with the required knowledge by the teacher. In the process of com-
pleting a project, the learners not only acquire 21st century skills
such as teamwork and communications but also learn to solve open,
sophisticated, and ill-structured problems in an interdisciplinary
fashion. PBL is thus postulated to lead to deeper knowledge and
higher engagement of the learners and these benefits are established
in a number of studies [3, 4, 6, 12].

In recent years, there have been much debate and effort to bridge
the gap between higher education and the workplace. The common
criticism is that the universities and colleges are not adequately
preparing their graduates for the industry and there needs to be
more done to contextualize what is taught and learnt to the real
working environment. PBL which predicates on the application of
knowledge into a real-life project, lends itself well in plugging this
gap and thus gaining prominence in today’s classroom.

With the prevalence of PBL, it is imperative that educators also
reflect on the effectiveness of PBL and how can it be improved.
Previous research [3] which reflects on effectiveness of and possible
improvements to PBL have used surveys and interviews. The study
by [8] investigated the effectiveness of wikis for PBL in higher
education through acquiring learners feedback using the research
instruments of questionnaires and interviews. Research instruments
such as questionnaires and interviews are usually administered to
a sample of the target population. It would however be intractable
if researchers were to scale it up to entire population owing to
the amount of resources required to code and interpret interview
results by hand. An automated tool would be necessary if we are
to scale up the analysis.

Natural Language Processing (NLP), an area of research and
application that explores how computers can be used to understand
and manipulate human text or speech [7] offers a panacea to the
constraints of these traditional research instruments. Within the
education domain, NLP has been used for purposes such as pre-
dicting learner’s performance [25], automated essay scoring [1, 26],
short answer scoring [16] as well as mining student’s feedback [9].
[19] also employed sentiment analysis on student’s feedback for
evaluation of teaching quality. There is thus a growing interest in
the application of NLP to improve T&L and possibly even to gain
greater insights into the T&L process more efficiently. Although a

117

https://doi.org/10.1145/3488466.3488480
https://doi.org/10.1145/3488466.3488480


ICDTE 2021, September 15–17, 2021, Busan, Republic of Korea Hua Leong Fwa

number of studies [2, 21, 25] have applied NLP in education, a gap
in the literature exists on the use of NLP to evaluate effectiveness
of pedagogies such as PBL.

In our context, our learners (with an average age of 19) in the
institution are tasked to work on a real-world project as part of
their final year curriculum for a period of 12 weeks. The projects
that our learners worked on range from projects that industry has
commissioned our institution to implement to problem statements
from industry or research problems that our researchers are work-
ing on. We have also adopted agile software development practices
and used the Microsoft Azure DevOps cloud platform as the tool to
enhance our learners’ software development efficiency. Microsoft
Azure DevOps is a Software as a service (SAAS) cloud platform
that provides an end-to-end DevOps toolchain for developing and
deploying software.

Getting learners to reflect on their PBL journey is an integral part
of PBL. By reflecting on the relationship between problem solving
and learning, learners relate their prior knowledge to their new
knowledge and understand how their problem-solving techniques
can be better re-applied should another similar context occurs.
Our learners are similarly required to input their reflections in the
form of wikis on their final year project experience before they
complete the PBL module. The wiki repository accumulated over
batches of final year students offers a sizeable and rich source to
be tapped for uncovering learners’ opinions and sentiments on the
PBL process. Currently, sporadic manual analysis is performed by
individual lecturers who are interested to find out what are their
learners’ main areas of concerns relating to their final year project.
Automated text analytics techniques such as topic modelling and
sentiment analysis can potentially be applied here to gain greater
insights into key topics and the related sentiments as reflected by
the learners. We can then examine the topics in detail to identify
potential enhancements to our PBL pedagogy.

Within the field of machine learning, there are 2 main types of
tasks: supervised, and unsupervised learning. Supervised learning
requires a labelled data set and it works by learning the function that
maps between the inputs and the desired output or ground truth.
In contrast, unsupervised learning does not require a labelled data
set and its goal is to infer the natural structure within the data set.
One limitation of supervised learning is the extensive manual effort
required to annotate the data set and this labelling of ground truth
would have to be repeated if new data is periodically added to the
set and the model has to be updated. For our context, new learners’
reflections and new projects are continually added into the wiki
repository and conditions for the PBL process may have changed as
well, thus making it impractical for us to apply supervised learning
techniques. This thus led us to use unsupervised NLP techniques
for the purpose of this study.

2 RELATED STUDIES
[24] applied structural topic modelling, an unsupervised learning
NLP technique for analysis of Massively Online Open Courses
(MOOC) pre-course surveys, discussion forum threads and course
evaluations. Their analysis of pre-course surveys revealed the mo-
tivations driving participants to sign up for the MOOC courses
and how it differs across gender and age groups while analysis of

discussion forums and course feedback allow the authors to iden-
tify potential student gaps in knowledge and course improvements
respectively.

[10] applies topic modelling and sentiment analysis on learners’
course feedback as well. The authors evaluated both rule based and
machine learning classifiers to extract suggestions from the textual
comments of course feedbacks. The focus of their paper is on the
techniques for implementing an automated system for analysing
course feedback though. In contrast, our study elaborates on how
the results from the analysis can be interpreted and the insights
uncovered from the analysis which closes the loop from analysis to
intervening for enhanced learning outcomes.

[17] used a popular unsupervised topic model algorithm – Latent
Dirichlet Allocation (LDA) to automatically extract key topics from
the posts in Stack Overflow. Stack Overflow is a popular question
and answering forum used by about 50 million people monthly to
learn and share knowledge on technology topics. The key objective
of the study is to use text analytics to identify practical workplace
knowledge to bridge the skills gap between college and industry.
The topics identified by LDA represents challenges that are faced by
practitioners of Computer Science in workplace and thus postulated
to be useful in deriving the key concepts that would have to be
covered in classrooms. This study corroborates the potential for the
use of unsupervised topic modelling algorithm to extract key topics
for possible enhancements to the teaching of Computer Science.

3 METHODOLOGY
To address the gaps identified, we aim to answer the following
research questions for this study:

• How can we design and apply topics modelling and senti-
ment analysis techniques to automatically analyse the PBL
reflection logs?

• What are the key topics mined from the learners’ reflections
on PBL?

• Can we uncover actionable insights relating to PBL from the
mining of learners’ reflections?

To answer the research questions, we applied topic modelling
and sentiment analysis of our learners’ reflections wikis collected
from 290 learners for 42 different projects over a 6 years period from
year 2014 to 2020. There was a total of 3,405 sentences constituting
79,349 words for the entire reflection corpus.

Our overall processing workflow for topic modelling and senti-
ment analysis of our learners’ reflections is shown in Fig 1.

We have developed the entire system using Python and deployed
our machine learning models using Azure Machine Learning Stu-
dio on the cloud. The web application that we developed for the
visualization of the topics and sentiments analysis is hosted in a
Docker container on Microsoft Azure Cloud. The benefits of using
cloud computing [28] include zero up-front capital cost e.g. for
purchase of computer servers, the ability of the cloud resources to
auto-scale with the computing demands and the ability to leverage
on common cloud services e.g. authentication which eliminates the
need to re-build some of these common services each time a new
system is to be developed.

The reflection wikis will have to be first extracted from the in-
dividual project sites in our institution’s Azure DevOps site. Next,
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Figure 1: Processing workflow for Topic Modelling and Sentiment Analysis of learners’ reflections

Figure 2: Word clouds showing keywords in each mined topics from ABAE

stop words, punctuation and special characters which include Hy-
pertext Mark-up Language (HTML) tags are removed. The stripped
text is then tokenized into individual word and stemmed into its
basic form using Porter Stemmer [22]. Stop Words removal, tok-
enization and stemming is done using the Python NLTK library
[15].

For the unsupervised topic extraction model, we have exper-
imented with both Latent Dirichlet Allocation (LDA) [5] and
Attention-based Aspect Extraction (ABAE) [11] models where as-
pect here is analogous to topic. The PyTorch library is used in the
construction of the ABAE model. ABAE works by passing the word
embeddings into an attention- based encoder to derive sentence

level embeddings. The sentence embeddings are then reconstructed
with the aspect embeddings. The training objective for the model
is to minimize the reconstruction error and, in the process, learn
the aspects or topics.

Word embeddings are vector representations of words such that
two vectors ®v and

−→
v ′ corresponding to the words t and t’, are close

in an abstract space of N dimensions if they are of similar contexts.
For the ABAE model, we passed in pre-trained word embeddings
as inputs to the model. Pre-trained word embeddings captures both
semantics and syntactic meanings of words as they are trained
on large data sets. They are frequently used to boost the perfor-
mance of NLP models. For the pre-trained word embeddings, we
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Figure 3: Topics distribution for individual reflection

Figure 4: UMass coherence scores versus number of topics

have evaluated both Word2Vec [18] and Global Vectors for word
representation (GloVe) embeddings [20].

Fig 4 shows the UMass coherence scores for LDA,
ABAE(Word2Vec) and ABAE(GloVe). Running the 3 mod-
els across the number of topics (K=3 to K=10), we see that
ABAE(GloVe) has the best UMass coherence scores across the
topics. We used GloVe embeddings in this study as it has the
lowest UMass coherence score [23] among the 3 models that
we compared, indicating a higher degree of semantic similarity
between high scoring words in a topic. To select the best K, we run
the ABAE(GloVe) model for K=3 to K=10. Although K=4 offers the
best coherence score, we selected K=5 as we found the topics to be
more interpretable as compared to K=4.

We have used Valence Aware Dictionary and sEntiment Reason
(VADER) library [13] to extract the sentiments for each sentence
of the learners’ reflection text. VADER is a lexicon and rule-based
sentiment analysis tool that is specifically attuned to sentiments
expressed in social media. Being rule-based, we thus do not need
to have a labelled dataset for training the model. VADER outputs
the positive, negative and neural classification score but we only

extract the positive and negative polarity score for each reflection
sentence.

Finally, we built a Python web application using Plotly Dash [14]
and deployed it in a Microsoft Azure Cloud Docker container to
visualize the results of both the topic and sentiment models.

4 RESULTS AND DISCUSSIONS
4.1 Visualizations
A word cloud visualization for the various topics is shown in Fig 2.
The key terms for each topic are displayed for each topic’s word
cloud. The word clouds are graphical representations that give
greater prominence to words with a higher weight. In Fig 2, the
size of the word in the word cloud denotes the weight of the word
in the identified topic.

We can surmise from Fig 2 that Topic 1 can be summarized by
the systems, software, services and support available to the learners
during the period of the project. Topic 2 seems to be relating more
to the people and feelings part. Topic 3 contains keywords of their
friends’ names and terms describing discipline e.g. lazy, hard work
and scold and can thus be summarized as relating more to friends
and discipline. Topic 4 contains the technical terms such as “Linux,
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Figure 5: Top N positive sentiment reflections

Figure 6: Top N negative sentiment reflections

PHP, JavaScript” and can thus be classified as the technical aspect.
Topic 5 seems to be more about factors relating to perception and
capability of self or individual.

A sample of the proportion of topics for the individual reflections
is depicted in Fig 3. The topic proportions for individual reflection
is calculated as the average of the topic weights over the sentences
that make up the individual reflection. This provides us with a
quick view of the topic composition for each reflection and allows
us to investigate further into reflections that may have a higher
proportion in a particular topic of interest. One finding from the
visualization is the topic distribution does not differ bymuch among
majority of the reflections. Another point to note is although topic
3 relating to friends and discipline has the lowest distribution, there
is an overlap between topic 2 which relates to people and feelings
and topic 3 as friends are considered people as well.

Fig 5 and Fig 6 shows the top N positive and negative reflections
respectively. The sentiment score for each sentence is given by the
VADER sentiment library and the scores are then averaged across
the sentences that make up the reflection. A slider control allows
the user to vary the value of N.

By filtering for the top n negative and positive reflections, we
discovered that most of the reflections are positive. Looking into
majority of the negative reflections, we find that the sentiment

score is moderated by the factor of friends i.e. friends support may
have moderated their negativity as can be seen from the example
negative sentiment reflection in Fig 6

Filtering into the positive reflections unfortunately does not re-
veal much though as we were not able to pinpoint the commonality
among the positive reflections. Drilling further into sentences with
high positive sentiments as seen in Fig 7, again the common theme
among them is the support from friends, partners and supervisors.

For the sentences with negative polarity as shown in Fig 8, ma-
jority of them reflected on knowledge gaps in programming and
difficulties faced with resolving programming bugs.

4.2 Research Questions
Relating to the first research question, we have proposed and im-
plemented an unsupervised NLP system using topic modelling,
sentiment analysis and visualization for enhanced insights into the
key topics and sentiments as reflected by our learners in their PBL
journey.

As for the second research question, from the word clouds for the
various topics, we can effectively infer the key topics surrounding
PBL. From the topic distribution for the various reflections, we can
also conclude that topic 1, 2 and 5 constitute the highest proportion
for most of the reflections. This indicates that most of the learners
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Figure 7: Top N positive sentiment sentences

Figure 8: Top N negative sentiment sentences

are concernedwith the system, software, services and support (topic
1), people and feelings (topic 2) and perception and capability of
themselves (topic 5). Since they are most mentioned, to efficiently
enhance the learning in PBL, we can implement interventions that

are related to these three topics. We can possibly investigate into
the current available support for our PBL process.

For the last research question on actionable insights on PBL from
mining of the learners’ reflections (on a sentence level), friends’
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support is a common theme that has moderated the negativity of the
reflections. Similarly, friends and supervisor support contributed
to the positivity of the reflections. The topic distributions for the
reflections also corroborated the importance of the friends’ support
factor. Themotivation of the learner in PBL contributes significantly
to the amount of learning that they can derive from the process and
enhancing the engagement and motivation of the learners leads
to the attainment of the desired learning outcomes. One possible
intervention may be to create more opportunities for productive
discussions and interactions among learners and their peers. As
to the other finding on the knowledge gaps in programming and
difficulties facedwith resolving programming bugs, wewill enhance
our curriculum to further strengthen our learners’ programming
and debugging skills.

5 CONCLUSION
In this study, we have designed and implemented a cloud-based
system that uses topic modelling and sentiment analysis for the
mining of our learners’ reflection logs for their final year project
module for uncovering insights and enhancements to our PBL pro-
cess. We have described the process flow for the data extraction,
pre-processing, modelling and visualization for the system. For the
topic models, we have evaluated both LDA and ABAE topic models
and used ABAE as the final model for the analysis. We have also
developed a containerized web application to visualize the results
of the reflection text analysis.

From the visualizations that were built, we can effectively infer
the key topics as reflected by our learners on the PBL process. Most
of our learners are concerned with the system, software services
and support, their feelings or emotions and the people they interact
with as well as perceptions of self and their own ability. We were
also able to extract insights on PBL from mining of the learner’s
reflections. A potential enhancement to our PBL that we can possi-
bly implement is to improve the engagement and motivation of our
learners by possibly creating more opportunities for discussions
and interactions between them and their peers. We can also pos-
sibly investigate and extend the current support available for our
learners since it is most mentioned.

In summary, we have proposed and implemented an unsuper-
vised text analytics system to uncover insights from our learners’
reflection logs to enhance our PBL process. The insights uncov-
ered from the topic and sentiment models allow us to identify and
evaluate potential interventions to enhance our PBL pedagogy.
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