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Scaling up Multi-Agent Reinforcement Learning in Complex Domains

Dan Xiao and Ah-Hwee Tan
School of Computer Engineering and Intelligent Systems Centre

Nanyang Technological University
Nanyang Avenue, Singapore 639798
{xiao0002,asahtan}@ntu.edu.sg

Abstract

TD-FALCON (Temporal Difference - Fusion Architec-
ture for Learning, COgnition, and Navigation) is a class
of self-organizing neural networks that incorporates Tem-
poral Difference (TD) methods for real-time reinforcement
learning. In this paper, we present two strategies, i.e. pol-
icy sharing and neighboring-agent mechanism, to further
improve the learning efficiency of TD-FALCON in complex
multi-agent domains. Through experiments on a traffic con-
trol problem domain and the herding task, we demonstrate
that those strategies enable TD-FALCON to remain func-
tional and adaptable in complex multi-agent domains.

1 Introduction

In a multi-agent system, a key challenge of autonomous
agents is to function and adapt by themselves in a com-
plex and dynamic environment. The joint action mecha-
nism is commonly used [11] in multi-agent learning, but the
mechanism may cause the combinatorial exploration prob-
lem when scaling up.

Addressing the issues, Tan et al. [4, 5] propose the TD-
FALCON (Temporal Difference - Fusion Architecture for
Learning, COgnition, and Navigation) model, a generaliza-
tion of Adaptive Resonance Theory (ART) that incorporates
temporal difference (TD) methods for reinforcement learn-
ing [5, 10]. It has been shown to enable an agent to adapt
and function well in both navigation task and pursuit game
[10, 7, 9]. However, to apply TD-FALCON for more diverse
and complex domains, further improvement in learning ef-
ficiency is required.

In this paper, we present two cooperative learning strate-
gies, known as policy sharing and the neighboring-agent
mechanism (NAM), so as to make the system more flexi-
ble and adaptable in diverse and complex domains. Using
policy sharing, the knowledge learned by an agent is shared
among multiple agents. With the NAM, only the average

states of the neighboring agents are used as the sensory in-
puts to each individual agent. We study two complex multi-
agent domains, namely the traffic control and the herding
game. Experiments show that the proposed strategies en-
able an TD-FALCON agent team to maintain a high level
of success rate and learning efficiency.

The rest of this paper is organized as follows. Section 2
provides a summary of the TD-FALCON architecture and
mechanism. We then present the two strategies for scaling
up the TD-FALCON learning efficiency. Next, the experi-
mental results in the two complex multi-agent domains are
presented. The final section concludes and highlights the
future work.

2 TD-FALCON

FALCON is an extension of Adaptive Resonance The-
ory (ART) networks [1, 2] for learning multi-modal pattern
mappings across multiple input channels. For reinforce-
ment learning, FALCON uses a 3-channel architecture [6],
consisting of a sensory field F c1

1 representing the current
state, a motor field F c2

1 representing the available actions,
a feedback field F c3

1 representing the values of the feed-
back received from the environment, and a cognitive field
F c

2 learning cognitive nodes, each of which encodes a rela-
tion among the patterns in the three input channels.

TD-FALCON incorporates Temporal Difference (TD)
methods to estimate and learn value functions [6]. Given
the current state s and a set of available actionsA, the FAL-
CON predicts the value of performing each available action.
The value functions are then processed by an action selec-
tion policy to select an action. Upon receiving a feedback
(if any) from the environment after performing the action, a
TD formula is used to estimate the value of the next state.
The value is then used as the teaching signal for FALCON
to learn the association from the current state and the cho-
sen action to the estimated value. For a detailed description
of the TD-FALCON model, please refer to [6].



3 Strategies for Scaling Up

3.1 Policy Sharing

Using policy sharing [3], multiple agents share a com-
mon set of knowledge, including action and value policies.
In TD-FALCON, the shared policies are represented by the
set of cognitive nodes created in the F c

2 field. Policy shar-
ing can be used to accelerate the learning process among
many agents, for the policy updating rate can be multiplied
by the number of agents [8]. In addition, policy sharing
contributes to reducing the total number of cognitive nodes
learned by an agent team, because many cognitive nodes
would be duplicated if they were developed individually.

In both the traffic control system and the herding game,
the positions and bearings of all agents are different, but
they are symmetrical in nature. As such, the cognitive nodes
from one agent are reusable by the others.

3.2 Neighboring-Agent Mechanism

By extending the Center of Agent Team (CAT) algo-
rithm [10], we propose the Neighboring-Agent Mechanism
(NAM), where only the signals received from neighboring
(detectable) agents are processed by each individual agent.
By doing so, the state space of each agent is reduced signif-
icantly.

Assuming that in a multi-agent domain, there are n mov-
ing agents, marked as A1, A2, · · · , An, and a moving target,
marked as T . Let dij(1 ≤ i, j ≤ n) be the distance between
Ai and Aj . Let d

i
be the distance between Ai and T . Let

bij be the bearing from Ai to Aj . Let b
i

be the bearing from
Ai to T . Let σ be the Critical-Point Distance (CPD).

Definition: If dij ≥ σ or d
i ≥ σ, we say that Aj or T

is undetectable from Ai. Otherwise, if dij < σ or d
i
< σ,

we say that Aj or T is detectable from Ai.
The principles of the NAM algorithm are: (1) Ai can not

receive any signal from Aj until dij < σ, or any signal (ex-
cept the bearing signal) from T until d

i
< σ. (2) The signals

that Ai receives from multiple agents are summarized as if
from the center of those agents, marked as AI .

In general, the sensory inputs of an agent Ai(1 ≤ i ≤
n) can be denoted as Si = (Sit, Sio), where Sit and Sio

denote sensory inputs from T and AI respectively.
Furthermore, Sit = (Dit, Bit), where Dit and Bit stand

for the distance signal and the bearing vector that Ai re-
ceives from T . We have

Dit =

{
1

1+d
i if d

i
< σ

ε if d
i ≥ σ

(1)

where ε is a dummy value, for fixing the dimension of sen-
sory inputs. To compute the bearing vector Bit, we consider

eight directions as 0 ≤ b
i ≤ 7. Therefore

Bit
k =

{
1 if k = b

i

0 otherwise.
(2)

where 0 ≤ k ≤ 7.
The sensory inputs that Ai receives from AI are denoted

as Sio = (Dio, Bio), where Dio and Bio are the distance
signal and the bearing vector respectively. We have

Dio =
{

1
1+dio if other agents are detectable
ε otherwise

(3)

where dio is the distance between Ai and AI . If there are
other agents detectable to the agent Ai, we use

Bio
k =

{
1 if k = bio

0 otherwise, (4)

where 0 ≤ k ≤ 8, and bio (0 ≤ bio ≤ 8) is the bearing from
AI to Ai. This bearing vector has an extra value for the
coincidence of AI and Ai. If no other agents are detectable,
Bio

k = 0.
To obtain the bearing and the distance from AI to Ai, we

should know the coordinates (relative to Ai) of AI . Assume
that among the n − 1 agents, there are p (1 ≤ p ≤ n − 1)
agents, marked as AO

1 , AO
2 , · · · , AO

p , detectable to the agent
Ai. The coordinates (relative to Ai) of an agent AO

m (1 ≤
m ≤ p) can be obtained as (xm, ym) (−σ < xm, ym < σ).
It follows that the coordinates (xo, yo) (relative to Ai) of AI

are

xo =
p∑

m=1

xm

p
, yo =

p∑
m=1

ym

p
, (5)

and the distance dio is dio = max(|xo|, |yo|).
In terms of space complexity, the state space of Ai can

be computed as

|Si| = |Dit| · |Bit| · |Dio| · |Bio|. (6)

Furthermore, |Dit| = σ, |Bit| = 8, |Dio| = σ and |Bio| =
9. The overall state space of Ai is

|Si| = 72σ2. (7)

Since σ is a constant, the state space is only O(1).
As before [10], we use a hybrid reward function incorpo-

rating individual and team payoffs. The reward function of
Ai is ri = 1

(1+di)(1+dc) , where di and dc are the distances
from Ai and the CAT to T respectively.

4 Experiments

We conduct tests for the above-mentioned approaches in
the traffic control system and the herding task. With the
growth of the complexity, the TD-FALCON system may
have to develop more cognitive nodes for more situations,
causing a scalability problem.



4.1 Traffic Control System

We simulate a traffic control system by setting up cities
and paths in a game field (Figure 1). The game rules are:
(1) Six cities numbered from 1 to 6 are connected via paths.
(2) Initially, three autonomous vehicles (AV) named A, B
and C are located at the City 1, 2 and 3 respectively. The
targets of AV A are City 2 and 3, the targets of AV B are
City 3 and 1, and the targets of AV C are City 1 and 2. (3)
In each time step, an AV can move 0, 1 or 2 squares. (4) If
an AV manages to arrive at its two targets within a specified
period, it is deemed a success case. Otherwise, it is a failure
case. We conduct comparative experiments between policy-
sharing and non-policy-sharing mechanisms on the domain.

Figure 1. The traffic control system.
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Figure 2. Success rates in traffic control.

Figure 2 shows the success rates of 4-agent TD-
FALCON teams with and without the policy sharing mech-
anism. It can be noticed that the agent team with policy
sharing converges much faster than the counterpart without
policy sharing. The policy-sharing team obviously doubles
the convergence speed of the non-policy-sharing team.
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Figure 3. Number of nodes in traffic control.

Figure 3 depicts the number of nodes of 4-agent TD-
FALCON teams with and without policy sharing. It can be
seen that both agent teams have nearly linear rate of node in-
crease. The non-policy-sharing team in total produces 50%
more cognitive nodes than its counterpart, but the policy-
sharing team produces more nodes than an individual agent
from the non-policy-sharing team.

4.2 Herding Game

In the herding game, three shepherds encircle and force
a sheep to enter the corral at the border of a grassland.
Initially, the shepherds are located at three borders respec-
tively and the sheep is located at the center of the grassland
(Figure 4(a)). The game rules of the herding task are: (1)
At each time step, a shepherd can either stay stationary or
move with the pace of one square. (2) The sheep moves
one square every two time steps. (3) The sheep will move
towards a border if there is an open path. (4) If the sheep is
forced into the corral, the game is successful (Figure 4(b)).
(5) If the sheep manages to escape to a border, or the game
times out, it is a failure.

(a) Starting scenario (b) Success scenario

Figure 4. Herding task (sheep are marked as
circles and shepherds as triangles)

Based on a 16 by 16 game field, we organize experiments



to do comparative studies of the herding task using the CAT
[10], the NAM and the joint action mechanism. For the
NAM team, we take σ = 2 and ε = 0.001.

0%


20%


40%


60%


80%


100%


0
 2K
 4K
 6K
 8K
 10K


Trials
CAT
 NAM
 Joint Action


Figure 5. Success rates of the three TD-
FALCON teams in the herding game.

Figure 5 highlights the success rates of TD-FALCON
teams implemented with the CAT, the NAM and the joint
action algorithms. It is witnessed that both of the CAT and
NAM teams can function well in the herding game. How-
ever, the NAM team can produce better performance than
the CAT team. Figure 5 also shows that the TD-FALCON
team implemented with the joint action mechanism con-
verges very slowly.
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Figure 6. Number of nodes of the three TD-
FALCON teams in the herding game.

Figure 6 shows the number of cognitive nodes generated
from the three agent teams. We can see that the number
of nodes in the joint action team increases very rapidly. It
is also obvious that the NAM team produces much fewer
cognitive nodes than the CAT team.

5 Conclusion

The main issues in multi-agent domains are the complex-
ity of the task and the increased state space. Many existing
works adopt the the joint action mechanism, but it is inef-
fective in practice. To address the issues, we have proposed
the strategies of policy sharing and the neighboring-agent
mechanism (NAM), that enable TD-FALCON to remain
adaptable and functional in complex domains, specifically
the traffic control and the herding tasks. The strategies, in
principles, can also be used in other multi-agent learning
algorithms/systems.

However, our work so far is limited to those domains
with homogeneous agents. Future work will explore the
workability of the TD-FALCON architecture in domains
with heterogeneous agents.
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