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Local Search Methods for the Discrete Time/Resource
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Abstract: In this paper we consider the discrete time/resource trade-off problem in project
networks. Given a project network consisting of nodes (activities) and arcs (technological
precedence relations) , in which the duration of the activities is a discrete, nonincreasing
function of the amount of a single renewable resource committed to it, the discrete time/
resource trade-off problem minimizes the project makespan subject to precedence constraints
and a single renewable resource constraint. For each activity, a work content is specified
such that all execution modes (duration/resource requirement pairs) for performing the
activity are allowed as long as the product of the duration and the resource requirement is
at least as large as the specified work content. We present a tabu search procedure which
is based on a decomposition of the problem into a mode assignment phase and a resource-
constrained project scheduling phase with fixed mode assignments. Extensive computational
experience, including a comparison with other local search methods, is reported. q 1998
John Wiley & Sons, Inc. Naval Research Logistics 45: 553–578, 1998

Keywords: project scheduling; time/resource trade-offs; local search; tabu search; branch-
and-bound

1. INTRODUCTION

The resource-constrained project scheduling problem (RCPSP) involves the nonpreemp-
tive scheduling of project activities subject to finish-start precedence constraints and renew-
able resource constraints in order to minimize the project duration. Numerous exact and
suboptimal procedures have been developed (for recent reviews see Herroelen and Demeu-
lemeester [25] and Özdamar and Ulusoy [36]) . In the RCPSP, each activity has a single
execution mode: both the activity duration and its requirements for a set of renewable
resource types are assumed to be fixed. Herroelen [24] and Elmaghraby [19] were the first
authors to deal with discrete time/resource trade-offs and, correspondingly, multiple ways
for executing the project activities.

In practice, it often occurs that only one renewable resource type is available (e.g., labor)
in constant amount throughout the project. For each activity a work content (e.g., total
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amount of labor) is specified. A set of allowable execution modes can then be specified
for each activity, each characterized by a fixed duration (e.g., days) and a constant resource
requirement (e.g., units /day), the product of which is at least equal to the activity’s specified
work content.

In the discrete time/resource trade-off problem (DTRTP) discussed in this paper, the
duration of an activity is a discrete, nonincreasing function of the amount of a single
renewable resource committed to it. Given the specified work content Wi for activity i (1
° i ° n) , all Mi efficient execution modes for its execution are determined based on time/
resource trade-offs. Activity i , when performed in mode m (1 ° m ° Mi ) , has a duration
dim and requires a constant amount rim of the renewable resource type, during each period
it is in progress, such that rimdim is at least equal to and as close as possible to Wi . A mode
is called efficient if every other mode has either a higher duration or a higher resource
requirement. Without loss of generality, we assume that the modes of each activity are
sorted in the order of nondecreasing duration. The single renewable resource type has a
constant per period availability a . We assume that the dummy start node 1 and the dummy
end node n have a single execution mode with zero duration and zero resource requirement.
The objective is to schedule each activity in one of its execution modes, subject to both
the finish–start precedence constraint and the renewable resource constraint, under the
objective of minimizing the project makespan. Introducing the decision variables

ximt Å H1, if activity i is performed in mode m and started at time t ,

0, otherwise,

the DTRTP can be formulated as follows:

Minimize ∑
ln

tÅen

txn1t (1)

Subject to

∑
Mi

mÅ1

∑
li

tÅei

ximt Å 1, 1 ° i ° n , (2)

∑
Mi

mÅ1

∑
li

tÅei

( t / dim)ximt ° ∑
M j

mÅ1

∑
l j

tÅej

txjmt , ( i , j) √ E , (3)

∑
n

iÅ1

∑
Mi

mÅ1

rim ∑
min{ t01, li}

sÅmax{t0dim,ei}

xims ° a , 1 ° t ° T , (4)

ximt √ {0, 1}, 1 ° i ° n , 1 ° m ° Mi , 0 ° t ° T , (5)

where ei ( li ) denotes the earliest ( latest) start time of activity i based on the modes with
the smallest duration, T is an upper bound on the project duration, and E represents the set
of precedence relations. The objective function (1) minimizes the project makespan. The
constraints given by (2) ensure that each activity is assigned exactly one mode and exactly
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one start time. Equations (3) denote the precedence constraints. Equations (4) secure that
the per-period availability of the renewable resource is met. Finally, Eqs. (5) force the
decision variables to assume binary values.

In this paper we present several local search methods for solving the DTRTP. The
remainder of the paper is organized as follows. A review of the literature is given in Section
2. Section 3 describes the basic methodology used by the various local search methods.
The solution logic of a new tabu search method is presented in Section 4. Computational
experience is presented in Section 5, while Section 6 is reserved for overall conclusions
and suggestions for future research.

2. REVIEW OF THE LITERATURE

To the best of our knowledge, the literature on the DTRTP as defined in this paper is
virtually void. Research efforts have been concentrated on two related problems. The discrete
time/cost trade-off problem (DTCTP) studies time/cost trade-offs for a single nonrenewable
resource type (De et al. [9]) . In the DTCTP, the duration of each activity is a discrete,
nonincreasing function of the amount of a single nonrenewable resource committed to it.
The DTCTP is studied under three different objectives: the minimization of the project
duration under fixed resource availability, the minimization of the total resource consumption
to achieve a target project completion time, and the construction of the efficient time/
resource profile over the feasible project durations. The problem is known to be strongly
NP-hard (De et al. [8]) . Optimal procedures and computational experience have been
presented by Demeulemeester et al. [12].

The DTRTP is also a subproblem of the multimode resource-constrained project schedul-
ing problem (MRCPSP), which includes time/resource and resource/resource trade-offs
and renewable, nonrenewable, and doubly constrained resource types. As a generalization
of the RCPSP, the MRCPSP is NP-hard (Kolisch [28]) . Optimal procedures have been
presented by Talbot [47], Patterson et al. [37, 38], Speranza and Vercellis [42], Sprecher
[43], Sprecher, Hartmann, and Drexl [45], Sprecher and Drexl [44], Ahn and Erengüç
[1] , and Nudtasomboon and Randhawa [34]. All of them use implicit enumeration with
branch-and-bound.

Heuristic solution procedures for the MRCPSP have been developed by Talbot [47],
Drexl and Grünewald [18], Slowinski, Soniewicki and Weglarz [41], Boctor [3–5], Özda-
mar and Ulusoy [35], Kolisch [28], Yang and Patterson [51], Ahn and Erengüç [2] ,
Kolisch and Drexl [30], and Sung and Lim [46]. Talbot [47] recommends the use of a
truncated version of his exact enumeration procedure. Drexl and Grünewald [18] present
a regret-based biased random sampling approach based on a joint use of a serial scheduling
scheme and the shortest processing time rule. Kolisch [28] compared his multimode heuristic
(MMH) to the heuristics of Talbot [47], Drexl and Grünewald [18], Boctor [3] , and the
truncated method of Sprecher [43]. He reached the conclusion that MMH outperforms
every other heuristic except the truncated branch-and-bound procedure. Boctor [4] presents
a new heuristic which schedules the activity-mode combination that has the best value of
a chosen evaluation criterion and which outperforms the heuristics presented in Boctor [3] .
Özdamar and Ulusoy [35] present a constraint-based heuristic with an exponential time
complexity.

Simulated annealing has been tried by Slowinski, Soniewicki, and Weglarz [41], Yang
and Patterson [51] and Boctor [5] . Boctor [5] concludes that the simulated annealing
algorithm outperforms the heuristics presented in Boctor [3, 4] . Slowinski, Soniewicki,

990/ 8m26$$0990 07-02-98 15:03:56 nra W: Nav Res



556 Naval Research Logistics, Vol. 45 (1998)

and Weglarz [41] discuss a decision support system which uses three kinds of heuristics
(parallel priority rules, simulated annealing and a truncated branch-and-bound) and report
computational results on an hypothetical agricultural project. Yang and Patterson [51]
conclude that simulated annealing outperforms the backtracking algorithm of Patterson et
al. [37, 38], in that it obtains the smallest mean project duration with less computational
effort. Kolisch and Drexl [30] present a biased random sampling approach which outper-
forms a truncated version of the enumeration procedure of Talbot [47] and the procedure
of Drexl and Grünewald [18]. Sung and Lim [46] have developed a branch-and-bound
procedure using two lower bounds, which is incorporated in a two-phase heuristic method.

Despite the fact that excellent results have been reported using tabu search on (general-
ized) job shop scheduling problems (Vaessens [49] and Vaessens, Aarts, and Lenstra [50]) ,
efforts to develop tabu search procedures for the RCPSP are rather sparse (Icmeli and
Erengüç [26], Pinson, Prins, and Rullier [39], and Lee and Kim [31]) and have not yet
been reported for the DTRTP. In the next section we describe the global solution logic of
several local search heuristics for the DTRTP. A detailed description of a new tabu search
procedure is given in Section 4.

3. LOCAL SEARCH METHODS

3.1. Basic Methodology

The local (neighborhood) search methodology presented in this paper divides the DTRTP
into two distinct phases: a mode assignment phase and a resource-constrained project sched-
uling phase with fixed mode assignments. The mode assignment phase assigns to each
activity i a specific execution mode mi ( i.e., a specific duration and corresponding resource
requirement) . A mode assignment is an n-tuple m Å (m1 , m2 , . . . , mn) , which yields a
resource-constrained project scheduling problem, which is subsequently solved in the re-
source-constrained project scheduling phase. A similar local search methodology using
biased random sampling has been devised by Kolisch and Drexl [30].

In most applications of so-called intelligent heuristic procedures (local search, Tabu
Search, Simulated Annealing, Genetic Algorithms, etc.) for the RCPSP, a large amount of
effort is required to check whether moves are precedence- and resource-feasible. The main
advantage of using such a decomposition approach is that the neighborhood search only
operates on the level of mode assignments. The difficult problem of obtaining precedence-
and resource-feasible heuristic solutions (of high quality) for the resource-constrained proj-
ect scheduling problem is not tackled with a neighborhood search procedure, but using a
dedicated algorithm. Moreover, for any arbitrary mode assignment, a feasible schedule can
be found.

3.2. Truncated Complete Enumeration

Enumerating all mode assignments and solving each resulting RCPSP instance to opti-
mality leads to the optimal solution of the DTRTP. However, such an approach proves
intractable because of (a) the enormous amount of possible mode assignments [O(Mn) ,
where M denotes the maximum number of modes that can be assigned to each activity]
and (b) the fact that the RCPSP is an NP-hard problem. Nevertheless, we will report
computational experience with a truncated complete enumeration procedure which enumer-
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ates a number of mode assignments and solves each RCPSP instance using a fast heuristic
algorithm.

3.3. Improvement Procedures

The local search methods we develop start with an initial mode assignment m Å (m1 ,
m2 , . . . , mn) and compute an upper bound on the project makespan using a fast heuristic
for the RCPSP. An improvement procedure is then initiated which evaluates a number of
new mode assignments in the neighborhood of m (all mode assignments mk in which exactly
one activity is assigned another mode) and selects one of them for further exploration. The
procedure then performs a move from one mode assignment to another one in which
exactly one activity is assigned another mode. This process continues until some termination
criterion is satisfied.

The evaluation of each move could be accomplished by optimally solving the correspond-
ing RCPSP. However, when the number of activities grows large, no guarantee can be
given that the RCPSP can be solved in a reasonable amount of time. Therefore, we use a
truncated version of the RCPSP procedure of Demeulemeester and Herroelen [13] (an
enhanced version of their original code presented in [11]) as a fast heuristic for solving
the RCPSP. The procedure is truncated after a very small amount of time has elapsed,
namely when 100 backtracking steps have been performed, which requires, on the average,
less than 1 millisecond. Upon finding the best mode assignment, it may be beneficial to
run a near-optimal RCPSP heuristic, or, if possible, an optimal procedure to further improve
on the obtained heuristic solution. We again use the RCPSP procedure of Demeulemeester
and Herroelen [13], which, if truncated after 1 s of CPU-time, provides high quality, near-
optimal solutions.

3.3.1. Descent Methods

Given an initial mode assignment m, a steepest descent method (also referred to as best-
fit or best improvement method) evaluates all mode assignments in the neighborhood of m
and selects the one with the smallest project makespan. Then, again the neighborhood is
determined, and the best possible mode assignment selected. The steepest descent procedure
terminates when no improving mode assignment can be found. A fastest descent algorithm
(first-fit /first improvement procedure) differs from a steepest descent procedure in that the
first improving mode assignment encountered is chosen. This will result in a faster descent,
at the expense of perhaps missing better mode assignments and steeper paths of descent at
each iteration.

Both steepest descent and fastest descent algorithms can be extended with a random
restart procedure which randomly generates initial mode assignments upon which the proce-
dure is restarted (further referred to as iterated fastest or steepest descent) . Since these
types of local search methods are known to be highly sensitive to the initial solution,
incorporating random restarts will undoubtedly produce better results.

3.3.2. Tabu Search

Improvement procedures such as steepest or fastest descent only accept alterations which
result in an improvement of the incumbent solution. As a consequence, a major drawback
is their tendency to being trapped in a local optimum. To overcome this disadvantage we
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will develop a tabu search (TS) procedure which behaves like a steepest descent procedure
but which also allows for nonimproving moves and a temporary deterioration of the objective
function if no improving moves can be found. Then, it will select the least deteriorating
move (steepest descent/mildest ascent) . Consequently, additional mechanisms are needed
in order to prevent cycling between a number of solutions. The main principles of tabu
search and the proposed procedure for the DTRTP will be presented in Section 4.

3.3.3. Randomized Search

Another way of crossing boundaries of local optimality is provided by randomized
search methods such as biased random sampling or simulated annealing. For the DTRTP,
a randomized procedure based on random sampling behaves as follows. Given an initial
mode assignment m, a new mode assignment is randomly generated (possibly restricted
to the neighborhood of m) which is enforced or discarded based on the associated value
of the objective function. Improving moves are immediately enforced. Nonimproving
moves are accepted with a probability that decreases with the deterioration with respect
to the incumbent solution.

Randomized procedures can also be implemented using a full scan of the neighborhood
of m as in a steepest descent approach. In that case, the acceptance probability of a move
is determined based on the associated value of the objective function relative to the objective
function values of the other eligible moves. Whereas the sampling approach described above
will typically be used in simulated annealing procedures, a full neighborhood scan approach
is typical for biased random sampling procedures.

In the case of simulated annealing, the probability of accepting a deteriorating move
(determined by the parameter a) also decreases as a function of a control parameter referred
to as the temperature T , which guides the procedure by establishing the trade-off between
a high probability of being trapped in a local optimum and a high probability of leaving a
region of interest or, more specifically, the region of the global optimum. T is set relatively
high in the initial phase of the procedure, and, in subsequent iterations, T is lowered in a
systematic manner (often using a geometric cooling schedule of the form Tnew Å aTold with
a õ 1) such that the procedure becomes less erratic and further explores smaller regions
of the solution space to a greater extent.

Tabu search and the randomized procedures share the tendency to overcome local opti-
mality by also accepting nonimproving moves. The main difference between the two,
however, is that tabu search actively employs so-called flexible memory (in the short-,
medium-, and long-term) to guide the search process into promising regions and to avoid
cycling, whereas randomized procedures are memoryless in which promising regions are
probed and cycling is avoided by introducing randomization.

We have chosen not to implement randomized procedures for the DTRTP. This decision
was motivated by the excellent results that have been reported using tabu search on various
types of scheduling problems (Vaessens, Aarts, and Lenstra [50]) . Moreover, several
research results indicate tabu search to outperform randomized procedures such as simulated
annealing (Pinson, Prins, and Rullier [39] and Dell’Amico and Trubian [10]) . As a bench-
mark, however, Section 5.3 reports on the computational results obtained with a random
procedure which randomly generates a number of mode assignments and solves the corre-
sponding RCPSP using a truncated version of the RCPSP procedure of Demeulemeester
and Herroelen [13].
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4. A TABU SEARCH PROCEDURE

4.1. Neighborhood

We define the neighborhood of a specific mode assignment m as consisting of all mode
assignments mk in which exactly one activity is assigned another mode. The maximum
number of possible moves is equal to ( n

iÅ1 (Mi 0 1). It is clear that, using this neighborhood
structure, the connectivity property holds, i.e., there exists, for each solution, a finite se-
quence of moves leading to the global optimal solution.

4.2. Short-Term Recency-Based Memory

4.2.1. Tabu Principle

In order to avoid cycling, tabu search employs short term memory, which excludes from
consideration a specific number of moves which may lead to cycling. For the DTRTP,
several possibilities may be explored to prevent cycling: (a) Classify as tabu those moves
that reverse one of the recently made moves, (b) allow reversals but prohibit repetitions
of earlier made moves, such that revisiting an earlier solution is allowed but another search
path has to be chosen for leaving the revisited solution, and (c) prohibit moves that lead
to a mode assignment which was already encountered in the recent past.

Experimentation has revealed that approach (b), although effective in cycle avoidance,
is outperformed by approach (a) . Approach (c) , although perfectly able to prevent revisits
of earlier solutions, has two main disadvantages. First, comparing a set of mode assignments
is of time complexity O(nL) , where L denotes the length of the tabu list, compared to the
constant time required by approach (a) . Second, preventing earlier encountered solutions
from being revisited is not synonymous to preventing cycling between a number of solutions.
Sometimes it is advantageous that earlier visited solutions are revisited, in the hope that
another search path out of that solution may be taken. Constructs developed to diversify
the search (see Section 4.5.2) will ensure that no indefinite cycling will occur, even if
previously visited solutions are revisited. Since the number of moves that have to be
evaluated at each iteration can be relatively large, it is important that the evaluation can be
done very quickly. Hence, we opt for approach (a) .

4.2.2. Tabu List Management

The length of the tabu list defines the time span during which moves retain their tabu
status. A long tabu list decreases the probability of revisiting a previously examined mode
assignment. However, it may also forbid a number of moves which would not have led to
cycling at all, eventually causing the procedure to get stuck in a local optimum of poor
quality.

Both static and dynamic tabu list management procedures have been described in the
literature. A static tabu list has a specific constant length. Dynamic aspects include randomly
varying the tabu list length in a specific interval, decreasing the tabu list length systemati-
cally, introducing moving gaps in the tabu list (parts of the tabu list are inactivated periodi-
cally) or making the tabu status of a move dependent on the state of the solution process
(as in the cancellation sequence method or the reverse elimination method; see Glover [20,
21] and Dammeyer and Voss [6]) . Preliminary experimentation has revealed that the best
performance is achieved with a tabu list length which depends on the size of the problem.
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However, the length should not increase linearly with the problem size. Therefore, we set
the average length to 2

√
n , which corresponds to a tabu list length varying from 6 to 11

when the number of activities ranges from 10 to 30 as in the experiments reported on in
Section 5 (similar values have been reported to work well for other problem types) . More-
over, we allow the length to vary randomly in the interval [

√
n , 3

√
n ] . This allows the tabu

list length to decrease when it is too high (thereby eliminating too many moves) , and to
increase when it is too small ( leading to cycling). When a specific number of iterations is
performed without improving the best known solution, the tabu list length is either decreased
or increased by one unit or remains the same (each with the same probability) .

4.3. Aspiration Criteria

Aspiration criteria are introduced to determine which tabu restrictions should be overrid-
den, thereby revoking the tabu status of certain moves. The purpose is to identify and again
make available those moves that can lead to an overall improvement of the objective function
or that can never lead to cycling. We have chosen not to completely revoke the tabu status
of such improving moves, but to transform them into a so-called pending tabu status (Glover
and Laguna [23]) , which means that the move is eligible for selection if no other non-tabu
improving move exists. Several aspiration criteria have been proposed in the literature (for
an overview, see Glover and Laguna [23]) , of which the following are implemented in
our TS procedure.

4.3.1. Aspiration by Default

A conflict occurs when at some point in the search process no admissible moves are
available for selection, i.e., when all possible moves are classified as tabu. If such a conflict
occurs, the procedure will terminate unless some action is undertaken to revoke the tabu
status of some moves. We remove the oldest entries from the tabu list until the list is empty
or until an admissible move exists. When the length of the tabu list is set too long (such
that every possible move is classified as tabu), aspiration by default will automatically
decrease the tabu list length.

4.3.2. Aspiration by Objective

If a move that is set tabu would lead to the best solution obtained so far, the tabu status
is revoked, and the corresponding move is selected. Obviously, when a new upper bound
on the project makespan is found, we are certain that we are not revisiting an earlier
examined solution. This aspiration criterion is known as global aspiration by objective.
Regional (or local) aspiration by objective extends this reasoning to the best solution
obtained so far in specific regions of the solution space. If a tabu move would lead to the
best solution obtained with a specific mode assigned to a specific activity, we override the
tabu status of that move. Therefore, we store for each activity-mode combination the best
possible solution that has been obtained so far in which that activity has been given that
specific mode.

4.3.3. Aspiration by Influence

Moves can be classified according to their influence, i.e., their induced degree of change
on the structure of the incumbent solution. For example, a move that changes the mode
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(dim , rim) of an activity i with work content Wi Å 40 from (4, 10) to (5, 8) will probably
have a smaller impact on the corresponding schedule than a move to mode (10, 4) . Accord-
ingly, we define the influence of a move as the absolute value of the difference between
the current duration of an activity and its duration in the new mode assignment. Although
such influential moves are often not very attractive because they lead to a substantial increase
in the project makespan, they should be favored from time to time in order to overcome
local optimality and explore diverse regions of the solution space. If many moves of small
influence have already been made and none of them is able to improve the best known
solution so far, it is advisable to select a highly influential move after which a series of
low-influence moves may again lead to a new local (hopefully global) optimum. Therefore,
we will favor highly influential moves when a series of low-influence moves did not lead
to a better solution. After such a high-influence move is chosen, the low-influence moves
may again be tolerated until they show negligible gain opportunities. We revoke the tabu
status of moves of rather low influence, provided that between the time (iteration) the move
has been classified as tabu and the current time (iteration), a move of higher influence has
been chosen.

We also favor influential moves by making them more attractive in the move selection
process. Moves are selected based on the associated upper bound on the project makespan.
Influential moves are given a bonus that further increases their attractiveness. Moreover,
we will only take into account the influence of moves when there are no moves that lead
to a reduction in the makespan of the incumbent solution.

4.3.4. Aspiration by Search Direction

In some cases, revisiting an earlier examined solution can be advantageous, provided
that another search path leading out of that solution might be chosen (thereby preventing
cycling). Aspiration by search direction provides a mechanism for ensuring that another
path out of a previously encountered solution is chosen. For each implemented move, we
store whether it was improving or not. We revoke the tabu status of a tabu move if (a) it
improves upon the incumbent solution and (b) if the most recent move out of the new
mode assignment also was an improving move. Consequently, we allow a revisit of an
earlier examined solution. We revisit a local optimum examined earlier but we now choose
another (nonimproving) path leading out of that local optimum.

4.3.5. Aspiration by Strong Admissibility

A move is labelled strongly admissible if it is eligible and does not rely on any aspiration
criterion to qualify for admissibility, or if it would lead to the best solution obtained so far
(Glover [22]) . If such a strongly admissible move was made prior to the most recent
iteration during which a nonimproving move has been made, we revoke the tabu status of
every improving move. In doing so, we make sure that the search proceeds to a local
optimum, even if reaching a local optimum would require moves that would normally be
classified as tabu.

4.4. Termination Criteria

The procedure is terminated when (a) 10,000 iterations are performed, or (b) 1000
iterations are performed without improving the best known solution (this number is deemed
to be sufficient for the procedure to have either reached the global optimum or to have
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converged to and being stuck in a local optimum), or (c) the time limit of 100 s is exceeded,
or (d) a solution is encountered with a makespan equal to a known lower bound. The lower
bound lb used for these calculations is the maximum of a critical path-based lower bound
lb0 and a resource-based lower bound lbr . The critical path-based lower bound lb0 is obtained
by calculating the critical path in the activity network where each activity is assigned its
shortest feasible mode, taking into account the resource availability a . The resource-based
lower bound lbr is computed as lbr Å (( n

iÅ1 Wi ) /a , where x denotes the smallest integer
equal to or larger than x . If for a specific activity i , W *i Å minMimÅ1{dimrim} exceeds Wi , we
can use W *i for computing lbr rather than Wi itself (W *i 0 Wi is referred to as the redundant
work content) .

4.5. Medium and Long-Term Frequency-Based Memory

4.5.1. Frequency Information

The core of a TS procedure is a steepest descent/mildest ascent procedure supplemented
with recency-based memory in the form of a tabu list to prevent cycling. Although this
basic scheme, supplemented with appropriate aspiration criteria, often outperforms pure
descent procedures, another component is necessary that typically operates on a somewhat
longer time horizon to ensure that the search process examines solutions throughout the
entire solution space (diversification) and that promising regions of the solution space (good
local optima) are examined more thoroughly ( intensification) . This component can be
supplied by using frequency-based memory. Essentially, frequency-based memory stores
information about the frequency that a specific solution characteristic occurs over all gener-
ated solutions or about the frequency that a move with a specific attribute has occurred.
For instance, we can store (a) the number of generated solutions in which a specific activity
was executed in a specific mode, (b) the number of times a move occurred in which an
arbitrary new mode was reassigned to a specific activity, or (c) the number of times a
specific mode was assigned to a specific activity. Option (a) represents a residence fre-
quency, because it reports on the frequency of specific generated solutions, whereas options
(b) and (c) represent transition frequencies, since they report on the frequency of specific
moves. Although, in many cases, residence frequencies are more suited to act as a frequency-
based memory, both types can be used in unison to achieve a better performance.

4.5.2. Diversification

Although the tabu list prevents the procedure from cycling between a number of solutions,
it cannot prevent the search process from being confined to a small region of the solution
space. We use frequency-based memory to detect when this occurs and use that information
to guide the procedure into new unexplored regions. Diversification can be accomplished in
two ways, using transition or residence frequency information.

A first possibility is to modify the attractiveness of moves by including a frequency-based
component which makes moves containing frequently encountered attributes less attractive
than moves which contain rarely encountered attributes. In the proposed TS procedure we
use a transition frequency-based measure that stores fi , the frequency that a new mode was
assigned to activity i . Moves concerning activities with small fi are favored against moves
pertaining to activities with large fi-values. This is accomplished by adding a penalty term
to the move selection criterion. The diversifying influence on the move selection process is
restricted to those occasions when no admissible improving moves exist.
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A second possibility of applying frequency-based memory for the purpose of diversifica-
tion is to divide the search process in different phases for the purpose of diversifying or
intensifying the search. After an initial data collection phase, a diversification phase is
started. This can be accomplished using residence frequencies which store information about
the frequency fim that, in the previously encountered mode assignments, an activity was
executed in a specific designated mode. If the frequencies indicate that for a specific activity
only a small subset of all possible modes have been assigned to that activity, the search
space is restricted by excluding those moves that assign one of these modes to that activity.

4.5.3. Intensification

Diversification phases should be alternated with intensification phases, in which the search
is concentrated on a specific region of the solution space and promising regions are explored
more intensively. This can also be accomplished through the use of frequency-based memory
fim . When a high frequency count for a specific activity-mode combination is combined
with a small associated project makespan, it may be advantageous to ‘‘fix’’ the mode
assignment of that activity to one mode or a small subset of all possible modes.

The intensification procedure examines all residence frequencies of the previously saved
high quality local optima (defined as having an upper bound on the project makespan equal
to the current best solution) and detects which activities have been assigned a specific mode
or a small subset of all possible modes in each or a large number of these solutions. Then,
the search space is restricted by limiting the possible modes for each activity to that small
subset (by setting those moves tabu that would alter the mode of such activities to another
mode not belonging to the associated subset) . This type of intensification strategy is often
referred to as reinforcement by restriction (Glover and Laguna [23]) , because intensifica-
tion is achieved by narrowing the realm of possible moves to those ones that promise high
quality local optima instead of guiding the search process by using penalty and incentive
functions. An advantage of reinforcement by restriction over penalty/ incentive approaches
is that the restriction of the search space leads to a significant speedup of each iteration,
since the number of admissible moves can be substantially reduced. Note that reinforcement
by restriction is not limited to intensification strategies only. The diversification strategy
based on residence frequencies described in Section 4.5.2 was also based on reinforcement
by restriction, albeit to diversify the search (often referred to as selective diversification)
rather than intensify it.

4.5.4. Combined Diversification and Intensification

Some constructs, although based on frequency-based memory, cannot be classified as
performing the function of diversification and intensification, because they perform both
functions simultaneously. One such construct is the concept of solutions evaluated but not
visited (Glover and Laguna [23]) . Often, the choice between a number of moves is arbitrary
because they have the same upper bound on the project makespan. We store the number
of times an improving move was not selected, although its associated project makespan
was equal to the makespan of the selected mode assignment. If after a number of iterations
(data collection phase) , for a specific activity, a move receives a high such frequency count,
although it has a low frequency count in the solutions that actually have been visited, the
search space is restricted to the associated modes for that activity (reinforcement by restric-
tion), thereby serving the goals of both intensification and diversification.
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Table 1. The parameter settings of the benchmark problem set.

Control parameter Value

Number of activities (n) 10; 15; 20; 25; 30
Activity work content (Wi) [10, 100]
Number of initial and terminal activities [2, 5]
Maximal number of predecessors and successors 3
Order strength (OSa) 0.25; 0.50; 0.75
a Schwindt [40] uses an estimator for the restrictiveness (Thesen [48]) as a
network complexity measure. However, De Reyck [16] has shown that this
measure is identical to the order strength (Mastor [32]), the flexibility ratio
(Dar-El [7]), and the density (Kao and Queyranne [27]). We will use order
strength when referring to this measure.

4.5.5. Phases

The total search time will be divided into several phases. We have chosen the following
structure, which is truncated if one of the termination criteria applies:

PHASE 1. Proceed without intensification or diversification until 100 iterations have been
made without improving the best known solution. Set x equal to the number of the current
iteration.

PHASE 2. Until iteration x / 50: data collection for intensification.
PHASE 3. Until iteration x / 100: intensification.
PHASE 4. Until iteration x / 150: data collection for diversification.
PHASE 5. Until iteration x / 200: diversification.
PHASE 6. Until iteration x / 250: data collection for combined intensification and

diversification.
PHASE 7. Until iteration x / 300: combined intensification and diversification.
PHASE 8. Until iteration x / 350: data collection for diversification.
PHASE 9. Until iteration x / 400: diversification.
PHASE 10. Set x equal to the number of the current iteration. Go to PHASE 2.

Each time the best known solution is improved upon, all frequency information is erased,
the iteration counter x is reset to the current iteration and the procedure continues with
PHASE 1.

5. COMPUTATIONAL EXPERIENCE

The procedures have been programmed in Microsoft Visual C// 2.0 under Windows
NT for use on a Digital Venturis Pentium-60 personal computer with 16 MB of internal
memory. The codes itself require at most 120 KB and the data structures use at most 1.3
MB of internal memory, which allows them to be used on computers with little available
memory.

5.1. Benchmark Problem Set

Schwindt [40] extended ProGen, the problem generator for the RCPSP developed by
Kolisch, Sprecher, and Drexl [29], to ProGen/max, which can randomly generate instances
of various types of generalized resource-constrained project scheduling problems. We used
ProGen/max to generate 150 networks using the control parameters given in Table 1. For
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Table 2. The parameter settings of the full factorial
experiment.

Control parameter Value

Number of activities (n) 10; 15; 20; 25; 30
Order strength (OS) 0.25; 0.50; 0.75
Resource availability (a) 10; 20; 30; 40; 50
Number of modes (M) 1; 2; 3; 4; 5; 6; unlimited

each combination of control parameter values, 10 problem instances have been generated.
The indication [x , y] means that the value is randomly generated in the interval [x , y] ,
whereas x ; y ; z means that three settings for that parameter were used in a full factorial
experiment. Every activity is then randomly assigned a work content between 10 and 100.
Several versions of each problem instance are solved using a different restriction of the
number of efficient modes (denoted M , varying from 1 to 6 and one in which the number
of modes is unlimited) and a different setting for the resource availability a (equal to 10,
20, 30, 40, and 50). The parameters used in the full factorial experiment are given in Table
2. A total of 5250 problem instances results.

An unlimited number of modes means that for each activity i , every duration/resource
requirement pair (dim , rim) is allowed as long as their product is at least as large as its work
content Wi . In that case, the number of modes for activity i depends on its work content
Wi and the resource availability a . The higher Wi or a , the higher the number of modes
for activity i . Table 3 indicates for the different resource availability settings, the average
number of modes for the activities in the corresponding problem instances, as well as their
theoretical minimum and maximum. For the entire problem set, the average number of
modes when there is no restriction imposed equals 11.82.

When a restriction is imposed on the number of modes, it is enforced as follows. The
procedure first generates the mode m with duration dimÅmax{

√
Wi  , Wi /a } and resource

requirement rim Å Wi /di , where x denotes the highest integer number equal to or smaller
than x . This mode is typically situated somewhere in the ‘‘middle’’ of the realm of available
modes. Then, the procedure generates a mode with a duration equal to dim 0 1 and a
corresponding resource requirement. Consequently, the mode with duration dim / 1 is
generated. This mode generation process continues (alternatively decreasing, respectively
increasing the activity duration) until the desired number of modes is reached or no modes
are left. Naturally, other criteria to restrict the number of modes can be used, such as
eliminating modes that are not allowed due to technological or actual working conditions.
Contrary to the case of an unlimited number of modes, restricting the number of modes to
1, 2, 3, 4, 5, or 6 results in exactly the specified amount for each activity, except for a Å
10 and ri Å 11, which only allows for five feasible efficient modes (dim , rim) , namely (2,
6) , (3, 4) , (4, 3) , (6, 2) , and (11, 1) .

Table 3. Average number of modes.

a Å 10 a Å 20 a Å 30 a Å 40 a Å 50

Average number of modes 8.84 11.60 12.49 12.92 13.26
Minimum number of modes 5 6 6 6 6
Maximum number of modes 10 15 16 17 18
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5.2. A Branch-and-Bound Procedure

Demeulemeester, De Reyck, and Herroelen [15] have developed a branch-and-bound
procedure for the DTRTP based on the concept of activity–mode combinations, i.e., subsets
of activities executed in a specific mode. At each decision point t which corresponds to the
completion time of one or more activities, the algorithm evaluates feasible partial schedules
PSt (corresponding to nodes in the search tree) obtained by enumerating all feasible maximal
activity–mode combinations. Activity–mode combinations are feasible if the activities can
be executed in parallel in the specified mode without resulting in a resource constraint
violation. They are maximal when no other activity can be added in one of its modes
without causing a resource conflict. Each partial schedule resulting from a specific activity–
mode combination is evaluated by computing a critical path-based and a resource-based
lower bound. The node with the smallest lower bound is selected for further branching at
the next decision point t *. At time t * again all feasible maximal activity–mode combinations
are enumerated under the assumption that earlier scheduled activities can be removed from
the partial schedule. If they are not removed from the partial schedule, another mode can
be selected provided that they are restarted at time t *. Backtracking occurs when a schedule
is completed, when its lower bound exceeds (or equals) a previously determined upper
bound on the project makespan or when a branch is to be fathomed by one of the proposed
dominance rules. The procedure stops with the optimal solution upon backtracking to level
0 in the search tree.

Computational experience is reported in Demeulemeester, De Reyck, and Herroelen [15].
In order to compare the performance of the branch-and-bound procedure with the local
search methods developed in this paper, we have recompiled the branch-and-bound proce-
dure for use on a Digital Venturis Pentium-60 personal computer with 16 MB of internal
memory. As for all procedures researched in this paper, a time limit of 100 s is imposed.
However, sometimes the branch-and-bound procedure is unable to find a feasible solution
within the given time limit. Then it is allowed to continue until a first feasible solution has
been found. The fact that a first feasible solution is sometimes only encountered after
considerable computational effort is due to the inherent complexity of the DTRTP and the
nature of the search process. Although the procedure is of the depth-first type, it often
examines thousands of maximal activity–mode combinations (nodes) at each level of the
search tree. For one specific problem instance 167,524 nodes were examined be-
fore encountering a first feasible solution. The CPU-time required for evaluating those
nodes equals 1567 s, which is the maximum CPU-time required by the branch-and-bound
procedure.

5.3. Basic Computational Results

For the local search methods, moves are evaluated by solving the RCPSP instance corre-
sponding to the associated mode assignment using the RCPSP procedure of Demeulemeester
and Herroelen [13], which is truncated after a very small amount of time (until 100
backtracking steps have been performed). Upon termination of the local search procedures,
the mode assignment which led to the schedule with minimal makespan is further investi-
gated by running the same RCPSP algorithm, truncated after 1 s and using the best solution
obtained so far as an upper bound.

Tables 4 and 5 summarize the results. The results reported are the average and maximal
deviation with respect to the best known solution, which is obtained using all procedures
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presented in this paper (4929, i.e., about 94% of those solutions are known to be optimal) .
Also the number of times the best known solution is obtained is given. The average and
maximal deviation with respect to the lower bound lb are given, as are the number of
problems solved to optimality. For the local search procedures, solutions are known to be
optimal when they have a makespan equal to the lower bound lb or when all possible
solutions have been enumerated. Finally, the average number of RCPSP instances solved
and the average and median values for the required CPU-time are reported. Table 4 reports
the global averages over all problem instances, whereas Table 5 only indicates the results
when the number of modes is unlimited.

The truncated complete enumeration procedure enumerates all activity–mode combina-
tions and evaluates each resulting RCPSP instance. The activity–mode combinations are
enumerated starting from the modes with the smallest duration. For use as a benchmark,
we have also tested a fully randomized procedure, in which a (large) number of random
mode assignments are generated and the corresponding RCPSP instances solved. Both
enumeration procedures are truncated upon finding the optimal solution or when the time
limit is exceeded. This explains the rather high average CPU-times when only a few of the
instances can be solved to optimality. The difference in the median values for random and
complete enumeration is due to the fact that the enumeration procedure solves (just) more
than half of the problems to optimality within a small time limit. Therefore, about half of
the problem instances can be considered rather easy. When the number of modes is unlim-
ited, the enumeration procedures can solve almost none of the instances to optimality,
indicating the high degree of complexity of the problem set.

For the descent algorithms, the initial mode assignment is determined by assigning to each
activity its mode with smallest duration (which resulted in the best performance). We also
examined the performance of the descent procedures enhanced with a random restart engine.
Unless restricted by the time limit of 100 s, 1000 mode assignments are determined randomly,
after which the descent procedure is initiated. As was to be expected, equipping a descent
procedure with random restarts significantly increases the quality of the obtained solutions,
at the expense of increased computational requirements. Contrary to expectations, the overall
quality of the solutions obtained with steepest descent do not significantly differ from those
obtained using a fastest descent approach. Only for an unlimited amount of modes does
steepest descent outperform fastest descent. However, the slight advantage of steepest descent
versus fastest descent disappears completely when random restarts are introduced. In fact,
iterated fastest descent performs better than iterated steepest descent. The main reason for
this is the fact that a fastest descent approach requires less time to perform each iteration,
thereby making it possible to perform more iterations and random restarts.

For the TS procedure, the initial mode assignment is determined by assigning to each
activity the mode with duration max{

√
Wi  , Wi /a }. The reason for choosing this mode

instead of the mode with the smallest duration is the fact that it is situated somewhere in the
middle of all available modes, thereby opening up possibilities for both increasing and decreas-
ing the duration of the activities. In general, using the modes with the smallest associated
duration will cause local search procedures to get stuck in local optima rather quickly. Often,
the inevitable increase in the duration of an activity will cause an equivalent increase in the
project duration. However, these local optima are often already of high quality. That is why
for the descent algorithms described above, using these modes led to the best performance,
and why, in other types of multiple mode resource-constrained project scheduling problems,
the heuristics in which for each activity the shortest duration is selected led to a superior
performance than when any other mode is chosen (see, for instance, Boctor [4]) .
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For the TS procedure, the initial solution does not have a significant impact on the quality
of the obtained solutions. When the modes according to the smallest activity durations are
selected for the initial mode assignment, the overall average deviations from the best known
solution and lower bound are 0.29% (vs. 0.27%) and 2.78% (vs. 2.76%), respectively.
The number of problems solved to optimality equals 2932 (vs. 2933). In general, the initial
solution has a significant impact on the outcome for local search methods that do not
perform a global optimization (such as single-pass fastest or steepest descent) . However,
a well-designed TS procedure that employs long-term memory for diversification purposes
will strive for global optimization. Therefore, the initial solution has no significant impact
because the diversification process will guide the search away from the initial region in the
solution space. Only when no diversification aspects are included in the TS procedure, or
when it is truncated after a very small amount of time (thereby preventing the diversification
process to work as intended), will the initial solution have an influence on the quality of
the obtained solution.

The proposed TS procedure clearly outperforms all other local search methods by a large
margin. For more than 99% of all problem instances (5200 out of 5250), tabu search is
able to match or improve upon the best solution obtained with all other local search proce-
dures. Truncated complete enumeration, despite the high computation time, leads to inferior
solutions, which are, on the average, even worse than those of a single-pass fastest or steepest
descent. The random procedure, although based on generating hundreds of thousands of
mode assignments (sometimes millions) , performs the worst. Therefore, based on this
evidence, it is dangerous to only use randomly generated solutions as a benchmark, even
when a very large number of such random solutions are considered. The relative difference
in performance between iterated descent procedures and tabu search is in line with the
results obtained by Mooney and Rardin [33], who developed local search procedures for
task assignment problems under resource constraints. They conclude that, although iterated
descent procedures obtain high diversification levels as a result of the restarting procedure,
they perform rather poorly compared to a TS procedure. Therefore, diversification appears
to be a necessary but not a sufficient condition for obtaining high-quality solutions.

The results for the branch-and-bound procedure are quite promising when compared to the
local search methods. Not only the number of problems solved to optimality but also the
quality of the obtained heuristic solutions are significantly higher when compared to all other
procedures. There are, however, three drawbacks. First, the maximum deviations from the
best known solution and the lower bound are worse than for the TS procedure (and the
iterated descent methods), which is mainly due to the fact that the branch-and-bound procedure
is sometimes truncated upon finding a first feasible solution, which cannot always be guaran-
teed to be of high quality. Second, the memory requirements of the branch-and-bound proce-
dure are much higher (some 15 MB versus 1.3 MB for the local search algorithms). Third,
a feasible solution cannot always be guaranteed after a small CPU-time limit. Sometimes
more than 1500 s are needed for finding a first feasible solution, whereas the local search
procedures can be truncated already after a few seconds of running time. However, it is clear
that the branch-and-bound procedure is a viable alternative for solving the DTRTP, even for
fairly large problems with up to 30 activities and 15 modes per activity.

5.4. Detailed Computational Results
5.4.1. Impact of Problem Dimension

Figure 1 shows the effect of the number of modes and the number of activities on the
average deviation of the solutions obtained by the TS procedure with respect to the best
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Figure 1. The effect of the number of activities and the number of modes on the DTRTP complexity.

known solution. Clearly, an increasing problem size caused by either an increase in the
number of activities or the number of modes leads to a decrease in effectiveness. The main
reason for this decrease in efficacy is due to the fact that the time limit of 100 s should be
increased when dealing with larger instances. In that case, the decrease in effectiveness
cannot be observed anymore.

5.4.2. Effect of Tabu List Management, Aspiration Criteria,
Intensification, and Diversification

Tables 6 and 7 indicate the performance of TS starting from a steepest descent/mildest
ascent procedure with recency-based memory, up to the full-fledged procedure with a
randomly varying tabu list length, all aspiration criteria and intensification and diversification
strategies. Clearly, all proposed extensions to the basic TS procedure enhance the overall
performance of the algorithm. The basic TS procedure based on recency-based memory
(tabu list) only, although significantly superior to single-pass pure descent methods, is not
able to outperform iterated descent methods. Only the introduction of aspiration criteria
allows TS to outperform all other local search procedures. This result conforms to results
from the literature in which TS procedures have been developed for solving a wide variety
of combinatorial optimization problems. In many computational investigations, rather simple
TS procedures based on tabu lists and aspiration criteria only already outperform pure
descent procedures.

Equipping a TS procedure with aspiration criteria, however, may sometimes cause the
algorithm to quickly get stuck in local optima of poor quality. Especially aspiration by
influence or aspiration by strong admissibility, which do not guarantee that cycling will not
occur, may lead to a premature termination of the procedure. That is why only after including
a diversification strategy, the maximum deviations are reduced to an acceptable level. The
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Figure 2. The effect of OS on the DTRTP complexity.

maximum deviations of pure descent methods (without random restarts) are considerably
better than when using a steepest descent/mildest descent approach without diversification,
mainly because the initial solution is different (based on the modes with the smallest
associated duration), which leads to relatively good initial local optima out of which,
however, the pure descent procedure seldom escapes. Starting pure descent methods with
the initial solution used for the tabu search leads to substantially worse results. Notice that
the required computational effort does not increase when aspiration criteria, intensification
or diversification strategies are introduced.

5.4.3. Effect of Problem Characteristics

Figure 2 shows the effect of OS on the effectiveness of the TS procedure, represented
by the average deviation of the obtained solutions with respect to the best known solution.
Clearly, OS has a negative impact on the DTRTP complexity: the higher OS , the easier the
corresponding DTRTP instance, regardless of the number of modes.

Figure 3 shows the effect of the resource availability a on the performance of TS. The
resource availability does not seem to have a monotonous impact. On the contrary, a kind
of bell-shaped curve seems to result: when a increases, the average deviations increase up
to a certain point after which they decrease again. Only when the number of modes is high
(namely six) does the resource availability have a negative impact on the quality of the
solutions obtained with TS (because probably the top of the bell-shaped curve occurs for
small values of a) . We did not include the results for an unlimited number of modes. In
that case, the resource availability has a substantial impact on the number of modes (as
given in Table 3), thereby polluting the real effect of a on the DTRTP complexity.
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Figure 3. The effect of resource availability a on the DTRTP complexity.

6. CONCLUSIONS AND SUGGESTIONS FOR FUTURE RESEARCH

In this paper we present a tabu search (TS) procedure for the discrete time/resource
trade-off problem in project networks. The TS procedure is based on subdividing the problem
into a mode assignment phase and a resource-constrained project scheduling phase with
fixed mode assignments. The computational results indicate that the TS procedure clearly
outperforms other local search methods such as iterated descent, truncated complete enumer-
ation, or a random approach. In more than 99% of all problem instances the TS procedure
is able to find the best solution obtained by all local search procedures. Even a rather simple
TS procedure based on recency-based memory and aspiration criteria outperforms other
local search methods. Equipping the TS procedure with intensification and diversification
strategies substantially improves its performance. The branch-and-bound procedure devel-
oped by Demeulemeester, De Reyck, and Herroelen [15] is capable of solving many of
the test problems to optimality within an acceptable amount of time. A truncated version
is able to outperform all local search methods presented in this paper. However, the branch-
and-bound procedure sometimes requires relatively high computation times and memory,
even for just finding a feasible solution.

A major advantage of TS versus more rigid procedures of the branch-and-bound type is
its flexibility and versatility in the sense that it can easily be adapted to other assumptions
and different problem types. One possible extension would be the application of a similar
TS procedure to the MRCPSP. The major difference between the DTRTP and the MRCPSP
is the fact that the mode assignment problem becomes NP-hard when there are at least two
nonrenewable resource types. Therefore, finding a feasible solution for the MRCPSP or,
equivalently, a feasible solution for the mode assignment phase in the TS procedure may
become a very difficult task. Another possible extension would be to include other than zero-
lag finish–start precedence relations, leading to the DTRTP with precedence diagramming
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(minimal start–start, start–finish, finish–start, or finish–finish precedence relations) or
with generalized precedence relations (minimal and maximal start–start, start–finish, fin-
ish–start, or finish–finish precedence relations) . This extension would require the use of
a procedure for the GRCPSP (Demeulemeester and Herroelen [14]) or the RCPSP-GPR
(De Reyck and Herroelen [17]) for evaluating each mode assignment. Finally, the proposed
TS procedure can be adapted for other regular and nonregular objective functions such as
minimizing project costs, optimizing due-date performance and maximizing the net present
value of a project. Basically, only the move evaluation phase and the lower bound calcula-
tions have to be modified.
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