
Singapore Management University Singapore Management University 

Institutional Knowledge at Singapore Management University Institutional Knowledge at Singapore Management University 

Research Collection School Of Computing and 
Information Systems School of Computing and Information Systems 

11-2021 

LEAP: Leakage-abuse attack on efficiently deployable, efficiently LEAP: Leakage-abuse attack on efficiently deployable, efficiently 

searchable encryption with partially known dataset searchable encryption with partially known dataset 

Jianting NING 

Xinyi HUANG 

Geong Sen POH 

Jiaming YUAN 

Yingjiu LI 

See next page for additional authors 

Follow this and additional works at: https://ink.library.smu.edu.sg/sis_research 

 Part of the Information Security Commons 

Citation Citation 
NING, Jianting; HUANG, Xinyi; POH, Geong Sen; YUAN, Jiaming; LI, Yingjiu; WENG, Jian; and DENG, Robert 
H.. LEAP: Leakage-abuse attack on efficiently deployable, efficiently searchable encryption with partially 
known dataset. (2021). Proceedings of the 2021 ACM Conference on Computer and Communications 
Security (ACM CCS 2021), Virtual Conference, November 15-19. 2307-2320. 
Available at:Available at: https://ink.library.smu.edu.sg/sis_research/6740 

This Conference Proceeding Article is brought to you for free and open access by the School of Computing and 
Information Systems at Institutional Knowledge at Singapore Management University. It has been accepted for 
inclusion in Research Collection School Of Computing and Information Systems by an authorized administrator of 
Institutional Knowledge at Singapore Management University. For more information, please email 
cherylds@smu.edu.sg. 

https://ink.library.smu.edu.sg/
https://ink.library.smu.edu.sg/sis_research
https://ink.library.smu.edu.sg/sis_research
https://ink.library.smu.edu.sg/sis
https://ink.library.smu.edu.sg/sis_research?utm_source=ink.library.smu.edu.sg%2Fsis_research%2F6740&utm_medium=PDF&utm_campaign=PDFCoverPages
https://network.bepress.com/hgg/discipline/1247?utm_source=ink.library.smu.edu.sg%2Fsis_research%2F6740&utm_medium=PDF&utm_campaign=PDFCoverPages
mailto:cherylds@smu.edu.sg


Author Author 
Jianting NING, Xinyi HUANG, Geong Sen POH, Jiaming YUAN, Yingjiu LI, Jian WENG, and Robert H. DENG 

This conference proceeding article is available at Institutional Knowledge at Singapore Management University: 
https://ink.library.smu.edu.sg/sis_research/6740 

https://ink.library.smu.edu.sg/sis_research/6740


LEAP: Leakage-Abuse Attack on Efficiently Deployable,
Efficiently Searchable Encryption with Partially Known Dataset

Jianting Ning∗
Fujian Normal University &

Singapore Management University
Fuzhou, China

jtning88@gmail.com

Xinyi Huang†
Fujian Normal University

Fuzhou, China
xyhuang81@gmail.com

Geong Sen Poh
S-Lab for Advanced Intelligence,
Nanyang Technological University

Singapore
geongsen.poh@ntu.edu.sg

Jiaming Yuan
University of Oregon
Oregon, United States
jiamingy@uoregon.edu

Yingjiu Li
University of Oregon
Oregon, United States
yingjiul@uoregon.edu

Jian Weng
Jinan University
Guangzhou, China

cryptjweng@gmail.com

Robert H. Deng
Singapore Management University

Singapore
robertdeng@smu.edu.sg

ABSTRACT
Searchable Encryption (SE) enables private queries on encrypted doc-
uments. Most existing SE schemes focus on constructing industrial-
ready, practical solutions at the expense of information leakages
that are considered acceptable. In particular, ShadowCrypt utilizes
a cryptographic approach named “efficiently deployable, efficiently
searchable encryption” (EDESE) that reveals the encrypted dataset
and the query tokens among other information. However, recent
attacks showed that such leakages can be exploited to (partially)
recover the underlying keywords of query tokens under certain
assumptions on the attacker’s background knowledge.

We continue this line of work by presenting LEAP, a new leakage-
abuse attack on EDESE schemes that can accurately recover the
underlying keywords of query tokens based on partially known
documents and the L2 leakage as per defined by Cash et al. (CCS
’15). As an auxiliary function, our attack supports document re-
covery in the similar setting. To the best of our knowledge, this is
the first attack on EDESE schemes that achieves keyword recovery
and document recovery without error based on partially known
documents and L2 leakage. We conduct extensive experiments to
demonstrate the effectiveness of our attack by varying levels of
attacker’s background knowledge.

∗The first author is also with the State Key Laboratory of Information Security (Institute
of Information Engineering, Chinese Academy of Sciences, Beijing 100093).
†Corresponding author.
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1 INTRODUCTION
Encrypted cloud storage systems have been developed to alleviate
the privacy concerns of organisations that outsource their sensitive
data to a third-party storage provider. Searchable encryption (SE)
is one of the key solutions that attempt to preserve retrievability of
encrypted data, without revealing the queried information to the
storage provider. Since the seminal work by Song et al. [40], many
practical SE schemes have been proposed [4, 6, 7, 9, 12, 25, 33, 41].

In order to provide efficient query on encrypted data stored on
a remote cloud server, these practical SE schemes allow certain
leakages of information that are deemed acceptable by users. Cash
et al. [5] characterized the leakage profiles of SE schemes in the lit-
erature and in-the-wild SE products by defining a series of leakage
levels L1-L4. L1 leakage, consisting of the query-revealed occurrence
pattern, has the least amount of leakage. L2 leakage stands for the
leakage of fully-revealed occurrence pattern, which leaks more infor-
mation than L1 but less than L3 and L4. Due to the high efficiency
of SE schemes with L2 leakage, they have been incorporated in
a number of operational prototypes and products. ShadowCrypt
[20] supports end-to-end encryption and SE with L2 leakage for
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web applications, such as Twitter, Facebook and Gmail. Specifically,
ShadowCrypt interposes itself between a human user and the user
interface of a web application. To keep the user’s ability to effi-
ciently search the stored documents, ShadowCrypt employs a type
of SE with L2 leakage called efficiently deployable, efficiently search-
able encryption (EDESE). In a typical implementation of an EDESE
scheme, as used in ShadowCrypt, a list of encrypted keywords (here
after referred to as query tokens) is attached to an encrypted docu-
ment. Each query token q is calculated as a pseudorandom function
F of a keywordw (keyed with a secret key k). To search for a key-
wordw , ShadowCrypt intercepts the search request and replaces
the keyword w with the corresponding query token q = Fk (w ).
EDESE schemes have several compelling advantages, including
lower startup costs as compared to other types of SE and allow en-
cryption of communications to be performed immediately without
changing providers or losing familiar application user interfaces.
On the other hand, EDESE schemes suffer from L2 leakage which
could be exploited by an attacker. As the encrypted documents and
the corresponding query tokens are stored on the server side, an
adversarial server could obtain the relationship between each query
token and each encrypted document. Particularly, whether a query
token is contained in an encrypted document is leaked to the server.
During the rest of the paper, we will use EDESE and SE with L2
leakage interchangeably unless otherwise stated.

It has been shown in recent years that the leakages of SE schemes
can be exploited to recover the underlying keywords of query to-
kens, given full or partial background knowledge about the docu-
ments or the keywords contained in the documents. Islam et al. [21]
initiated the investigation through empirical analysis on the secu-
rity of SE and demonstrated that the underlying keywords of queries
can be recovered if given (almost) all the documents. Following
from this, Cash et al. [5] (CGPR) proposed an improved attack that
successfully recovers query keywords using less prior knowledge
about the (plaintext) documents of the user and L1 leakage. Pouliot
and Wright [39] later proposed new inference attacks on EDESE
schemes utilizing L2 leakage, one is based on the Umeyama’s algo-
rithm [42] (PW-U), and the other is based on the PATH algorithm
[43] (PW-P). Independent from the above passive attacks, Cash et
al. [5] also introduced a new type of attack in which an attacker
can induce a user to insert chosen documents, which is essentially
an active attack. A new active attack called file-injection attack was
later proposed by Zhang et al. [44], which injects deliberately cho-
sen documents into the document set of the user. Compared with
active attacks, passive attacks require weaker assumption since the
attacker only needs to observe the leakages of a SE scheme and
hence is easier to launch. This paper focuses on passive attacks.

For passive attacks, a practical assumption could be that it is
unlikely an attacker can obtain all the documents of a target user. On
the other hand, it seems too restrictive to assume that the attacker
knows no plaintext document of the user at all. For instance, a
storage provider can easily learn the nature of a user’s business.
The provider may then construct the common keywords and gather
common documents reflecting the business domain (e.g., finance,
healthcare). It is also over optimistic from a security standpoint to
assume the attacker has no way to learn partial information. Thus,
a more realistic assumption is to assume that the attacker could
obtain a partial set of the documents for a target user. As noted in

[5], “assuming knowledge of no documents is a step too far”, and
an attacker may know that one or more widely-circulated emails
are stored in a user’s repository.

To date, there are only a few works that focus on such practical
scenario where the attacker has only partial knowledge of a tar-
get user’s document set. However, the attack results reported in
these works may contain false positives due to the lack of knowl-
edge of the missing documents. In particular, the PW-U attack
and the PW-P attack (on EDESE schemes) proposed by Pouliot
and Wright [39] are two types of attacks that work with partial
knowledge of a dataset. Both attacks result in false positives. As
the experimental results shown in Section 5, when given 10% of
documents of the dataset with 4,991 keyword universe, the PW-U
attack returns 4,991 (query token, keyword) mappings but only
38 keywords are correctly mapped, and the PW-P attack returns
4,991 (query token, keyword) mappings but only 1,638 mappings
are correct. The main idea of the PW-U attack and the PW-P attack
is to reduce the problem of finding (query token, keyword) map-
ping to well-known combinatorial optimization problems based on
graph matching. However, due to the nature of the combinatorial
optimization problems based on graph matching, the recovered
(query token, keyword) mappings may contain false positives when
the attacker’s knowledge about a target user’s document set is not
complete.

The CGPR attack proposed by Cash et al. [5] is another type of
attack in such partial knowledge setting, which also results in false
positives. The difficulty of accurately recovering the underlying
keywords of query tokens lies in the information loss induced by
missing documents. Due to the missing documents, the attacker
cannot simply recover a query token q by finding a keyword w
with a unique count(w ) such that count(q) = count(w ), where
count(w ) denotes the number of known documents containingw
and count(q) denotes the number of encrypted documents contain-
ing q. This is because the document set corresponding to count(w )
is a subset of the full document set; consequently, count(w ) may
be less than the number of documents from the full document set
containingw . As a result, the attack under the partial knowledge
setting in [5] utilizes a guessing strategy to prepare a candidate
keyword set for a query token, which serves as the basis for later
pruning. This is the reason why the attack usually outputs (query
token, keyword) mappings with (high) false positives.

Intuitively, the criterion to measure the effectiveness of an infer-
ence attack on SE scheme is howmany (query token, keyword) map-
pings can be accurately recovered, rather than how many (query
token, keyword) mappings are output by the attack (which may
contain false positives). The following question arises naturally:

Can a passive adversarial server reveal query tokens (i. e., discov-
ering the underlying keywords of query tokens) accurately with only
partial knowledge of the user’s document set?

1.1 Our Contributions
In this paper, we attempt to address the above problem by present-
ing a new leakage-abuse attack on EDESE schemes, named LEAP
(Leakage-abuse attack on efficiently deployable, efficiently search-
able encryption with partially known dataset). Different from the
guessing strategy in [5] and the graph matching approach in [39],
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we introduce a new approachwhich reveals query tokens accurately
with only partial knowledge of the dataset.

In a nutshell, we first accurately recover certain (encrypted doc-
ument, document) mappings. This step relies on two methods (see
Method 1 andMethod 2 described in Section 4.2) and the obser-
vation that them′×n′ document-keyword matrix A′ (derived from
known documents) can be extended to a new m × n′ document-
keyword matrix A′′, where n′ is the number of leaked documents,
m′ is the number of keywords contained in the leaked documents
andm is the number of keywords in the keyword universe. With the
recovered (encrypted document, document) mappings, we can then
recover certain (query token, keyword) mappings without error
based on Method 3 described in Section 4.2. Next, we use a recur-
sive mechanism to recover more (query token, keyword) mappings.
In particular, the recovered (query token, keyword) mappings are
used to discover new (encrypted document, document) mappings
which in turn are used to discover new (query token, keyword) map-
pings. This recursive discovery process is made possible based on a
novel matrix row/column mapping technique we develop, which
utilizes the leakage of EDESE schemes and the partial knowledge
of a user’s document set.

LEAP achieves zero false positives in breaking query token pri-
vacy in the sense that all (query token, keyword) mappings output
by LEAP are correct. As an auxiliary function, it breaks document
privacy without false positives, i.e., all (encrypted document, docu-
ment) mappings output by LEAP are correct. As far as we know,
this is the first attack utilizing only partial knowledge of the docu-
ment set and the L2 leakage of EDESE schemes, yet is capable of
recovering the user’s query tokens and the encrypted documents
accurately (i.e., without false positives).

We conduct extensive experiments to demonstrate the effective-
ness of LEAP as compared to the PW-U attack and the PW-P attack.
Given access to 10% of the dataset, LEAP accurately recovers 4,904
(query token, keyword) mappings out of 4,991 keywords, as com-
pared to 1,638 in the PW-P attack and 38 in the PW-U attack. In
the case where only 0.1% of the dataset is leaked, LEAP accurately
recovers 132 (query token, keyword) mappings out of 1,144 key-
words, as compared to 2 in the PW-P attack and 5 in the PW-U
attack. The experimental results confirm that LEAP is devastating
for the privacy of query tokens. LEAP reveals new risks of using
EDESE schemes given a prior knowledge of the dataset. LEAP also
highlights the importance of minimizing the leakage of a data stor-
age or processing server.

2 PRELIMINARIES
2.1 Notation
Throughout this paper, we use d ,w , ed , and q to denote a document,
a keyword, an encrypted document, and a query token, respectively.
We use di to denote a particular documenti , and use wi , edi , and
qi similarly. Note that d (resp.w) is indexed independently from ed
(resp. q). In other words, edi may not be the encryption of di , and
qi may not be the query token corresponding towi , even though
they share the same subscript. In addition, we use (ed ,d ) to denote
a mapping between an encrypted document and the corresponding
plaintext document, and use (q,w ) to denote a mapping between a
query token and the corresponding keyword.

We define [n] = {1,2, ...,n} for n ∈ N. For two vectors VA and
VB of the same dimension, we define VA = VB iff VA[i] = VB[i]
for all i . For anm×n matrix T where the (i, j )-th entryTi,j is either
1 or 0, let columnj be the j-th column of T for j ∈ [n], and rowi be
the i-th row of T for i ∈ [m]. For columnj , let T1,jT2,j ...Tm,j be its
bit-string; similarly, for rowi , let Ti,1Ti,2...Ti,n be its bit-string. We
say columnj is unique if the bit-string of columnj is unique among
{bit-string of columnj′ }j′∈[n]; similarly, we say rowi is unique if
the bit-string of rowi is unique among {bit-string of rowi′ }i′∈[m].
Let columnj -sum be the Hamming weight of the j-th column, i.e.,
columnj -sum equals T1,j +T2,j + ... +Tm,j ; similarly, let rowi -sum
be the Hamming weight of the i-th row. We take the following 5× 6
matrix as an example:

*......
,

1 2 3 4 5 6
1 0 1 1 0 0 1
2 1 0 0 1 1 0
3 0 0 1 0 0 0
4 0 1 1 0 0 1
5 1 1 0 1 1 1

+//////
-

, (1)

the bit-string of column3 is 10110, and the bit-string of row4 is
011001. Column3 is unique, and so are row2, row3, row5. The
column3-sum is 1 + 0 + 1 + 1 + 0 = 3, and the row2-sum is
1 + 0 + 0 + 1 + 1 + 0 = 3.

2.2 Background
We first give a general description of SE. In a SE scheme, a user
encrypts her documents and uploads the encrypted documents to
a (untrusted) server. Later, the user can issue a query containing
a keyword (or a set of keywords) by generating and sending a
query token to the server to retrieve the documents containing
this keyword (or these keywords). Based on the query token, the
server searches the stored encrypted documents and returns the
encrypted documents (or the document identifiers) containing the
queried keyword to the user.

The setting that we focus on is similar to the settings discussed
in [5, 39] for EDESE schemes. In this setting, the keywords are
encrypted with keyed pseudorandom function as the query tokens
and appended to the encrypted documents stored on the server side.
Similar to [5, 39], we assume the query of a keyword is processed
as follows: the user first deterministically generates a query token
from the keyword and sends a query request containing the query
token to the server; with the query token, the server returns the
encrypted documents which are attached with the query token in
the query request. Since the encrypted documents and the attached
query tokens are stored on the server, an adversarial server could
obtain (1) the encrypted document universe and the query token
universe, and (2) the relationship between each encrypted document
and each query token, i.e., whether a query token is contained in
an encrypted document. LEAP relies on such leakage. Similar to
[5, 21, 39], only the “one-to-one” setting is considered for simplicity,
where a query token corresponds to a single keyword. We leave the
“one-to-many” setting where one query token may contain multiple
keywords as our future work.

Let F = {d1, . . . ,dn } denote a set of (plaintext) documents of
a target user. Each document di is represented by a set of key-
words,Wi = {wi,1, . . . ,wi,mi }, which can be extracted using an
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extraction algorithm. Let W = {w1, . . . ,wm } denote the set of key-
words appear in F. The relation between F andW is encoded in a
document-keyword matrix A = [Ai j ]m×n , where Ai,j equals 1 iff
document dj contains keywordwi , and 0 otherwise. The matrix is
illustrated as follows:

*.....
,

d1 d2 · · · dn

w1 A1,1 A1,2 · · · A1,n
w2 A2,1 A2,2 · · · A2,n
...

...
... · · ·

...

wm Am,1 Am,2 · · · Am,n

+/////
-

, (2)

where document dj is associated with columnj , and keywordwi is
associated with rowi . Columnj -sum of A captures the number of
keywords that are contained in document dj , and rowi -sum of A
captures the number of documents that contain keywordwi .

Let E = {ed1, ...,edn } be the encrypted document set correspond-
ing to F, and let Q = {q1, ...,qm } be the query token set correspond-
ing to W. We further define an encrypted document-query token
matrix B = [Bi j ]m×n with entry Bi,j equals 1 iff query token qi is
attached to encrypted document edj , and 0 otherwise. Matrix B is
illustrated as follows:

*.....
,

ed1 ed2 · · · edn

q1 B1,1 B1,2 · · · B1,n
q2 B2,1 B2,2 · · · B2,n
...

...
... · · ·

...

qm Bm,1 Bm,2 · · · Bm,n

+/////
-

, (3)

where edj is an encrypted document associated with columnj , and
qi is a query token associated with rowi . Columnj -sum of B cap-
tures the number of query tokens that are attached to encrypted
document edj , and rowi -sum of B captures the number of encrypted
documents where the sets of attached query tokens contain qi .

If columnj of B matches columnj′ of A, then we say edj is
the encrypted version of dj′ , and we can thus obtain a mapping
(edj ,dj′ ), where edj is the encrypted document corresponding to
columnj of B, and dj′ is the document corresponding to columnj′
of A; similarly, if rowi of B matches rowi′ of A, then we say the
underlying keyword of qi iswi′ , and we can thus obtain a mapping
(qi ,wi′ ), where qi is the query token corresponding to rowi of B,
andwi′ is the keyword corresponding to rowi′ of A.

The matrix representation above is similar to that of [5, 21],
which generalises the inverted index used in most high efficiency
SE schemes.

We then define an n×n d-occurrence matrix whose (i, j )-th entry
captures the number of keywords that appear in both di and dj .
We also define an n × n ed-occurrence matrix whose (i, j )-th entry
captures the number of query tokens that are attached to both edi
and edj .

3 ATTACK MODEL
3.1 Attacker Type
As defined in [5, 21, 39], the attacker is an adversarial server who
stores the encrypted documents and the corresponding query to-
kens. The attacker we consider in this paper is passive in the sense
that it faithfully follows the EDESE schemes but attempts to learn

more information than is allowed by examining the information
it can observe. Intuitively, this type of attacker is weaker than the
active attacker addressed in [44], which can trick a user into adding
a document that is (deliberately) chosen by the attacker. In addition,
the attacker has no access to any encryption or decryption oracles.

3.2 Attacker Knowledge
The knowledge of attacker includes the leakage of the EDESE
schemes and the prior knowledge of a target user’s documents.

For the leakage of the EDESE schemes, we consider the informa-
tion leakage from the stored encrypted documents and the attached
query tokens as described in Section 2. In particular, the attacker can
utilize the information leaked by EDESE scheme to obtain the rela-
tionship between each encrypted document and each query token,
i.e., which query token is attached to which encrypted document.

In terms of prior knowledge, we consider partially-known docu-
ment set, which means that a subset of the (plaintext) documents
of a target user is known to the attacker. For example, a set of
widely-distributed emails may exist in the repository of a user and
is known to the attacker, as articulated in [5]. The following is a
scenario cited in [39] which is likely to happen in the real world.
Suppose a user has a large corpus of documents stored on a service
like Gmail, who decides to have all the documents encrypted with
EDESE and uploaded to the server. Clearly, the server has perfect
knowledge of the old plaintext corpus. Over time, new encrypted
documents are uploaded to the server. In this scenario, the server
has partial knowledge of the user’s documents.

Unlike previous inference attacks, our attack does not require
(1) any priori knowledge of the query requests, (2) any prior knowl-
edge of the distribution of queries, and (3) any prior knowledge on
the underlying keywords of any query tokens, i.e., the mapping
between a (plaintext) keyword and the corresponding query token.

3.3 Objective of Attacker
The main objective of the attacker is keyword recovery, which is to
recover the underlying keywords of a user’s query tokens. Another
objective is document recovery, which is to recover the relationship
between known documents and encrypted documents.

4 LEAP
We now present LEAP, a new leakage-abuse attack against EDESE
schemes with partial knowledge of a target user’s document set.

4.1 Knowledge of Attacker
Let F = {d1, ...,dn } denote the full document set andW = {w1, ...,wm }

denote the corresponding set of keywords. Let F′ = {dy1 , ...,dyn′ }
be the partial knowledge of the document set known to the attacker,
andW′ = {wx1 , ...,wxm′ } be the keyword set corresponding to F′,
where {y1, ...,yn′ } ⊂ [n] and {x1, ...,xm′ } ⊂ [m]. Since each docu-
ment consists of a set of keywords, W′ can be easily derived from
F′ by the attacker.
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With F′ andW′, the attacker can derive the followingm′ × n′
document-keyword matrix A′:

*.......
,

dy1 dy2 · · · dyn′

wx1 A′1,1 A′1,2 · · · A′1,n′
wx2 A′2,1 A′2,2 · · · A′2,n′
...

...
... · · ·

...

wxm′ A′m′,1 A′m′,2 · · · A′m′,n′

+///////
-

, (4)

where A′i,j is 1 if wxi is a keyword in document dyj for i ∈ [m′]
and j ∈ [n′], and 0 otherwise.

In addition, the attacker obtains an n′ × n′ d-occurrence matrix
M′ as follows:

*.......
,

dy1 dy2 · · · dyn′

dy1 M ′1,1 M ′1,2 · · · M ′1,n′
dy2 M ′2,1 M ′2,2 · · · M ′2,n′
...

...
... · · ·

...

dyn′ M ′n′,1 M ′n′,2 · · · M ′n′,n′

+///////
-

, (5)

whereM ′i,j is the number of keywords that appear in both dyi and
dyj for i, j ∈ [n′].

Let E = {ed1, ...,edn } be the encrypted document set of F, and
Q = {q1, ...,qm } be the query token set corresponding to W. From
the encrypted documents and the attached query tokens stored on
the server, the attacker can derive the followingm × n encrypted
document-query token matrix B:

*.....
,

ed1 ed2 · · · edn

q1 B1,1 B1,2 · · · B1,n
q2 B2,1 B2,2 · · · B2,n
...

...
... · · ·

...

qm Bm,1 Bm,2 · · · Bm,n

+/////
-

, (6)

where Bi,j is 1 if qi is attached to edj for i ∈ [m] and j ∈ [n], and 0
otherwise.

In addition, the attacker can obtain the following n × n ed-
occurrence matrix M:

*.....
,

ed1 ed2 · · · edn

ed1 M1,1 M1,2 · · · M1,n
ed2 M2,1 M2,2 · · · M2,n
...

...
... · · ·

...

edn Mn,1 Mn,2 · · · Mn,n

+/////
-

, (7)

whereMi,j is the number of query tokens that are attached to both
edi and edj for i, j ∈ [n].

4.2 Technical Intuitions
Our main intuition is that by recursively finding and then sifting
the row and columnmappings betweenA′ andB, we can accurately
recover the underlying keywords of the query tokens as well as the
correspondence between the known documents and the encrypted
documents. First observe that each encrypted document uniquely
corresponds to a (plaintext) document. That is, there exists a subset
Scol ⊂ {ed1, ...,edn } such that {π1 (dy1 ), ...,π1 (dyn′ )} = Scol , where
π1 is a function. Hence, for each column of A′, there must exist

a “matching” column in B 1. Similarly, note that each query token
uniquely corresponds to a keyword. That is, there exists a sub-
set Srow ⊂ {q1, ...,qm } such that {π2 (wx1 ), ...,π2 (wxm′ )} = Srow ,
where π2 is a function. Hence, for each row of A′, there exists a
“matching” row in B 2. Naturally, the goal of LEAP is reduced to
finding the column mapping and row mapping between B and A′.

Now recall the meaning of column-sum and row-sum of B and
A′ defined in Section 2. The columnj -sum of B captures the number
of query tokens that are attached to encrypted document edj . The
columnj -sum of A′ captures the number of keywords that appear in
document dyj . Clearly, one cannot simply match the rows between
B andA′ by finding unique row-summappings between them since
A′ has fewer columns than B. For example, suppose that row4-sum
of B is z, and this value is unique among all row-sums of B. Further
assume that there exists a unique row5-sum of A′ equal to z. One
cannot conclude thatwx5 is the underlying keyword of q4. This is
because the true value of row5-summay exceed z, since the missing
documents may also containwx5 .

Instead, we map the columns between B and A′ by finding
unique column-sum mappings between them. From the encrypted
documents and the attached query tokens stored on the server,
we can derive m distinct query tokens. Since each query token
uniquely corresponds to a keyword, we know that there are to-
tallym keywords corresponding to the full document set (i.e., F).
Let {wxm′+1 , ...,wxm′′

} = {w1, ...,wm } − {wx1 , ...,wxm′ } be the key-
words that do not appear in the partially-known document set F′
(where F′ = {dy1 , ...,dyn′ }); in other words, {wxm′+1 , ...,wxm′′

} are
unknown to the attacker. We can extend them′ × n′ matrix A′ to a
newm × n′ matrix A′′ by setting A′′i,j = 0 for i ∈ {m′ + 1, ...,m′′ }
and j ∈ {1, ...,n′} as follows:

*.................
,

dy1 dy2 · · · dyn′

wx1 A′′1,1 A′′1,2 · · · A′′1,n′
wx2 A′′2,1 A′′2,2 · · · A′′2,n′
...

...
... · · ·

...

wxm′ A′′m′,1 A′′m′,2 · · · A′′m′,n′
wxm′+1 A′′m′+1,1 = 0 A′′m′+1,2 = 0 · · · A′′m′+1,n′ = 0
...

...
... · · ·

...

wxm′′
A′′
m′′,1 = 0 A′′

m′′,2 = 0 · · · A′′
m′′,n′

= 0

+/////////////////
-

, (8)

Let dyj be a document associated with columnj of A′′, wxi be a
keyword associated with rowi of A′′.

For the relationship of A′′ andB, we have {π1 (dy1 ), ...,π1 (dyn′ )} ⊂
{ed1, ...,edn } and {π2 (wx1 ), ...,π2 (wxm′′ )} = {q1, ..., qm }. The goal
of LEAP is now reduced to the task of finding as many unique row
mappings and unique column mappings as possible between B and
A′′.

In more details, LEAP utilizes the following methods to find
unique row mappings and unique column mappings between B
and A′′.
1Here, “matching” denotes that for the document d corresponding to a particular
column of A′, there exists an encrypted document ed corresponding to a particular
column in B such that π1 (d ) = ed .
2Here, “matching” denotes that for the keywordw corresponding to a particular row
of A′, there exists a query token q corresponding to a particular row in B such that
π2 (w ) = q .
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• Method 1. Since the number of rows in A′′ equals the number
of rows in B, we can find unique column-sum mappings between
B and A′′ as follows: for each columnj -sum of B that is unique
among {columnj -sum of B}j ∈[n], if we can find a columnj′-sum
of A′′ which equals the columnj -sum of B, then we can conclude
that edj is the encrypted version of dyj′ .
• Method 2. Given known column mappings, we employ n × n
ed-occurrence matrixM and n′ × n′ d-occurrence matrixM′ to
find the column mappings between B and A′′ that cannot be
mapped via unique column-sum as described in Method 1. The
detailed algorithm of this method is shown in Algorithm 1. The
intuition behind this algorithm is described as follows. For the
relationship between M and M′, Mi,j equals M ′i′,j′ if edi is the
encrypted version of dyi′ and edj is the encrypted version of
dyj′ . For a known mapping (edk ,dyk′ ) and a (unmapped) dyj′ ,
we can obtain a new mapping (edj ,dyj′ ) if there exists only one
edj satisfying Mj,k = M ′j′,k ′ and columnj′-sum of A′′ equals
columnj -sum of B.
• Method 3. Given known (ed ,d ) mappings, this method aims
to find (q,w ) mappings. Without loss of generality, let Sc =
{(edj1 ,dyj′1

), ..., (edjt ,dyj′t
)} be the set of (ed ,d ) mappings that

have been found, where {j1, ..., jt } ⊂ [n] and {yj′1 , ...,yj′t } ⊆
[n′]. We define Sc -column-mapped submatrix pair (Bc ,A′′c ) from
(B,A′′) as follows.
Let Bc be a submatrix of B with a rearranged column order as:

*.....
,

edj1 edj2 · · · edjt
q1 B1,j1 B1,j2 · · · B1,jt
q2 B2,j1 B2,j2 · · · B2,jt
...

...
... · · ·

...

qm Bm,j1 Bm,j2 · · · Bm,jt

+/////
-

. (9)

and letA′′c be a submatrix ofA′′ with a rearranged column order
as:

*........
,

dyj′1
dyj′2

· · · dyj′t
w1 A′′1,j′1

A′′1,j′2
· · · A′′1,j′t

w2 A′′2,j′1
A′′2,j′2

· · · A′′2,j′t
...

...
... · · ·

...

wm A′′m,j′1
A′′m,j′2

· · · A′′m,j′t

+////////
-

. (10)

Note that the columns in Bc are arranged according to the order
of (edj1 ,edj2 , ...,edjt ), while the columns in A′′c are arranged
according to the order of (dyj′1 ,dyj′2 , ...,dyj′t ).
If any rowi of Bc is unique among all rows of Bc , then rowi of
B is unique among all rows of B. The same applies to the case
of A′′c and A′′. Hence, for each rowi of Bc whose bit-string is
unique among all rows of Bc , if there exists a rowi′ of A′′c whose
bit-string is the same as the bit-string of rowi of Bc , then we can
conclude that the underlying keyword of qi iswi′ .
• Method 4. This method is dual toMethod 3. Given known (q,w )
mappings, this method is used to find one or more (ed ,d ) map-
pings.Without loss of generality, let Sr = {(qi1 ,wxi′1

), ..., (qit ,wxi′t
)}

be the set of (q,w ) mappings that have been recovered, where
{i1, ...,it ,i ′1, ...,i

′
t } ⊆ [m]. We define Sr -row-mapped submatrix

pair (Br ,A′′r ) from (B,A′′) as follows:

Br is a submatrix of B with a rearranged row order as:

*.....
,

ed1 ed2 · · · edn

qi1 Bi1,1 Bi1,2 · · · Bi1,n
qi2 Bi2,1 Bi2,2 · · · Bi2,n
...

...
... · · ·

...

qit Bit ,1 Bit ,2 · · · Bit ,n

+/////
-

, (11)

and let A′′r be a submatrix of A′′ with a rearranged row order as:

*........
,

dy1 dy2 · · · dyn′

wxi′1
A′′i′1,1

A′′i′1,2
· · · A′′i′1,n

′

wxi′2
A′′i′2,1

A′′i′2,2
· · · A′′i′2,n

′

...
...

... · · ·
...

wxi′t
A′′i′t ,1

A′′i′t ,2
· · · A′′i′t ,n′

+////////
-

, (12)

The rows inBr are arranged according to the order of (qi1 , ...,qit ),
while the rows in A′′r are arranged according to the order of
(wxi′1

, ...,wxi′t
).

If any columnj of Br is unique among all columns of Br , then
columnj of B is unique among all columns of B. The same applies
to the case of A′′r and A′′. Hence, for each columnj of Br whose
bit-string is unique among all columns of Br , if there exists a
columnj′ of A′′r whose bit-string is the same as the bit-string of
columnj of Br , then we know that dyj′ is the plaintext of edj .
• Method 5. This method aims to find more column mappings. We
use a vector VBj (resp. vector VAj′ ) to record the column-sum
for each columnj of B (resp. columnj′ of A′′) in each iteration.
As the first step, VBj (resp. VAj′ ) records columnj -sum of B
(resp. columnj′-sum of A′′) as its first element, while the rest
of the elements are set to zero. Without loss of generality, let
{(qa1 ,wa′1

), .., (qat ,wa′t )} be the (q,w ) mapping set being found
during the current iteration. With {(qa1 ,wa′1

), .., (qat ,wa′t )}, we
set the entries of rowi of B to 0 for i ∈ {a1, ...,at }, and set
the entries of rowi′ of A′′ to 0 for i ′ ∈ {a′1, ...,a

′
t }. We then re-

compute the column-sum of B (resp. A′′) for the columns that
have not been mapped, and add the computed column-sum to
the corresponding vector as its next element. For each distinct
vector VBj of B, if these exists a vector VAj′ of A′′ that equals
VBj , we can conclude that the plaintext of edj is dj′ . The above
procedure is performed in every iteration, until no more new
(q,w ) mappings are found.

4.3 Description of LEAP
LEAP is shown in Figure 1, where theOccurrence(C,M,M′,A′′,B)
algorithm, shown in Algorithm 1, serves as a subroutine of the
attack.

Step 0 initializes several variables that are used in the following
steps. In particular, Cnew is used to record newly found (ed,d )
mappings in Step 6, Step 7 and Step 8; Rnew is used to record
newly found (q,w ) mappings in Step 5. C is used to accumulate
(ed ,d )mappings, andR is used to accumulate (q,w )mappings. Step
2 uses Method 1 as described in Section 4.2. Step 3 utilizes the
n × n ed-occurrence matrix M and the n′ × n′ d-occurrence matrix
M′ to find more (ed ,d ) mappings based onMethod 2. Step 5, Step
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Algorithm 1: Occurrence(C,M,M′,A′′,B)
Input: A known (ed ,d ) mapping setC ; an n ×n ed-occurrence

matrix M and an n′ × n′ d-occurrence matrix M′,
where n′ < n; anm × n′ matrix A′′ and anm × n
matrix B.

Output: A set of (ed ,d ) mappings;
1 Initialize a set S = {1} and a set C ′ = ∅;
2 Set C ′ = C;
3 while S , ∅ do
4 Set S = ∅;
5 for each unmapped dyj′ for j

′ ∈ [n′] do
6 Set candidate ED be any unmapped edj for j ∈ [n]

satisfying c ′j′ = c j , where c
′
j′ is the columnj′-sum of

A′′ and c j is the columnj -sum of B;
7 for each edj in ED do
8 for known mappings (edk ,dyk′ ) in C

′ do
9 if Mj,k , M ′j′,k ′ then

10 remove edj from ED;
11 end
12 end
13 end
14 if only one edj remains in ED then
15 add (edj ,dyj′ ) to S ;
16 set C ′ = C ′ ∪ S .
17 end
18 end
19 end
20 return S ;

6 and Step 7 are based on Method 3, Method 4, and Method 5
respectively.

We then give the description of Algorithm 1. The main idea is
to utilize known (ed ,d ) mappings to find more (ed,d ) mappings.
It takes known (ed ,d ) mappings as input. This algorithm is based
on Method 2, which is built on the following two observations (as
described in Section 4.2):
• If edk is the encrypted version of dyk′ and edj is the encrypted
version of dyj′ , then the equationMj,k = M ′j′,k ′ holds. However
Mj,k = M ′j′,k ′ does not imply that edk is the encrypted version
of dyk′ and edj is the encrypted version of dyj′ .
• For a known (edk ,dyk′ ) mapping and a (unmapped) dyj′ , we
can obtain a new mapping (edj ,dyj′ ) if edj is the only candidate
satisfying (1) Mj,k = M ′j′,k ′ , and (2) c ′j′ = c j , where c ′j′ is the
columnj′-sum of A′′ and c j is the columnj -sum of B.

The first observation is utilized in Lines 7-13 in Algorithm 1 to filter
some edj from the candidate set. The second observation is utilized
in Lines 14-16 in Algorithm 1 to obtain the (edj ,dyj′ ) mapping.

4.4 Analysis of LEAP
Step 2 is the starting point of LEAP. The (ed ,d ) mappings found
in this step serve as initial (ed ,d ) mappings to bootstrap Step 3.

Step 3 aims to find more (ed ,d ) mappings based on the n × n ed-
occurrence matrixM and the n′×n′ d-occurrence matrixM ′, which
crucially relies on the (ed ,d ) mappings found in Step 2. The more
(ed ,d ) mappings are found in Step 2, the more (ed ,d ) mappings
would be found in Step 3.

The task of Step 5 is to find (q,w ) mappings. This is the only
step that aims to recover (q,w ) mappings. The effectiveness of
this step depends strongly on the size of the (ed ,d ) mapping set C
accumulated in Step 2 and Step 3, which is used to generate the
C-column-mapped submatrix pair (Bc ,A′′c ) from (B,A′′). If more
(ed ,d ) mappings are accumulated in C , Bc (resp. A′′c ) is wider, and
the probability of finding unique rows in it becomes higher. Hence,
it is important to find as many (ed ,d ) mappings as possible before
executing Step 5.

On the other hand, the (q,w ) mappings found in Step 5 are
utilized to find more (ed ,d ) mappings in Step 6. Similarly, a larger
size of R leads to higher Br (resp. A′′r ), and a higher probability of
finding unique columns in it.

Step 8 is similar to Step 3, which employsM andM′ to findmore
(ed ,d ) mappings. A larger size of C leads to more (ed ,d ) mappings
to be found.

We define keyword recovery rate as the percentage of keywords
fromW′ (whereW′ = {wx1 , ...,wxm′ } is as defined Section 4.1) that
have been mapped to the query tokens. In other words, keyword
recovery rate is the percentage of rows of A′′ that can be uniquely
mapped to the rows of B. We further define accuracy rate of recov-
ered keywords as the percentage of recovered keywords that are
correctly mapped to query tokens, and correct keyword recovery rate
as the percentage of keywords fromW′ that have been accurately
mapped to the query tokens.

Similarly, we define document recovery rate as the percentage of
known documents which are mapped to their encrypted versions.
Document recovery rate is the percentage of columns of A′ that
can be uniquely mapped to the columns of B. We further define
accuracy rate of recovered document as the percentage of recovered
documents that are correctly mapped to encrypted documents,
and correct document recovery rate as the percentage of known
documents that have been accurately mapped to the encrypted
documents.

We take the following example to demonstrate the differences of
the above definitions. For a known document set with 100 keywords,
suppose there exists an attack that returns 80 (q,w ) mappings with
40 correct mappings. In this case, the keyword recovery rate is 80%,
the accuracy rate of recovered keywords is 50%, and the correct
keyword recovery rate is 40%. Intuitively, keyword recovery rate
alone cannot reflect the power of an attack, since the result may
contain false positives. With the accuracy rate of recovered key-
words, one can see how “good” the result is. The correct keyword
recovery rate reflects how effective of an attack. The same holds
for the case of document recovery.

5 EXPERIMENTS
Here we report the experimental results of LEAP, which is the first
attack that targets exact recovery of (q,w ) mappings and (ed,d )
mappings from partially-known documents and information leak-
age of EDESE schemes.
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Input: Anm′ × n′ document-keywrod matrix A′ and anm × n encrypted document-query token matrix B, wherem′ < m and n′ < n.
Output: A set of (q,w ) mapping and a set of (ed ,d ) mapping.

• Step 0 (Initialization): Initialize a counter ct = 1, four sets Cnew = ∅, Rnew = ∅, C = ∅, R = ∅, and two matrices Bmap and A′′map .

• Step 1 (Extend A′): Extend them′ × n′ matrix A′ to anm × n′ matrix A′′ with the new entries A′′i,j = 0 for i ∈ {m′ + 1, ...,m′′} and
j ∈ [n′]. Set Bmap = B and A′′map = A′′.

• Step 2 (Find (ed ,d ) mappings): For each j ∈ [n], do: (1) Initialize a vectorVBj for columnj of B; (2) Compute columnj -sum as c j , and
set VBj [1] = c j . Similarly, for each j ′ ∈ [n′], do: (1) Initialize a vector VAj′ for columnj′ of A′′; (2) Compute the columnj′-sum as
c ′j′ , set VAj′[1] = c ′j′ . For each VBj that is unique among {VBj }j ∈[n], if there exists a VAj′ such that VBj = VAj′ (where j ′ ∈ [n′]),
add (edj ,dyj′ ) into C .

• Step 3 (Find more (ed ,d ) mappings): Compute the n × n ed-occurrence matrix M and the n′ × n′ d-occurrence matrix M′, run
Occurrence(C,M,M′,A′′map ,Bmap ) to obtain a (ed ,d ) mapping set S . Add S into C .

• Step 4: Set ct = ct + 1, and Rnew = Cnew = ∅.
• Step 5 (Find (q,w ) mappings): Generate C-column-mapped submatrix pair (Bc ,A′′c ) from (Bmap ,A′′map ). For rowi of Bc that has
unique bit-string among all the rows, find rowi′ of A′′c that has the same bit-string as the rowi of Bc . If found, add (qi ,wxi′ ) into
Rnew and R respectively;
• Step 6 (Find more (ed ,d ) mappings): Generate R-row-mapped submatrix pair (Br ,A′′r ) from (Bmap ,A′′map ). For columnj of Br that
has unique bit-string among all the columns, find columnj′ of A′′r that has the same bit-string as the columnj in Br . If found, add
(edj ,dyj′ ) into Cnew and C respectively;

• Step 7 (Find more (ed ,d ) mappings): Set the entries of all the matched rows in B and A′′ to 0. For each columnj of B that hasn’t
been mapped, (re-)compute its columnj -sum as c j , and setVBj [ct] = c j . Similarly, for each columnj′ of A′′ that hasn’t been mapped,
compute its columnj′-sum as c ′j′ , set VAj′[ct] = c j′ . For each VBj that is unique among {VBj }j ∈Sup , if there exists a VAj′ such that
VBj = VAj′ (where j ′ ∈ S ′up ), add (edj ,dyj′ ) into Cnew and C respectively, where Sup , S ′up are the index sets of the unmapped
columns in B and A′′ respectively;
• Step 8 (Find more (ed ,d ) mappings): Run Occurrence(C,M,M′,A′′map ,Bmap ) to obtain a (ed ,d ) mapping set S ′. Add S ′ into Cnew
and C respectively.
• Step 9: If (Rnew , ∅ or Cnew , ∅), execute Step 4; otherwise, execute Step 10.
• Step 10: Output R as the set of recovered (q,w ) mappings and C as the set of recovered (ed,d ) mappings.

Figure 1: Description of LEAP

5.1 Setting
In our experiments, we use the Enron email database [13] as in
previous studies [5, 39, 44]. The database consists of 30,109 emails
of 150 employees from the Enron corporation, which were sent
between 2000-2002. We treat each email as a single document. The
document universe consists of all 30,109 emails. We adopt the same
method as in [5, 44] to extract keywords from the emails. In partic-
ular, all words are first processed according to the standard Porter
stemming algorithm [38] so as to generate a keyword set, and the
stop words (such as “a”, “the”, “to”, etc.) are removed from the key-
word set. Similar to [5, 44], in our experiments, we chose the top
5,000 most frequent keywords from the keyword set as the keyword
universe for each case in our experiments. For the case where the
number of keywords of the leaked documents is less than 5,000, we
choose all the keywords as the keyword universe corresponding to
the known documents. The documents known to the attacker are
chosen uniformly from the document universe (i.e., 30,109 emails in

the Enron email dataset), and the percentage of leaked documents
varies from 100% to 0.1%.

5.2 Keyword Recovery
In our experiments for keyword recovery, we compare with the
PW-U attack, the PW-P attack, the CGPR attack and the attack in
[2] (BKM). The PW-U attack and the PW-P attack target EDESE
schemes and are based on L2 leakage. These are the most relevant
attacks to LEAP. As noted in [39], the PW-U attack and the PW-P
attack can also work without the prior knowledge of the dataset
3. However, they need an extra dataset as the training set. In or-
der to make the attacks effective, the extra dataset needs to share
similar property as the target dataset. The CGPR attack is another
attack that recovers query token with partial known document
set. In contrast, it mainly utilizes L1 leakage, rather than L2 leak-
age. The BKM attack is the state-of-the-art in keyword recovery

3Indeed, the attacks can tolerate imperfect auxiliary information.
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TABLE II: Comparison with the CGPR attack [5], the attacks in [39] and the BKM attack [2] 1

Dataset
Knowledge

No. of Recovered Keywords
(Keyword Recovery Rate)

No. of Correctly Recovered Keywords
(Accuracy Rate of Recovered Keywords)

(Correct Keyword Recovery Rate)
N-LD
(P-LD)

No. of
KW

CGPR
PW

BKM LEAP CGPR
PW

BKM LEAP
U P U P

30
(0.1%)

1,144 1
(0.09%)

1,144
(100%)

1,144
(100%)

0
(0%)

132
(11.54%)

0 5 2 0 132
(0%) (0.44%) (0.17%) (0%) (100%)
(0%) (0.44%) (0.17%) (0%) (11.54%)

150
(0.5%)

2,315 5
(0.22%)

2,315
(100%)

2,315
(100%)

1
(0.04%)

860
(37.15%)

1 7 21 1 860
(20%) (0.3%) (0.91%) (100%) (100%)
(0.04%) (0.3%) (0.91%) (0.04%) (37.15%)

301
(1%)

3,318 4
(0.12%)

3,318
(100%)

3,318
(100%)

2
(0.06%)

1,754
(52.86%)

2 15 51 2 1,754
(50%) (0.45%) (1.54%) (100%) (100%)
(0.06%) (0.45%) (1.54%) (0.06%) (52.86%)

1505
(5%)

4,889 10
(0.2%)

4,889
(100%)

4,889
(100%)

56
(1.15%)

4,540
(92.86%)

5 27 621 53 4,540
(50%) (0.55%) (12.7%) (94.64%) (100%)
(0.1%) (0.55%) (12.7%) (1.08%) (92.86%)

3,010
(10%)

4,991 21
(0.42%)

4,991
(100%)

4,991
(100%)

699
(14.01%)

4,904
(98.26%)

7 38 1,638 671 4,904
(33.33%) (0.76%) (32.82%) (95.99%) (100%)
(1.4%) (0.76%) (32.82%) (13.44%) (98.26%)

6,021
(20%)

5,000 42
(0.84%)

5,000
(100%)

5,000
(100%)

3,532
(70.64%)

4,957
(99.14%)

7 82 2,322 3,513 4,957
(16.67%) (1.64%) (46.44%) (99.46%) (100%)
(0.14%) (1.64%) (46.44%) (70.26%) (99.14%)

9,032
(30%)

5,000 68
(1.36%)

5,000
(100%)

5,000
(100%)

4,468
(89.36%)

4,961
(99.22%)

7 93 2,441 4,458 4,961
(10.29%) (1.86%) (48.82%) (99.78%) (100%)
(0.14%) (1.86%) (48.82%) (89.16%) (99.22%)

12,043
(40%)

5,000 83
(1.66%)

5,000
(100%)

5,000
(100%)

4,527
(90.54%)

4,965
(99.30%)

8 148 2,469 4,520 4,965
(9.64%) (2.96%) (49.38%) (99.85%) (100%)
(0.16%) (2.96%) (49.38%) (90.4%) (99.3%)

15,054
(50%)

5,000 97
(1.94%)

5,000
(100%)

5,000
(100%)

4,592
(91.84%)

4,966
(99.32%)

8 219 2,948 4,587 4,966
(8.25%) (4.38%) (58.96%) (99.89%) (100%)
(0.16%) (4.38%) (58.96%) (91.74%) (99.32%)

30,109
(100%)

5,000 4,611
(92.22%)

5,000
(100%)

5,000
(100%)

4,916
(98.32%)

4,973
(99.46%)

4,610 4,979 3,169 4,916 4,973
(99.98%) (99.58%) (63.38%) (100%) (100%)
(92.2%) (99.58%) (63.38%) (98.32%) (99.46%)

1 “L1” indicates that the attack is based on L1 leakage, “L2” indicates that the attack is based on L2 leakage. “N-LD” denotes the number of leaked documents of the dataset, “P-LD”
denotes the percentage of leaked documents of the dataset. “No. of KW ” denotes the top 5,000 most frequent keywords corresponding to the leaked documents (if the total number
of keywords is less than 5,000, we take all the keywords as the keyword universe, as in the cases where only 10%, 5%, 1%, 0.5% and 0.1% of documents are leaked). “No. of Recovered
Keywords” denotes the number of recovered keywords, “Keyword Recovery Rate” denotes the percentage of keywords that are mapped to query tokens. “No. of Correctly Recovered
Keywords” denotes the number of correctly recovered keywords out of the recovered keywords, “Accuracy Rate of Recovered Keywords” denotes the percentage of correctly
recovered keywords from the recovered keywords. “Correct Keyword Recovery Rate” denotes the percentage of correct recovered keywords out of the keyword universe
corresponding to the known documents. “U” stands for the PW-U attack which is based on the Umeyama’s algorithm [39], “P” stands for the PW-P attack which is based on the
PATH algorithm [39].

attack that assumes exact knowledge of a subset of the documents.
Here, we compare with the CGPR attack and the BKM attack for
completeness.

Table II shows the comparison among the CGPR attack, the PW-
U attack, the PW-P attack, the BKM attack and LEAP in terms of
recovered keywords. We evaluate the number (resp. percentage) of
recovered keywords, the number of correctly recovered keywords,
the accuracy rate of recovered keywords, and the correct keyword
recovery rate by varying the percentage of documents known to
the attacker from 100% to 0.1%. As noted in Section 4.4, the key-
word recovery rate reflects how many keywords from the keyword
universe corresponding to the known documents could be recov-
ered. The accuracy rate of recovered keywords reflects how many

recovered keywords are correct. The correct keyword recovery rate
reflects how many keywords can be recovered correctly.

The PW-U attack recovers all the keywords in the keyword uni-
verse corresponding to the leaked documents no matter how many
documents are leaked. In terms of accuracy rate of recovered key-
words, 99.58% of the (q,w ) mappings are correctly recovered by the
PW-U attack when given the entire database. However, the accuracy
rate of recovered keywords of the PW-U attack drops dramatically
when the percentage of leaked documents are less than 50%. As
shown in Table II, only 4.38% of the recovered (q,w ) mappings
are correct with the PW-U attack even given 50% of the dataset.
When given 10% of the dataset, only 0.76% of the (q,w ) mappings
recovered by the PW-U attack are correct. This shows that though
the keyword recovery rate of the PW-U attack is 100%, however,
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most of the recovered (q,w ) mappings are not correct when only
partial knowledge of the dataset is available to the attacker.

The PW-P attack, similar to the PW-U attack, recovers 100% the
keywords when the percentage of the leaked documents varies
from 100% to 0.1%. For 100% leaked documents, the accuracy rate of
recovered keywords is 63.38%, which is less than that of the PW-U
attack. When given partial knowledge of the dataset, however, the
PW-P attack performs better than the PW-U attack in terms of
accuracy rate of recovered keywords. Given 50% of the documents,
the accuracy rate of recovered keywords of the PW-P attack is
58.96%, compared to 4.38% of the PW-U attack. For the case where
10% of the documents are leaked, the accuracy rate of recovered
keywords of the PW-P attack is 32.82%, compared to 0.76% of the
PW-U attack.

In terms of keyword recovery rate, the CGPR attack recovers
92.22% of the keywords when given the entire dataset; however,
the rate drops dramatically as the fraction of leaked documents
decreases. In particular, 1.94% of the keywords are recovered by the
CGPR attack when given 50% of the documents. The CGPR attack
can only recover 0.42% of the keywords given 10% of the dataset. In
terms of correctly recovered keywords, when give the entire dataset,
99.98% of the (q,w ) mappings recovered by the CGPR attack are
correct. In other words, 92.2% of the keywords can be accurately
recovered. When the percentage of leaked documents are less than
50%, however, only very few keywords are correctly recovered by
the CGPR attack. This indicates that the CGPR attack does not
perform well when the attacker has only partial knowledge of the
document set.

For the BKM attack, in terms of keyword recovery rate, it recov-
ers 98.32% of the keywords when given 100% dataset. The keyword
recovery rate drops dramatically when the percentage of leaked
documents are less than 20%. When given 10% of the dataset, 14.01%
of the keywords are recovered by the BKM attack. It only recovers
0.06% of the keywords given 1% of the dataset. In terms of correctly
recovered keywords, all of the (q,w ) mappings recovered by the
BKM attack are correct when give the entire dataset. The number
of correctly recovered keywords drops dramatically when the per-
centage of leaked documents are less than 10%. This shows that the
BKM attack does not perform well when given partial knowledge
of the document set.

The keyword recovery rate of LEAP varies from 99.46% to 11.54%
with the percentage of leaked documents varying from 100% to
0.1%. For each case that we test, LEAP achieves 100% accuracy rate
of recovered keywords, indicating that every recovered (q,w ) map-
ping is correct. In particular, given 10% of the dataset, the number
of correctly recovered keywords of LEAP is 4,904, as compared to
1,638 of the PW-P attack and 38 of the PW-U attack. When given
0.1% of the dataset, LEAP correctly recovers 132 (q,w ) mappings,
as compared to 2 of the PW-P attack and 5 of the PW-U attack. This
demonstrates that LEAP is significantly more powerful than the
PW-P attack and the PW-U attack in terms of correctly recovered
keywords. Though the PW-P attack and the PW-U attack could
recover 100% the keywords, most of the recovered (q,w ) mappings
of the PW-U attack and less than half of the recovered (q,w ) map-
pings of the PW-P attack are wrong. In this sense, LEAP is the most
powerful among these attacks.

5.3 Document Recovery
Since LEAP achieves keyword recovery and document recovery
simultaneously, we record the experimental results of document
recovery when carrying out our experiments, which are shown in
Table III. We record the number (resp. percentage) of recovered
documents, the number of correctly recovered documents, the accu-
racy rate of recovered documents, the correct document recovery
rate, the number of recovered documents using only recovered
keywords, by varying the percentage of documents known to the
attacker from 100% to 0.1%. Table III shows that LEAP recovers
most of the encrypted documents for each case. In addition, LEAP
achieves 100% accuracy rate of recovered documents in the sense
that all of the recovered documents are correct. Specifically, when
given only 10% of the entire dataset, 92.16% of the 3,010 encrypted
documents can be accurately recovered by LEAP. Given only 0.5%
of the dataset, LEAP still recovers 91.33% of the 150 encrypted docu-
ments. This demonstrates that LEAP is very powerful in recovering
the mapping between (plaintext) documents and the encrypted
documents.

We also compare the number of recovered documents using
our document recovery method with that using only recovered
keywords. As shown in Table III, for the cases where 5%, 1%, 0.5%
and 0.1% of the dataset is leaked, our document recovery method
recovers more documents than that using only recovered keywords.
This demonstrates that our document recoverymethodworks better
than purely using recovered keywords when the number of leaked
documents is small.

5.4 Property of Uniqueness
LEAP crucially relies on the uniqueness of the columns and rows
in B and A′′ in finding unique row mappings and unique column
mappings between B and A′′. Such uniqueness property of the
columns and rows in B andA′′ mainly relies on the following three
factors: (1) column-sum, (2) d-occurrence matrix and ed-occurrence
matrix, and (3) bit-string of column and bit-string of row. In par-
ticular, the number of (ed ,d ) pairs found in Step 2 determines the
effectiveness of LEAP. This is so because the (ed ,d ) pairs found in
Step 2 serve as an input to subsequent steps. The more such (ed,d )
pairs exist, the more (q,w ) mappings and (ed,d ) mappings can be
recovered in subsequent steps.

To see how the number of leaked documents affect the unique-
ness of the columns and rows inB andA′′, we record the number of
unique columns found in Step 2 (denoted as initial unique column),
the number of unique columns found once Step 9 finished (denoted
as final unique column), and the number of unique rows found in
Step 5 (denoted as unique row), respectively. Table IV shows the
numbers of the initial unique columns, final unique columns and
unique rows, respectively, found by LEAP. It demonstrates that
the more leaked documents, the more initial unique columns, final
unique columns and unique rows can be found. The initial unique
columns are the starting point of LEAP, only 11 initial unique
columns are found for 10% leaked documents and 1 for 1% leaked
documents; nevertheless they are enough for “bootstrapping” the
subsequent steps.
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TABLE III: Document Recovery 1

No. of Leaked Doc.
/(Per. of Leaked Doc.)

No. of Recovered Documents
/Document Recovery Rate

No. of Correctly Recovered Documents
/Accuracy Rate of Recovered Documents

/Correct Document Recovery Rate

No. of Recovered
Documents using RK

30 / (0.1%) 29 / 96.66% 29 / 100% / 96.66% 28
150 / (0.5%) 137 / 91.33% 137 / 100% / 91.33% 134
301 / (1%) 273 / 90.69% 273 / 100% / 90.69% 269
1,505 / (5%) 1,394 / 92.62% 1,394 / 100% / 92.62% 1,392
3,010 / (10%) 2,774 / 92.16% 2,774 / 100% / 92.16% 2,774
6,021 / (20%) 5,548 / 92.14% 5,548 / 100% / 92.14% 5,548
9,032 / (30%) 8,340 / 92.34% 8,340 / 100% / 92.34% 8,340
12,043 / (40%) 11,132 / 92.43% 11,132 / 100% / 92.43% 11,132
15,054 / (50%) 13,915 / 92.43% 13,915 / 100% / 92.43% 13,915
30,109 / (100%) 27,808 / 92.35% 27,808 / 100% / 92.35% 27,808

1 “No. of Leaked Doc.” and “Per. of Leaked Doc.” hold the same meaning as that in Table II. “No. of Recovered Documents” denotes the number of recovered documents, “Document
Recovery Rate” denotes the percentage of encrypted documents that are recovered. “No. of Correctly Recovered Documents” denotes the number of correctly recovered encrypted
documents out of the encrypted documents, “Accuracy Rate of Recovered Documents” denotes the percentage of correctly recovered documents from the recovered documents.
“Correct Document Recovery Rate” denotes the percentage of correct recovered documents out of the encrypted document universe. “No. of Recovered Documents using RK”
denotes the number of recovered documents purely using the knowledge of recovered keywords (i.e., not applying our document recovery method).

TABLE IV: Uniqueness of the columns and rows in matrices B and A′′ 1

Dataset Knowledge
No. of Initial Unique Col.

/(Per. of Initial Unique Col.)
No. of Final Unique Col.

/(Per. of Final Unique Col.)
No. of Unique Rows

/(Per. of Unique Rows)
No. of Leaked Doc.

/(Per. of Leaked Doc.)
No. of
KW

30 / (0.1%) 1,144 1 / 3.33% 29 / 96.66% 132 / 11.54%
150 / (0.5%) 2,315 1 / 0.66% 137 / 91.33% 860 / 37.15%
301 / (1%) 3,318 1 / 0.33% 273 / 90.69% 1,754 / 52.86%
1,505 / (5%) 4,889 8 / 0.53% 1,394 / 92.62% 4,540 / 92.86%
3,010 / (10%) 4,991 11 / 0.36% 2,774 / 92.16% 4,904 / 98.26%
6,021 / (20%) 5,000 17 / 0.28% 5,548 / 92.14% 4,957 / 99.14%
9,032 / (30%) 5,000 27 / 0.29% 8,340 / 92.34% 4,961 / 99.22%
12,043 / (40%) 5,000 33 / 0.27% 11,132 / 92.43% 4,965 / 99.3%
15,054 / (50%) 5,000 38 / 0.25% 13,915 / 92.43% 4,966 / 99.32%
30,109 / (100%) 5,000 73 / 0.24% 27,808 / 92.35% 4,973 / 99.46%

1 “No. of Leaked Doc.”, “Per. of Leaked Doc.” and “No. of KW” hold the same meaning as that in Table II. “ No. pf Initial Unique Col.” denotes the number of columns that are found
as initial unique column, “Per. of Initial Unique Col.” denotes the percentage of columns that are found as initial unique columns. “No. of Final Unique Col.” denotes the number of
columns that are found as final unique columns, “Per. of Final Unique Col.” denotes the percentage of columns that are found as final unique columns. “No. of Unique Rows” denotes
the number of unique rows, “Per. of Unique Rows” denotes the percentage of rows that are found as unique rows.

5.5 Scalability
LEAPmainly relies on matrix operations. To deal with larger matrix
as the document set size increases, we mainly utilize the follow-
ing two approaches. First, we cache the intermediate results when
preparing B, A′′ and M, which could be reused for each case of
our experiments. During the preparation, the following procedures
can be parallelized: (1) the extraction for the relationship between
encrypted documents and query tokens from L2 leakage; (2) the
relationship between documents and keywords from leaked docu-
ments. Second, we divide one matrix into submatrices during the
execution of LEAP. In particular, before starting Step 2, we divide B
andA′′ into a set of submatrices while keeping the number of rows
unchanged. These submatrices can be parallelized during Step 2.
Similar divide-and-parallelize idea for matrix operations can be
applied in subsequent steps.

6 COUNTERMEASURES
In this section, we discuss possible countermeasures against our
attack. LEAP crucially relies on Step 2 and Step 3 in Figure 1,
which is the starting point of this attack. In these steps, the initial

tuples of known (ed ,d )mappings are prepared so as to bootstrap the
subsequent steps (i.e., from Step 5 to Step 8) in Figure 1. The (ed,d )
pairs found in Step 2 serve as an input (i.e., C) to the subroutine
Occurrence(C,M,M′,A′′,B) in Step 3, which aims to find more
(ed ,d ) mappings. The (ed ,d ) pairs found in Step 2 are derived
from (VBj ,VAj′ ) pairs where VBj is unique among its peers and
VBj = VAj′ . The more such (VBj ,VAj′ ) pairs exist, the more (q,w )
mappings and (ed ,d )mappings can be recovered. On the other hand,
if no such (VBj ,VAj′ ) pair exists, LEAP would fail to find any (q,w )
or (ed ,d ) mappings. Hence, the number of such (VBj ,VAj′ ) pairs
found in Step 2 determines the effectiveness of LEAP. This means
an effective countermeasure against LEAP would be to reduce or
even eliminate the existence of such (VBj ,VAj′ ) pairs. One possible
solution is to add keywords from W to existing documents that
each query token is attached to more encrypted documents than it
should be (i.e., it turns some entries of B from 0 to 1). These extra
dummy encrypted documents can be filtered out by the user after
data decryption. This method is similar to the padding solution
in [5]. If the dummy documents are added to the point that there
exists no unique VBj , then LEAP would fail. This is because there
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is no initial (ed ,d ) mappings to bootstrap the subsequent steps of
LEAP.

However, one can use a modified attack similar to the generalized
count attack described in [5] to partially alleviate the above padding
countermeasure. Specifically, we can adopt the modifications as
introduced in [5]: (1) for the n × n ed-occurrence matrixM and the
n′ × n′ d-occurrence matrixM′, we modify Line 9 of Algorithm 1
by letting M[j,k] not equal to M ′[j ′,k ′] but within a window as
large as the maximum number of false co-occurrences; (2) We can
make an initial guess for the (VBj ,VAj′ ) pair in Step 2 to start
Algorithm 1. If later the algorithm detects an inconsistency, we can
guess another (VBj ,VAj′ ) pair. As a result, there is no guarantee
that we can achieve keyword recovery and document recovery
accurately. In other words, the recovered results may result in false
positives.

7 RELATEDWORK
The first practical searchable encryption scheme was introduced by
Song, Wagner and Perrig [40]. Subsequently, many variants were
proposed to improve on performances, security and functionali-
ties [1, 4, 6–12, 15, 16, 22–25, 29, 30, 32, 33, 37, 41]. Most, if not
all, SE schemes are designed based on the assumption that certain
leakage of information (e.g. L1 leakage, L2 leakage) is acceptable as
a trade-off for high efficiency as required for practical usage. An
overview of searchable encryption schemes is given in [3].

Various leakage-based attacks have been discovered recently
that successfully compromise some of the existing SE schemes
[2, 5, 21, 35, 39]. Islam et al. [21] demonstrated how access pattern
can be used to recover the underlying keywords and documents in
SE assuming that an attacker knows either all plaintext documents
or keyword distribution. Cash et al. [5] categorised SE leakages into
different levels, and improved Islam et al.’s attack by presenting
a more effective leakage-based attack that could work with less
knowledge about the user’s documents. An active attack that in-
duces a user to insert chosen documents was also introduced in [5].
Pouliot and Wright [39] later proposed new inference attacks on
EDESE schemes that demonstrate the consequence of the informa-
tion leakage of EDESE schemes. Zhang et al. [44] later presented a
file-injection attack, in which an attacker selectively injects certain
documents so as to recover underlying keywords and documents.
Our work is closely related to and improves on the inference attacks
proposed by Pouliot and Wright [39] in the sense that our attack
is the first attack (as far as we know) achieving accurate keyword
recovery and document recovery with only partial knowledge of a
user’s documents and L2 leakage. The passive attack proposed in
[35] is also closely related to ours, however, it does not work under
the setting we consider in this paper. Recently, Blackstone et al.
[2] revisited the attacks in [5, 21] and proposed new leakage-abuse
attacks. They assumed that the attacker knows the universe of key-
words from which the queries are drawn. This is different from our
assumption in this paper where we do not require the knowledge
of keyword universe.

Kellaris et al. [26] stated that access pattern leakage is unavoid-
able and introduced an attack on keyword recovery based on range
queries. Following from Kellaris et al.’s attacks, there have also
been recent works focusing on reconstruction attacks on range

queries [17–19, 28, 31, 34] and k-NN queries [27, 28]. Lacharité et
al. [31] proposed new attacks with the assumption that the database
is dense, while subsequent attacks proposed by Grubbs et al. [17]
make no such assumption. However, these attacks assume that the
queries are either uniformly distributed (as in the Kellaris et al.’s
attacks), or that the query and approximation of the data distribu-
tions are known. Gui et al. [19] proposed attacks based on Kellaris et
al.’s work, but require fewer queries and do not assume uniformly
distributed queries. Nevertheless, there are other assumptions such
as queries for all possible volume must be observed at least once.
Independently, Kornaropoulos et al. [27] proposed reconstruction
attacks for k-nearest neighbor (k-NN) queries, which are widely
used in spatial data databases. The proposed attacks also assume
uniformly distributed queries. More recently, Kornaropoulous et
al. [28] propose attacks that work against both k-NN queries and
range queries, and is agnostic to query distribution. The attacks
leverage on both the search and access pattern leakages, as opposed
to previous attacks that leverage on access pattern leakage only.
Poddar et al. [36] proposed a new reconstruction attack that uti-
lizes common characteristics in practical applications, that is, file
injection and automatic query replay, in conjuction with volume
leakage. This means the attack assumes an adversary is able to
inject files and replay a query. The attack was tested on Gmail.
Recently, Falzon et al. [14] explored the threat in two dimensions
databases that support range queries and presented a full database
reconstruction attack.

8 CONCLUSIONS
In this work, we proposed a new leakage-abuse attack on EDESE
schemes termed LEAP. Through LEAP we demonstrated that the
underlying keywords of query tokens can be recovered accurately,
even with partial knowledge of the document set. Rigorous experi-
ments illustrate that LEAP achieves high correct keyword recovery
rate and correct document recovery rate, as compared to the PW-U
attack and the PW-P attack. Our findings show that even if a small
portion of a document set is known to an attacker, the information
leakage (e. g., L2 leakage) of EDESE schemes can be very damaging.
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