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Abstract—: Having students write short self-reflections at the 

end of each weekly session enables them to reflect on what they 

have learnt in the session and topics they find challenging. 

Analysing these self-reflections provides instructors with insights 

on how to address the missing conceptions and misconceptions of 

the students and appropriately plan and deliver the next session. 

Currently, manual methods adopted to analyse these student 

reflections are time consuming and tedious. This paper proposes a 

solution model that uses content mining and NLP techniques to 

automate the analysis of short self-reflections. We evaluate the 

solution model by studying its implementation in an 

undergraduate Information Systems course through a comparison 

of three different content mining techniques namely LDA–

bigrams, GSDMM-bigrams, and Word2Vec based Clustering 

models. The evaluation involves both qualitative and quantitative 

methods. The results show that the proposed techniques are useful 

in discovering insights from the self-reflections, though the 

performance varied across the three methods. We provide insights 

into comparisons of the perspectives, which are useful to 

instructors. 

Keywords— Informal self-reflections, text mining, content 

analysis, GSDMM, LDA, Word2Vec, K-Means 

I. INTRODUCTION 

Self-reflections have become an essential component in 
higher education that provides the opportunity to help students 
develop confidence in their learning as they establish learning 
goals and eventually take ownership of their learning [1], [2]. 
Analysing these self-reflections can further help instructors 
identify students who are struggling with their learning and 
support them in narrowing the learning gap. 

Reflective thinking helps find solutions to problems in 
situations that are highly undetermined [3]. It aids to investigate 
what occurred, critically analyse experiences to make informed 
decisions, and test their validity. Given that self-reflection places 
emphasis on personal experiences, learning has become more 
personalised. Therefore, it is an act of active learning compared 
with the passive absorption of lesson content. Reflective writing 
is used as an educational tool in many disciplines. The most 
traditional self-reflection formats include journals, directed 
writings, discussions, and portfolios whereas, the new formats 
include videos, weblogs and audios using reflection annotation 
tools. Instructors may engage the students in self-reflection 
activities in classrooms, but it is not often habitual. With all the 

challenges faced in teaching the content and assessing learning 
outcomes, it is very common for the instructor to skip the 
reflection activity, thus losing an opportunity to allow students 
to take responsibility for their learning. This can be achieved 
through the use of mid-term or end of class session short 
reflections using directed questions [4]. One approach to build 
reflective practice into a class session is by encouraging students 
to record their thoughts about what they have learnt. In this 
paper, we share our experiences with collecting and analysing 
such self-reflections at the end of each session, that are informal 
and brief in nature.  

To gain useful insights from student reflections, qualitative 
and quantitative content analysis methods are adopted by the 
instructors. The type of content analysis used is dependent on 
the format of reflection writing (e.g., audio or text) and the 
purpose of analysis [2], [5]. Textual content is usually analysed 
with text analysis methods or language aspects methods which 
help to detect insights about the students’ learning journey. 
Videos and audios require more advanced techniques [6]. The 
most common purpose of content analysis involves the 
discovery of insights and organizing them into certain categories 
that indicate the students’ status. The frequently used categories 
include a description of an experience, awareness of feelings, 
awareness of one’s perspective, having a critical stance, 
considering other’s perspectives, and the description of learning 
outcomes. 

Course Learning Outcomes (CLOs) are measurable, 
observable, and specific statements that clearly indicate what a 
student should know and be able to do because of learning [7]. 
The normal practice is to decompose these course-level learning 
outcomes into a unit or session-level outcomes. For example, 
“on completing this session, the student must be able to draw the 
business process workflow diagram”. One particular use of the 
self-reflections is that by analysing and identifying the 
challenging topics in the session, the instructor can gain insights 
on the challenges faced by students in acquiring the session-
level learning outcomes. With this insight, the instructor can 
take remedial action or redesign the session-level activities to 
enhance the acquisition of learning outcomes. 

While analysis of self-reflections provides important 
insights about student’s learning experience, it is a time-
consuming manual process. In most cases, it involves the use of 
manual qualitative content analysis on a student’s reflection 



 

 

 

write-up. With advancements in the field of text mining, there 
have been some attempts to use more automated methods. 
Machine learning approaches have been employed by several 
researchers to analyse student reflections such as topic models 
and classifiers [8], [9]. Many other related works have applied 
machine learning for the binary classification of reflective 
statements [10]. Most of the previous works focused on long or 
medium size articles that are mostly structured and grammatical 
in nature.  In this paper, our approach differs from earlier work 
in terms of the specific insights we seek to obtain namely topics 
of the course that the students are reflecting upon and mapping 
of learning outcomes to those topics. Additionally, in our study, 
we focus on informal, short self-reflections at the end of every 
weekly session of a course that are mostly ill-structured and may 
not follow grammatical rules. 

To the best of our knowledge, there is no previously 
published work analysing the informal and short end-of-class-
session self-reflections using content mining approaches. In this 
paper, we propose a probabilistic topic modelling method that 
use Dirichlet Mixture Model (DMM) [11]. This approach has 
been successfully implemented on short texts such as tweets. 
The DMM approach, using unsupervised learning, extracts the 
latent topics from the informal self-reflections which are short 
in length. We apply Gibbs sampling approach for DMM and 
GSDMM [12]. We then compare with baseline LDA model 
[27]. 

Word2Vec [13] is a two-layer neural network machine 
learning model that produces word embedding.  The embedding 
is essentially the neural network’s internal representation for the 
word after taking in a corpus and training such that the 
representation of a word depends upon its neighbouring words. 
As a result, each word is represented as a vector and 
semantically similar words have similar vectors. Each self-
reflection can make use of the word vectors to form a sentence 
representation, which can be clustered to capture latent semantic 
structure or topics in the corpus. Two clustering methods are 
covered in this study, K-Means, and Agglomerative clustering. 
Both are well-known approaches and have been used to analyse 
text. K-Means is used as the clustering method on six 
benchmarking text datasets and achieved consistently better 
results [14] while Agglomerative clustering has been shown to 
achieve a much better quality compared to other clustering 
models (such as DBSCAN) used for topic detection from news 
items [15]. 

This paper is structured as follows. Section II presents a 
review of related work in the areas of self-reflection and the 
application of machine learning to automate analysis of self-
reflections. Section III describes the research statement and the 
methodology used for collecting the reflection data. In Section 
IV, the text analytics-based solution model is presented.  In 
section V, we present the qualitative and quantitative evaluation 
of the solution and discuss the results and highlight the 
limitations of our work. In Section VI, we conclude with a 
summary and present future work. 

II. RELATED WORK 

A. Characteristics of Self-Reflection  

Self-reflection is a key activity and a type of thinking that 
leads to better learning [16]. Dewey defined that, "reflective 
thinking is an active, persistent, and careful consideration of a 
belief or supposed form of knowledge, of the grounds that 
support that knowledge, and the further conclusions to which 
that knowledge leads". Based on his theory, instructors and 
researchers proposed two modes, various formats, and various 
purposes for student self-reflections. Modes of reflection are 
either individual or team based. In individual mode, the students 
reflect on one’s own experiences. In team-based mode, 
throughout a course, students in teams reflect together on their 
teamwork experiences [17]. The formats of self-reflections 
include journals, portfolios, essays, discussions, structured 
survey questions [4], videos, audios, weblogs, etc. [18].  

Reflections are adopted in the class for various purposes. 
According to Noels et al. [2], goal-setting and proactive use of 
strategies are logical outcomes of the reflective process. In many 
cases, reflections enable shifting some of the learning 
responsibilities from the instructor to the learner. According to 
Marefat [5], reflections provide insights into students’ learning 
process and to get closer to learner needs. Park [1] indicated that 
learning journals have the potential to assist the introspective 
examination of the students' learning behaviour process. 
According to Amulya [19], reflections provides a view of the 
course characteristics from the students' angle and serve the 
educators to develop efficient pedagogical practices.  

Reflections can be informal or formal. Formal reflections 
include reflective essays which are like normal academic essays, 
where the student is required to explain what he or she has learnt 
and why it is important. A formal reflection is usually backed by 
reference evidence. An informal reflection can include end of 
course learning journals, detailed portfolios, or short reflections 
at end of a weekly class session. In informal reflections, students 
are expected to simply respond to series of structured questions 
and there is no requirement to formally reference the work. In 
our research, we focus on informal short reflections at end of a 
weekly session, we use the term informal-short-reflections [4], 
[20]. The main purpose is to get closer to students’ needs by 
gaining insights into the topics and concepts that the students 
find challenging during each class session. 

B. Machine Learning in Self-reflections 

Analysis of self-reflections is conducted in both qualitative 
and quantitative modes. Reflective thinking frameworks [21], 
[22] provide a structured process to guide the act of reflection. 
When reflections are structured in this way, instructors can 
analyse these reflections more efficiently. Machine learning and 
Natural language processing (NLP) are becoming popular 
techniques that are used in automating the analysis of self-
reflections.  Ullmann et al. [23] developed a rule-based system 
for reflection analysis in students’ blog postings using NLP 
techniques. Gibson et al. [24] used part-of-speech (POS) tagging 
to analyse student writing.



 

 

 

 

Fig. 1. Solution Model for analysing informal & short reflection

Latent Semantic Analysis (LSA) model was used by Gary [6] to 
understand reflections in an English language course. 
Kovanović et al. [25] combined various techniques such as, 
POS-tagging, name-entity tagging, and syntactic parsing to 
build a classification system for examining students’ levels of 
critical thinking. Kovanović developed a classifier with an 
elaborated feature engineering process to categorise reflections 
into various pre-defined classes. Chen [8] applied LDA models 
to analyse the topics in the students’ reflections. In our paper, 
we combine NLP techniques with topic mining models to 
analyse reflections and gain insights on challenging course 
topics or concepts. We apply various topic mining methods 
(LDA, GSDMM, Word2Vec-K-Means, Word2Vec- 
Agglomerative clustering) in our solution design to extract 
course topics or concepts to understand students’ needs in terms 
of learning outcomes. 

III. RESEARCH STATEMENT AND METHODOLOGY 

A. Research statement 

Using informal-short-reflections captured at end of each 

weekly session, this paper aims to answer two research 

questions. 

RQ1: Can machine learning algorithms identify the course 

topics that students find challenging from their informal-short-

reflections? 

RQ2:  How can the insights from self-reflections guide the 

instructor regarding the acquisition of course and session 

learning outcomes? 

B. Methodology 

We first describe the course details and the informal-short-

reflections settings for each weekly session.  

1) Course details 

For our study, we choose a second year undergraduate 

Information Systems course where one of the authors of the 

paper is the course coordinator. Three instructors delivered this 

course to 367 students split into nine sections with each section 

having around 40 students. The topics covered in this course are 

related to business process management, which includes 

process modelling, process analysis, recommendations for 

improvements, designing IT solution architecture, and 

integrating digital technology into the business process.  

2) Settings for Capturing the Reflection 

We designed a weekly, after lesson reflections activity 

using Google forms. The students are required to complete the 

reflections at the end of the class or before attending the next 

class. The students’ submission statistics are automatically 

generated by Google forms. The reflections are collected for 

nine sessions across the entire term. Table 1 shows the 

reflection questions that the students are required to answer 

after each session and the corresponding data statistics. The 

format of the questions is designed such that the students may 

answer the questions using short texts and in an informal casual 

manner. During the course delivery, the instructor manually 

analyses the textual content to gain insights. The main goal was 

to identify the topics that the students found challenging. Using 

this insight, the instructor can then revise the concepts in the 

next session or provide additional learning material to the 

students. 
Table 1. Directed self-reflection writings –weekly 

Question Data 

type 

# records 

Timestamp Date time 3099 

Student name String 3099 

Class Section (Indicates section name and time) String 3099 

List one topic of the class that you enjoyed String 3092 

What was the most challenging topic of the class? String 3081 

What is the overall learning experience today? Likert1-5 3099 

What are your suggestions to improve the class? String 1277 

The average length for the textual input by a student is eight 

words and thirty-six characters which is like a microblog post 

or Tweet. Manually analysing the weekly reflections was 

tedious and painstaking. Based on the descriptive analysis, we 

observed several challenges related to analysing the text in the 

reflections. We shall describe these challenges with examples 

in the following sections together with the solution model 

designed to overcome these challenges. There are two 

considerations when designing the solution. First, it should be 

flexible to handle any topic of interest and second, it should 

manage the problems associated with short texts. 

IV. SOLUTION MODEL 

In view of the limitations that arise due to the short texts in 
our dataset, we utilize different text mining methodologies to 
generate the optimal topic model for this dataset. The same 
methodology was also executed on the following three aspects 
in the reflection dataset: “Enjoyable”, “Challenging” and 
“Suggestions”. However, for brevity, in this paper we will only 
be discussing the results for one of the aspects; “Challenging”. 



 

 

 

To make a comparison between the outputs of the different 
methods used, we will choose a baseline model and compare the 
other models’ performance to it. Figure 1 depicts the solution 
model design. 

A. Data Pre-processing 

We observed that informal reflections have noise such as 
spelling errors, improper sentence structures, abbreviations, and 
contractions and we apply NLP techniques to handle the noise. 
To handle spellings, we used a spellchecker, and to handle the 
contraction and acronyms, we developed a dictionary.  Some 
examples of the terms include “pls”, “ty”, “I’ll” and “don’t”, 
which are the short forms for the words “please”, “thank you”, 
“I will” and “do not”. Since stop words such as “the”,” and”, 
“to” and “of” will affect the performance of topic models, we 
removed them using a dictionary of stop words. Further, to 
improve the quality of the topics, we generate bigrams to handle 
words such as “value chain” and “root cause”. We removed the 
bigrams with a threshold of five, since less frequent phrases may 
create noise in the data [26]. Further pre-processing is applied 
using the domain knowledge for the course. Firstly, noise data 
like “N.A” and “None” were filtered as it does not contain any 
meaningful context related to the actual topic. Secondly, words 
such as “as is” and “to be” which are important phrases in the 
domain have been converted to “asis” and “tobe” to prevent 
them from being removed when filtering out the stop words 
from the dataset. Thirdly, domain specific short forms, for 
example, “rcr” or “rcrs” were expanded to “root cause 
recommendation”; “plm” to “product lifecycle management”. 
Lastly, frequent words and phrases are standardized to aid in 
topic mining and clustering. Specifically, words such as 
“internet of thing” to “iot”; “work flow” is converted to 
“workflow”. 

B. Content mining – Topics discovery 

To discover the topics of interest from the reflections, we 
used topic modelling techniques from the field of text mining 
research. LDA models are widely used in extracting topics from 
textual content [8]. However, LDA models have limitations 
when applied on short texts. Therefore, we employed LDA as 
the baseline model to compare with the DMM. Topics can also 
be extracted using clustering algorithms. We explain the details 
and settings for each model in this sub-section.   

1) Topic Models 

a) Baseline LDA– unigram 

In the baseline LDA-unigram algorithm, the input corpus is 
the data with unigrams generated from the data pre-processing 
stage. LDA was developed by Blei et al. [27] as a generative 
probabilistic modelling approach to reveal hidden semantic 
structures in a collection of textual documents. The basic idea is 
that each self-reflection text exhibits a mixture of latent topics 
wherein each topic is characterized by a distribution over the 
words. In our study, we implemented python based LDA mallet 
code. Figure 2(a) shows the LDA model.  

The mixture of topics for documents is indicated by θ and 
the topic mixture of words is given by ф. α and β are the priors 
and in our settings, we assume few topics to each document and 
hence α is set low. 

b) LDA - bigrams 

LDA bigrams are like LDA unigrams. In this approach, we 
combine the bigrams to the corpus and this forms the input to 
the LDA model. As a result, the bag of words is both unigrams 
and bigrams. All the settings remain the same as LDA-unigram. 

 
(a) LDA Model 

 
(b) DMM Model 

Fig 2. Graphical models of the text mining algorithms for topic discovery 

c) GSDMM - bigrams 

Dirichlet Multinomial Mixture (DMM) model assumes that 
each short document has only one topic and works as the basis 
of our model [11]. GSDMM approach proposed by Yin and 
Wang [28], can tackle the issue of sparse data in short texts, and 
able to converge quickly. Yin and Wang demonstrated the 
algorithm using an analogy of a Movie Group Process. 
Following is the description of this analogy: There is a class 
filled with students and each student has a list of his or her 
favourite movies. Each student is randomly assigned to tables at 
the start of the class. The professor repeatedly reads the class 
list. Each time the student is called, the student will select a new 
table that satisfies the two conditions: the new table should have 
more students than his current table or the table has students with 
similar lists of movies. As this process continues, some tables 
will eventually vanish, and others will have students that share 
similar interests. 

To state it formally in terms of our problem, the “students” 
here refer to the documents, which are the weekly informal-
short-reflections submitted by each student, and the “list of 
movies” are the words in the reflection documents. The “tables” 
that the documents are assigned to are the topics of interest that 
the students write their reflections on. As indicated in Figure 
2(b), the main difference is that the topic distribution, θ, is 
assumed for the entire corpus, unlike LDA model, where it is 
assumed for each document in the corpus. Gibbs sampling 
provides the estimation of all the variables and thus generates 
the matrices for topics-to-words.  

Since there is a need to pre-define a T or number of topics, 
based on the weekly content for the course, T is set to10. The 
quantitative studies are based on these ten topics and compared 
against other models. 

2) Word2Vec- Clustering Models 
Word2Vec is a word embedding representation composed of 

two types of architecture, Continuous Bag of Words (CBOW) 
and Continuous Skip-gram Model (skip-gram). CBOW model 
learns word embedding by predicting words based on the 
surrounding words, otherwise known as the context. Whereas 
Skip-gram works in a reverse way where it learns word 
embedding by predicting the context given the input word. An 
additional strategy, negative sampling was also introduced. 
Instead of learning the observed data as positive examples, the 
strategy focuses on assigning random words from the corpus as 
negative examples. 



 

 

 

The Word2Vec model could potentially be useful for our 
dataset since words/phrases with seemingly different meanings 
are associated with the same concepts taught in the module. For 
example, phrases like “swim-lane” and “workflow” are 
associated with the topic, “Workflow”. Similarly, “application 
model” and "solution overview model’ with the topic, “Concept 
Solution Blueprint”. After training the model with the dataset, 
the Word2Vec model could pick up such relationships between 
these phrases and convert them to similar vector representations. 

After obtaining the individual word vectors, the average of 
all word vectors in each sentence is taken to create a summary 
vector. Clustering algorithms such as K-Means and 
Agglomerative clustering are then used to cluster all the 
summary vectors  

a) K-Means 

K-Means [29] is a simple unsupervised learning algorithm 
that can be used to solve clustering problems. It starts with 
defining a few clusters required, for example K cluster. K points 
or centroids are placed into the space represented by feature 
vectors. After which, each object is assigned to the group that 
has the closest centroid through Euclidean distance calculation. 
When all the objects have been assigned, the positions of the k 
centroids are recalculated. The assignment process is repeated 
until there is no change in the position of centroids. K-mean++ 
implementation from “scikit-learn package” is used with 
maximum of 500 iterations. 

b) Agglomerative  

K-Means is based on a partitional clustering approach while 
Agglomerative clustering, is a hierarchical approach [30]. 
Agglomerative hierarchical clustering produces a nested 
sequence of partitions with the top being a single cluster and the 
bottom, singletons clusters. The creation of subsequent clusters 
is based on bottom-up comparison of each singleton cluster. At 
each step, the most similar or closest pair of clusters are merged. 
This merging process continues until a condition is met, for 
example, a predefined number of clusters have been formed. 
“Scikit-learn package” of agglomerative clustering by Ward’s 
method is adopted in this study. 

Like LDA models, since there is a need to pre-define a K or 
number of clusters, K=10 is selected to align with the weekly 
content of course. To study the sub-topics, a range of values is 
tested in this study and K=20 is selected through analysis of 
Silhouette scoring method. We explain the details in the section 
V. 

C. Evaluations 

Coherence scores [31] and perplexity are common quantitative 

metrics applied for LDA model evaluations. We did not choose 

to use coherence score and perplexity parameters as in the 

principal evaluation method. This was because the metrics 

mainly depend on the co-occurrences of the text or wordnet and 

this was identified from our preliminary analysis as one of the 

limitations of our dataset. Hence, we evaluated the quality of 

the models using human evaluations, both qualitative and 

quantitative methods.  Once the best topic model is identified, 

we applied the accuracy, F-Score, precision, and recall, to 

compare the best model with the Word2Vec based clustering 

models. The details are provided in the next section.  

D. Visualizations 

To provide insights into the self-reflections, a dashboard is 

generated from the outputs of the best content-mining model. 

The insights help the instructor to analyse the learning 

outcomes and explore the statistics related to the students’ 

learning skills. 

V. EXPERIMENTS AND EVALUATIONS 

In this section, we first describe the parameter settings for 

the topic mining models described earlier. We then present the 

evaluations followed by a discussion. 

A. Parameter settings 

For all the models, we set the number of topics to ten. We 

also studied the coherence score model to gauge the number of 

topics. For the LDA model, the default settings for hyper- 

parameters were used. For DMM, “α” influences the 

probability of a document being assigned to an empty cluster. 

In our experiments, “α” performed in a stable manner for the 

testing datasets across all values 0<α<1. However, the 

performance decreased slightly when the “α” got larger. Hence, 

we selected a default value of α=0.1. We use the Word2Vec 

model available in the gensim package and skip-gram with 

epoch of 100 since it has been commonly known to have a 

better performance than CBOW. As opposed to the default 

dimension size of 300, the dimension has been reduced to 20 

due to the small vocabulary size of our dataset, which was 1257.  

B. Ground truth  

Based on each weekly session learning outcomes, the labels 

for the week are produced by the instructor as depicted in Table 

2. Week 8 is the break week and week 13 is the presentation 

week. From Table 2, we observe that the labels for week 2 and 

3, and week 9 and 11 are similar. This indicates that for 

quantitative evaluations, the number of topics and clusters can 

be set at 10.  
Table 2. Labels based on weekly learning outcomes 

Week Labels 

1 ‘business process management’, ‘modelling’ 

2 'modelling', ‘activity’, 'workflow' 

3 ‘modelling’, 'activity','workflow' 

4 'static','activity', 'signavio' 

5 'dynamic','activity','signavio' 

6 'it requirement','activity','modelling' 

7 'solution architecture', 'activity','modelling' 

9 'business innovation', 'process innovation' 

10 'business innovation', 'process innovation' 

11 'process architecture','activity','modelling' 

13 'activity' 

C. Evaluations  

In this sub-section, we describe both quantitative and 

qualitative evaluations.  

1) Quantitative evaluations  

a) Comparison of Topic Models 

This section answers our first research question, RQ1. Using 

the human labelling where they provide the rating from 1 to 3 



 

 

 

for each topic, we calculate the purity of each topic and identify 

the incoherent topics.  A topic is identified as incoherent if there 

are more than four incoherent words. To calculate the purity p,  

� =���
�

�

���
 

where k is the number of topics (k=10), and �� = 	

  , where a, 

is the number of coherent words and w is the total top words 

(w=10). The quantitative results are depicted in Table 3. 
 

Table 3. Topic models - performance comparison  

Score LDA- unigrams LDA–bigrams     GSDMM-bigrams 

 Purity Score       0.62 0.65 0.84 

 Incoherent score 4 3 0 

 

From Table 3, we observe that GSDMM-bigrams 

outperforms the LDA models with the highest average topic 

purity score (0.84) and the lowest number of incoherent topics 

(0). Table 4 depicts output from GSDMM showing the 10 

clusters of topics with their respective top 10 words. The human 

labels are given based on the top words and these labels are used 

for quantitative evaluations to compare against the best 

Word2Vec-cluster model. 
Table 4. Topic clusters of GSDMM 

Cluster Top 10 topics words Human 

labels 

0 process, collaboration, workflow, activity, 

confusing, time, business, little, need, question 

modelling 

1 innovation, case, business, process, iot, trend, techn

ology, chain, presentation, coming 

business  

innovation 

2 class, lab, presenting, part, everything, hard, today, 

slide, think, follow 

activity 

3 application, modelling, business_canvas, 

solution_overview, signavio, iot, iot_architecture, 

triangle, function, gassmann_magic 

process 

innovation 

4 use_case, function, package, solution_overview, 
teaching_case, workflow, diagram, collaboration, 

application, activity 

IT 
requirement 

5 system, resource, workflow, swim_lane, activity, 
process, automated, swimlanes, interactive, 

internal_external 

modelling 

6 signavio, lab, analysis, dynamic_analysis, report, 

analysis_technique, process, case_study, tobe, cost 

dynamic 

7 root_cause, issue, recommendation, 

cause_description, cause, impact, description, 

finding, process, problem 

static 

8 process, business, workflow, iot, innovation, 

modelling, management, modeling, diagram, 

package 

modelling 

9 process_orientation, functional, functional_versus, 
process, business, location, functional_orientation, 

organisation, alignment, setup 

business 
process 

managemen

t 
 

To evaluate the model, we need to label each reflection based 

on the reflection-topics distribution. Example labels are shown 

in Table 5.  
Table 5: Self-Reflection  labelling using GSDMM outputs 

Self-Reflection (Snippet) GSDMM 

(Cluster) 

GSDMM 

(Human labels) 

“understanding the various 

organisation models” 

9 business process 

management 

“describing components of a 

business process 

0,9 modelling, business 

process management 
 

Note that topic models allow multiple labels to be 

allocated to each document, unlike clustering algorithms. 

Hence, we assign multiple topics to the same sentence with the 

probability score threshold set to 20%. 
 

b) Comparison of topics models and word2vec-

clustering models 

Recall that the evaluations between topic models and 

clustering models are based on accuracy, precision, recall, and 

F-Score.  Table 6 shows the comparison among the best topic 

model (GSDMM), K-Means, and Agglomerative models. 
Table 6. Performance of GSDMM, Word2Vec+K-Means, 
Word2Vec+Agglomerative based on evaluation metrics 

Metric GSDMM Word2Vec+K-

Means 

Word2Vec+ 

Agglomerative 

Accuracy 0.64 0.78 0.67 

Average Recall 0.64 0.78 0.67 

Average Precision 0.65 0.80 0.66  

F1 Score 0.61 0.76 0.61 

From Table 6, we observe that Word2Vec models have 

better performance and K-Means has the highest accuracy. Like 

GSDMM, the human labels are given to K-means clusters based 

on the top words. The sentences are also labelled based on 

human assigned labels. Top cluster words and the 

corresponding human labels can be found in Table 7. On 

inspection, we observe that the top words in each cluster 

adequately represent the course topics. Compared to GSDMM 

outputs, Word2vec K-Means generate coherent and words 

which are relevant to course content. For example, words in the 

topic, “business innovation” such as “canvas” (business model 

canvas) and “gasman_magic” (gasman BPM triangle) are 

important theoretical aspects of business innovation lecture 

slides. 
Table 7: Results from Word2Vec+K-Means and human assigned label 

Cluster Top 10 cluster words Human 

labels 

0 use_case, function, package, activity, new, 

existing, diagram, workflow, modified, type 

IT 

requirement 

1 analysis, cost, tobe, resource, process, 

modelling, report, system, signavio, risk 

dynamic 

2 signavio, lab, class, teaching_case, 

dynamic_analysis, part, using_signavio, 
presenting, everything, time 

activity 

3 innovation, business, business_canvas, case, 

triangle, process, gassmann_magic, trend, 
template, technology 

business 

innovation 

4 root_cause, issue, recommendation, 

cause_description, cause, impact, description,  
finding, problem, determining 

static 

5 application, solution_overview, iot, modelling, 

solution, coming, finding, modeling, process, 

function 

solution 

architecture 

6 process, case_study, question, collaboration, 

business, iot_architecture, analysis_technique, 

need, presentation, understand 

activity 

7 process, business, management, modelling, iot, 
modeling, component, categorizing, attribute, 

executive 

modelling 

8 process_orientation, functional, 
functional_versus, functional_orientation, 

location, organisation, process, organization, 

setup, role 

business 
process 

management 

9 workflow, process, collaboration, diagram, 
drawing, business, package, activity, still, little 

modelling 

 



 

 

 

 
Fig. 4. Dashboard – Report on weekly challenging sub-topics and the corresponding student ratings 

Further, we conducted a detailed analysis by week using 

the confusion matrix of Word2Vec+K-Means as depicted in 

Figure 3.  

 
Fig 3. Confusion matrix to depict the accuracy (rounded) by topics.  

 
From Figure 3, we observe that all the topics, except 

“dynamic” have an accuracy of greater than equal to 70%.  The 

topic, “dynamic” has low accuracy of 50% (0.5). Further 

analysis revealed that the topic, “dynamic”, has words that 

overlap with other topics resulting in lower performance.  

Additionally, the topic “process architecture” is not analysed 

since the label is missing from the k-means clusters (Table 7).     

Based on the results presented, the answer to RQ1 is that 

machine learning algorithms are useful in detecting the course 

topics from self-reflections. Overall, K-Means performed with 

high accuracy. 

2) Dashboard for insights 

From the previous analysis, we observe that K-Means 

performs the best. To aid the instructor, we provide a 

dashboard, see Figure 4. In Figure 4, we observe multiple sub-

topics for each week that the students have rated as challenging. 

For each sub-topic, the dashboard shows the percentage of 

students who found it challenging. Additionally, the dashboard 

also shows the relevant comments from the students’ self-

reflections. Recall that to generate the sub-topics, we choose K 

to be 20 based on Silhouette scores. Therefore, we generated 20 

sub-topics, labelled them, and fed them as inputs to the 

dashboard. The colours in the graph indicate the different main-

topics. 

3) Qualitative evaluations   

This section answers our second research question, RQ2. 

Using this visualization, the instructor can identify the most 

challenging topics and the corresponding self-reflection 

comments regarding these topics. To answer RQ2, we show an 

example of how the instructor can use this dashboard along with 

Table 8 to intervene in the student learning process.  

 



 

 

 

Table 8:  Weekly learning outcomes from lecture and corresponding challenging sub-topics from self-reflections 

Week LOs from Lecture LOs from the dashboard and % of students 

find it challenging 

1 • Understand the importance of business and IT alignment 

• Explain the importance of the need for a business process management methodology (BPM) 

• Explain the phases of Business Process Management  

• List process modelling activities and its steps. 

Case study 12% 

BPM – 39% 

Process Modelling- 48% 
 

5 • Understand the methodology for performing Dynamic Analysis of a business process 

• Apply systematic methodology in a scenario. 

• Perform Dynamic Analysis using Signavio. 

• Compare the as-is and to-be models using static and dynamic reports 

Analysis techniques -25%, Case study –23%. 

Dynamic analysis – 15% , Labs – 9%, Process 

modelling – 9%, Signavio reports- 12%, 
Static analysis -  8% 

9 • Understand Business Innovation and its role in business survival 

• Define 3 types of innovation and describe their roles in business survival. 

• Apply the innovation approaches in the given scenarios. 

• Discuss innovation in given business process models 

Business innovation – 71% 

Process architecture –  16% 

Process modelling – 13% 

Table 8 shows the LOs of the week and the corresponding 

students’ ratings in terms of challenging topics. This table is 

created by extracting the weekly LO’s defined by the instructor 

and mapping them to the weekly challenging sub-topics in Fig 

4. We show only selected sample weeks for analysis. The 

weekly sub-topics obtained from the self-reflections help the 

instructor to know which concepts are more challenging and 

hence the instructor can adapt the pedagogy to help further 

enhance understanding of these concepts. The instructor may 

plan accordingly for the subsequent week’s session by 

repeating some of the content or by providing more examples 

to help students to understand, critique, and apply the concepts, 

and thus move to higher cognitive levels. 

For example, from Table 8, we observe that 48% of students 

did not understand “process modelling” concept in week 1 

which is one of the LOs. This is a significant number and 

requires immediate action by the faculty. Hence, the faculty 

team discussed this issue and created additional process 

modelling exercises. For the following week, the schedule is 

adjusted to add these exercises to the class and students 

expressed positive feedback under the enjoyable topics (not 

shown in the graphs). 

D. Discussions  

From our experiments and finding, we observe that, for the 

given problem and data set, Word2Vec+K-Means is the best 

performing approach among all three approaches. Even though 

GSDMM, with the single-topic assumption, can model our data 

well but it still suffers from the data sparsity issue. Specifically, 

since DMM uses word occurrences to determine similarity to 

predict the topic they belong to, words that are semantically 

related are unable to be captured due to low co-occurrences. 

This limitation is addressed using Word2Vec, through its 

internal neural representation to learn the word embedding 

which uses a similar vector to represent semantically similar 

words.  

One disadvantage of K-Means clustering is the need to pre-

define a K or number of clusters. This value can be influenced 

by the content, especially when it is applied to different domain 

or courses. In order to find the K value, an automated approach 

such as Markov stopping moment can be included to find the 

optimal clustering [15]. The accuracy of the models can be 

improved by studying sequential learning models and BERT 

networks, which we leave as future work.  

Though, through qualitative evaluation the instructor can 

identify the challenging topics and implement the appropriate 

intervention in the subsequent class session. In its current form, 

the key limitation of our work is that the impact of the 

intervention is not evident. We leave it to future work to 

improve the dashboard analytics to add the impact through the 

listing of enjoyable topics and suggestions from students. 

VI. CONCLUSION 

In this paper, we propose a solution for collecting and 

analysing end of session student self-reflections that are 

informal and short in nature. The main contribution of this 

paper is the novel solution model that combines topic extraction 

to identify concepts that students find challenging and then 

mapping these topics to the weekly learning outcomes. The 

solution model is then evaluated by studying its implementation 

in an undergraduate course by comparing three different 

content mining models.  

The main limitation of our work stems from the ability to 

generate topics from a data set of informal short reflections, 

where there is a sparsity of words. In the approach adopted by 

Li et al.[32], they extended the traditional DMM to include 

word embedding to capture semantic relatedness between 

words. The algorithm samples a topic from a document, and 

words highly related are selected. Auxiliary word embedding is 

used to promote semantically related words, which will form 

better topics as words that are highly semantically related but 

have fewer co-occurrences will still be grouped together.  

Hence, we can leverage word embedding in this manner to 

solve the sparsity issue. We are currently enhancing the 

dashboard interface where the statistics for each topic is 

integrated with Bloom’s verbs and displayed in a user-friendly 

manner. A recommendation system for the instructor to 

highlight the most critical course concepts will also be one of 

our future tasks. 
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