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Abstract

Given two or more images, we can define different but re-
lated problems on pattern matching such as image registra-
tion, pattern detection and localization, and common pat-
tern discovery. These problems have different levels of pur-
pose and difficulties, as a result, often associate with differ-
ent solutions. In this paper, we propose a novel approach to
solve these problems under a unified framework based on
graph matching. We first split the images into small blocks
and represent each block as a node in a bipartite graph.
A maximum weighted bipartite graph matching algorithm
is then employed in an iterative way to find the best trans-
formation set. Experimental results show that our approach
can handle rotation, scaling and translation, as well as dis-
tortion and occlusion. Another virtue of our approach is its
efficiency.

1. Introduction

Given two or more images, we may define different but
related problems on pattern matching such as image reg-
istration (finding the transformation under which an image
fits best to another), pattern detection and localization (de-
tecting whether a small image is a subimage of another big
one, and when it is, locating the position of it), and common
pattern discovery (finding the maximum common subimage
of two or more images). In pattern detection, localization
and discovery, since the occurrence of the pattern in the im-
age can be a rotated, scaled, translated, and even noisy, dis-
torted, and occlusive version of the original pattern, these
problems are in general difficult.

Intuitively, image registration can be regarded as the
“easiest” problem, pattern detection and localization are
harder than image registration, and common pattern discov-
ery is the “hardest”. The reason is that the latter problem
has a larger search space for parameters of transformations
and subimage locations than the former ones. For example,

in the problem of common pattern discovery, we should de-
termine not only the transformations between the unknown
common patterns embedded in images, but also the loca-
tions of these patterns.

To date, various approaches have been proposed for each
of these problems [1, 3, 4, 6]. In [6], color histogram is used
to solve the pattern detection and localization problem. The
authors introduced a technique called Histogram Intersec-
tion which is efficient and effective for a large number of
images. In [4], an enhanced version of histogram which is
called color correlogram is introduced. Besides color, cor-
relogram also takes into account spatial information which
is proved to be more effective than color histogram for some
images. Both histogram and correlogram can be employed
to find the location of the pattern, but the size of a pattern
need to be known, and the parameters of transformation (ro-
tation angle, scaling factor) can not be implicitly computed
after pattern matching.

For common pattern discovery problem, Hong and
Huang [3] proposed an approach based on EM algo-
rithm. Their approach builds an attributed relational graph
(ARG) by segmenting the images into regions and then em-
ploy EM algorithm to “learn” a graph which is actually a
common subgraph of all the ARGs of the images. Due to
the limitation of image segmentation algorithms, the pat-
terns must be composed of colorful and sharp-edged
regions so that it can be easily segmented and repre-
sented into a same subgraph in all the images. Furthermore,
since the pattern is “learned” from ARGs, the num-
ber of the images should be large enough (more than 10 in
their experiments) so that enough information of the pat-
tern can be acquired.

In this paper, we propose a unified approach for these
problems. We first split the images into small blocks and
represent each block as a node in a bipartite graph. An
iterative optimization framework based on the maximum
weighted bipartite graph (MWBG) matching [5] and flow
iteration (FT) algorithm [2] are employed for pattern local-
ization and estimation of the best transformation.
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2. Problem Formulation

The problems mentioned in Section 1 (image registra-
tion, pattern detection and localization, common pattern
discovery) are formulated as image matching problems un-
der our unified framework. Before problem formulation, we
briefly introduce the notations.

2.1. Notations

An image can be considered as a function I : Ω �→ C,
where Ω is the pixel coordinate space, and C is the pixel-
value space. We use C = [0, 1]3 for RGB images, and write
I : Ω �→ C as IΩ for convenience.

We say an image I∗Ω∗ is a subimage (or region) of an-
other image IΩ, if Ω∗ ⊂ Ω and I∗ = I|Ω∗ . We can also
regarded I∗Ω∗ as I∗Ω, with the extra pixel values in Ω − Ω∗

remained undefined or defined as some special values, de-
pending on the application. So in the rest of this paper, we
will omit Ω and write IΩ as I unless specially needed.

Let I denotes the set of all the images. A similarity func-
tions is defined as a function F : I2 �→ [0, 1]. A typical sim-
ilarity function is the pixel-wise matching:

F (IΩ, JΩ) =
∑

p∈Ω

|IΩ(p) − JΩ(p)|2

A transformation is defined as a function T : I �→ I.
The transformation can be taken on either Ω (e.g., transla-
tion, rotation or scaling), or C (e.g., lighting variation), or
both.

2.2. Image Matching

With the above notations, the image registration, pattern
detection and localization, and common pattern discovery
problems can be formulated as follows:
Image Registration: given a similarity function F and two
images I and J , find the best transformation T which satis-
fies

T = argmax
T

F (T (I), J)

Pattern Detection and Localization: given a similarity func-
tion F , and two images I and J , find the best transforma-
tion T and subimage J∗ of J which satisfy

T, J∗ = argmax
T,J∗

F (T (I), J∗)

Common Pattern Discovery: given a similarity function F
and two images I and J (common pattern discovery for
more than two images is a little bit troublesome and will
be introduced later in Section 5.3), find the best transforma-
tion T , subimage I∗ of I and subimage J∗ of J which sat-
isfy

T, I∗, J∗ = argmax
T,I∗,J∗

F (T (I∗), J∗)

We can find that these problems are defined in a similar
manner, matching two images under transformations. We
can also see that pattern discovery problem is “harder” be-
cause it has more unknown parameters. Even the “easiest”
problem, image registration, is actually not easy to solve be-
cause the transformation space is usually huge. The naive
brute-force approach is feasible only if the transformations
are quite simple. For example, when we consider only trans-
lations, the problem can be solved by cross correlation.

3. MWBG Matching Algorithm

The similarity function is very important because
it should be consistent with human perception on im-
age similarity, and it affects the matching algorithm
greatly. For example, the pixel-wise matching is sensi-
tive to noise and requires quite a heavy computation. The
histogram intersection approach requires much less com-
putation and is robust to noise, but it often leads to false
matches due to its lack of spatial information. Our ap-
proach is based on the maximum weighted bipartite graph
(MWBG) matching algorithm [5], which can be formu-
lated as follows:

Given two images I and J , we first partition them into
small subimages:

I =
n⋃

i=1

Ii, J =
m⋃

j=1

Jj

Then we build a weighted bipartite graph G =< U, V, E >,
where U has n nodes U = {Ui|i = 1..n} corresponding to
Ii(i = 1..n), and similarly, V has m nodes Vj(j = 1..m)
corresponding to Jj . The weight Wij of the edge Eij con-
necting two nodes Ui and Vj represents the similarity be-
tween two subimages Ii and Jj . That is, Wij = F (Ii, Jj),
where F is a similarity function. In our implementation, F
is calculated by using the histogram intersection algorithm
[6] on the two subimages Ii and Jj . Finally, if F (Ii, Jj) is
less than a threshold δF , the edge Eij is deleted from G.

After we built the graph, we can calculate the similar-
ity between two images I and J by using the maximum
weighted bipartite graph (MWBG) matching algorithm [5],
i.e., the similarity between I and J is defined as the total
weight of the edges in the maximum matching.

4. Iterative Optimization Framework

Similar to histogram intersection, the above MWBG
matching algorithm actually defines a similarity function.
In fact, the MWBG matching can be regarded as an “gener-
alized” version of histogram intersection (To see this, con-
sider an extreme situation of the MWBG matching, where
each pixel is regarded as a subimage, then the MWBG
matching is just a kind of histogram intersection). Also sim-
ilar to histogram intersection, no spatial information is taken
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into consideration in the above MWBG matching. To fix
this problem, we introduce spatial information into MWBG
matching as follows:

Instead of using only the histogram intersection in the
similarity function F on two subimages Ii and Jj , we use a
modified version F ∗, where F ∗ is a weighted average of F
and another similarity function S, i.e.,

F ∗(Ii, Jj) =
w1F (Ii, Jj) + w2S(Ii, Jj)

w1 + w2

where w1 = w2 = 1 in our implementation. S is a simi-
larity function which takes spatial relation of Ii and Jj into
consideration. We use the following Gaussian-like function
for calculating S:

S(Ii, Jj) = e
−

d2
ij

δd

where dij is the Euclidean distance between the centers of
Ii and Jj , and δd is a distance threshold.

Till now, we get our definitions of the image matching
problems. For example, image registration problem is now
formulated as:

Given F , I and J as before, find the best transfor-
mation T which maximizes MWBGF∗(T (I), J), where
MWBGF (I, J) is the maximum matching of the bipartite
graph built with image I , J and similarity function F .

To solve this optimization problem, an iterative approach
is proposed as follows:

M (k) = MWBGF∗(T (k)(I), J) (1)

T (k+1) = argmax
T∈Ω

∑

Eij∈M(k)

F ∗(T (Ii), Jj) (2)

where M (k) and T (k) are the optimal matching and optimal
transformation respectively at step k, and Ω is the trans-
formation sets including translation, rotation and scaling.
The iteration begins with an initial transformation T (0). The
Equation 1 and Equation 2 alternate between finding an op-
timal matching given a transformation and an optimal trans-
formation given a matching. This iterative algorithm is in-
spired from the FT (flow transformation) algorithm in [2].

5. Applications and Experiments

5.1. Image Registration

The uses of our approach on image registration problem
is straightforward, since we can get the best transformation
T directly from the proposed iterative optimization frame-
work. We take 10 images for experiments. Each image is ro-
tated with a random angle α between 0 ∼ 2π, scaled with a
random scaling factor ρ between 0.5 ∼ 2.0, and translated
with a random displacement (δx, δy) between −200 ∼ 200
pixels. We use the transformed image and original image as

α ρ δx δy
0.01 ± 0.01 0.01 ± 0.01 20 ± 15 16 ± 12

Table 1. Results of image registration.

α ρ δx δy
0.08 ± 0.02 0.18 ± 0.05 11 ± 6 18 ± 8
Table 2. Results of pattern localization.

two images I and J in our algorithm. Both images are par-
titioned into 20 × 20 blocks, and each block is used as a
subimage in the MWBG matching. After the iteration, we
check whether the transformed image I is close enough to
image J , i.e., the distance between matched pair of image
blocks is close enough. In all the 10 experiments, the two
images are matched well under the transformations found
by our algorithm. The mean and standard deviation of the
differences between the random generated transformation
parameters and the parameters calculated by our algorithm
are given in Table 1. We can find that the rotation angle
and scaling factor found by our program are very close to
the random generated ones. For the displacements, 20 pix-
els is acceptable since the typical image size used by us is
about 800 × 600 and the block size is 40 × 30 as a result.

One of the ten experiments is shown in Figure 1 I, where
(a) is the original image and (b) is the random transformed
image. (c) and (d) show the matched blocks and the dis-
tances between them (darker blocks stand for less similar).
The image transformed from (a) by the parameters found
by our program is shown in (e). We can see that (e) is very
close to (b). In real applications, we can further employ an-
other local search in pixel level rather than block level to
optimize the parameters.

To test the robustness of our approach, we also do the
following to the transformed images: add random distor-
tions (waves and skewness) up to 20 pixels, and occlude
random part of the image up to 20% of the image size. We
find that the experimental results are similar to those in Ta-
ble 1.

5.2. Pattern Detection and Localization

The pattern detection and localization problems are more
difficult than the image registration problem, since it allows
subimage to be matched for similarity measuring instead of
the whole original image. However, what we need is only a
small modification of our previous approach for image reg-
istration: after we get the transformation and matching, we
remove the matched pairs of image blocks which have large
distance, and check whether the major part of pattern im-
age is in the matching.
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Again, we use 10 images in experiments. This time we
cut 10 ∼ 20% of the original images as patterns and ran-
dom transformations are taken on these patterns. Our algo-
rithm successfully detects the occurrence of the patterns in
the images, and finds their locations, sizes and poses. Ex-
perimental results are given in Table 2 and Figure 1 II. This
time (b) is the original image and (a) is the random trans-
formed pattern. Again, our algorithm passed the previous
robustness testing.

5.3. Common Pattern Discovery

This time the problem we are facing is even harder, be-
cause we have to detect the locations of both of the two
subimages inside the original images. However, similar to
pattern localization problem, we only need to slightly mod-
ify our algorithm: After we get the transformation and
matching, we remove pairs of image blocks which have
large distance. Then we search and record the maximum
connected regions whose component blocks are all in the
matching. Two experiments are given in Figure 1 III, where
human and animals in different photos are detected.

For more than two images, we first compute common
pattern for each pair of the images. Then we count the num-
ber of times the image blocks are in the detected patterns,
and then select the pattern with the greatest average count
per block as the most frequently occurred pattern in the im-
ages. Finally we employ our pattern detection and local-
ization algorithm on all the images to detect all the occur-
rences of the pattern. An experiment is shown in Figure 1
IV, where 5 photos are used in the experiment. Four of them
are photos of a doll, while the other one is not. Our algo-
rithm successfully detects the occurrences of the dolls. Fig-
ure 1 V gives some intermediate results, for instance V (a)
and (b) shows the matching result between IV (a) and (b).
For all the 10 pairs of images, our program gets good or ac-
ceptable results in 5 of them. The other 5 pairs are (a)− (d)
and (e) because (e) has no doll, and (b) and (d) because
they have common backgrounds which are larger than the
doll as shown in Figure V (b) and (d).

6. Conclusion

Out iterative MWBG matching approach is essentially a
gradient descent search. Like other optimization problems,
this kind of search can only reach a local optimum instead
of a global one. However, by introducing spatial informa-
tion into MWBG matching, we find that the search space
is usually suitable for searching. In most experiments, our
program finds the correct parameters in about 10 to 20 iter-
ations, and the average running time of our program is un-
der 5 seconds on a Pentium-III machine with 1G CPU and
256MB memory. Since finding the global optimum is of-
ten very hard and the brute-force approach is usually the

(a) (b) (c) (d) (e)

I

(a) (b) (c) (d) (e)

II

(a) (b) (c) (d)

III

(a) (b) (c) (d) (e)

IV

V (a)        (b) (a)        (d)

(b)        (d) (d)        (e)

Figure 1. Experimental results.

only one which can guarantee this, the efficiency and effec-
tiveness of our approach make it promising.
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