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ABSTRACT 

This paper investigates the task of automatically associating faces 

appearing in images (or videos) with their names. Our novelty lies 

in the use of celebrity Web images to facilitate the task. Specifi-

cally, we first propose a method named Image Matching (IM), 

which uses the faces in images returned from name queries over 

an image search engine as the gallery set of the names, and a 

probe face is classified as one of the names, or none of them, ac-

cording to their matching scores and compatibility characterized 

by a proposed Assigning-Thresholding (AT) pipeline. Noting IM 

could provide guidance for association for the well-established 

Graph-based Association (GA), we further propose two methods 

that jointly utilize the two kinds of complementary cues. They are: 

the early fusion of IM and GA (EF-IMGA) that takes the IM score 

as an additional information source to help the association in GA, 

and the late fusion of IM and GA (LF-IMGA) that combines the 

scores from both IM and GA obtained individually to make the 

association. Evaluations on datasets of captioned news images and 

Web videos both show the proposed methods, especially the two 

fused ones, provide significant improvements over GA.   

Categories and Subject Descriptors 

H.3.3 [Information Storage and Retrieval]: Information Search 

and Retrieval 

Keywords 

name-face association, celebrity image, multimedia fusion. 

1. INTRODUCTION 
    With the overwhelming volume of people-related images and 

videos available on the Web, the searching and browsing of mul-

timedia archives by person names is becoming increasingly popu-

lar to end users. A key issue to enable such services is how to find 

the images (or videos) regarding to each person. A common tech-

nique toward this target is text-based name matching, which asso-

ciates an image with a particular person if his/her name appears in 

surrounding context of the image like captions, subtitles, tags, etc. 

This technique is efficient as there are huge quantities of multi-

media documents appearing together with names. However, this is 

hard to say as an effective solution, because the appearance of 

people and their names are not always consistent, or saying, an 

image with a particular name does not imply the person would 

appear in it. As a result, the found images could very likely con-

tain many irrelevant results. 

    Visual-based refinement on the faces extracted from images 

returned from the name matching is shown to be a useful way to 

remove irrelevant results. The task is also referred to as name-face 

association [1-3] in the literature. Over decades many techniques 

have been proposed for this task in the domains of new videos [4], 

TV series [5], movies [6-7], news images [2, 3, 8] and Web videos 

[9-11]. Basically, these techniques differ in the way of how the 

refinement is formulated, and most of them heavily depend on 

characteristics of the domains and contextual cues available. Nev-

ertheless, among them the Graph-based Association (GA) pro-

posed by Guillaumin et al. [2] gives rise to our extra attention. In 

this work, with the assumption that the faces of a person should 

exhibit higher visual similarity, the problem of name-face associa-

tion is converted to identifying densely connected sub-graphs 

corresponding to the names. The work is appealing for its unsu-

pervised nature, and it is capable of scaling up to large dataset 

containing many people and faces. However, GA without essen-

tial knowledge about people such as how a particular person looks 

like is somehow difficult and is probably to generate noisy results. 

    On the other hand, there are studies leveraging online images to 

disambiguate people. In [9], celebrity face models are learnt by 

automatically crawling online photos. The Cast2Face approach is 

proposed in [6], where the movie cast is used to retrieve a set of 

faces for each actor using Google image search, and then face 

tracks in the movie are identified as the actor with the lowest re-

construction error under a multi-task joint sparse representation 

framework. The work by [10] also shows that celebrity faces from 

Google are useful for face tagging. Celebrity images available 

online could be seen as vivid cues in understanding people. 

In this paper, we study the issue of automatic name-face associ-

ation by exploiting celebrity images on the Web. To this end, we 

first propose a method named Image Matching (IM) to implement 

the matching between face and name, where the name is restricted 

to a few ones that the face is possibly assigned to and is represent-

ed by a set of images indexed by Google. To ensure the matching 

can compatible with common constraints made for name-face 

association [2-3], a pipeline named Assigning-Thresholding (AT) 

is also proposed. Observing the similarity captured by IM can be 

viewed as the probability of a probe face belonging to a particular 
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person. It is different with that captured by GA. We further pro-

pose to fuse the two kinds of complementary cues to benefit the 

association. Specifically, we consider both the early and late fu-

sion of IM and GA. The early fusion version, termed as EF-IMGA, 

takes the IM score as an additional information source, which 

provides weak supervision could be interpreted as who looks 

more like the probe face, to help the association in GA. In contrast, 

the late fusion version, termed as LF-IMGA, directly combines 

the scores from both IM and GA obtained individually to make 

the association. We evaluate the proposed three methods on both 

captioned news images and Web videos. Experimental results 

show that all the methods improve the performance of name-face 

association. Moreover, the two fused schemes can surpass the GA 

results by a large margin under different conditions. 

2. THE APPROACH 

2.1 Preliminaries 
     Name-face association can be seen as the following challenge: 

given an image (or video) dataset with faces and names, establish 

the latent associations between the faces and names in each image. 

It is generally seen as a constrained optimization problem, which 

should satisfies the following constraints: (a) a face can associate 

with at most one name appearing in its surrounding context, or 

null if no corresponding name is found (null assignment), and (b) 

a name can be assigned to at most one face in an image. 

    Since our work is closely related to the well-established Graph-

based Association (GA) [2], we first give a short review of the 

method. Given a set of images with faces and names, GA con-

structs a similarity graph with all the faces as nodes and visual 

similarities between faces as weights of edges. The objective is to 

find all sub-graphs corresponding to the names. In the implemen-

tation, each sub-graph is initialized with all faces in images con-

taining a particular name. By doing this the sub-graphs may over-

lapped and both constraints above are temporarily relaxed. Then, 

GA optimizes name-face assignments image-by-image, where the 

similarity between probe face 𝑓𝑖
𝑝

 and sub-graph 𝑆𝑗 corresponding 

to name 𝑛𝑗 , denoted as 𝑆𝐺𝐴𝑖𝑗, is computed by 

         𝑆𝐺𝐴𝑖𝑗 =
1

𝑇
∑ 𝑒𝑥𝑝(−𝑑2(𝒗𝑖

𝑝
, 𝒗𝑡

𝑗
)/𝜎)𝑇

𝑡=1                                (1) 

where 𝒗𝑖
𝑝

 and 𝒗𝑡
𝑗
 are face descriptors of the probe face and the 𝑡-

th face, i.e., 𝑓𝑡
𝑗
, in all 𝑇 faces of sub-graph 𝑆𝑗 , respectively. 𝜎 is 

the heat kernel parameter, 𝑑(∙,∙) is the Euclidean distance. 

    By using Eq.1, each face is assigned only to the most similar 

sub-graph. After all images have been optimized, the constraints 

are correctly enforced. Since sub-graphs are altered in the optimi-

zation, recalculation of Eq.1 would generate different similarities 

thus affects the assignments previously made. This optimization 

process is repeated iteratively until a fixed number of times are 

reached or it is converged, i.e., all sub-graphs are not altered in 

two consecutive iterations. Based on the optimized results, name-

face associations are revealed accordingly. Readers are referred to 

[2] for more details. 

2.2 Image Matching 
    With the observation that face photos of celebrities can be easi-

ly searched from the Web, it becomes a feasible way of using 

celebrity Web faces to distinguish who is destination person from 

a few candidates without human intervention. Generally, for a 

probe face 𝑓𝑖
𝑝

, let 𝒩 = {𝑛1, 𝑛2, ⋯ , 𝑛𝑀} be the 𝑀 candidate names 

and ℱ𝑗 = {𝑓1
𝑗
, 𝑓2

𝑗
, ⋯ , 𝑓𝐾

𝑗
} be the 𝐾 faces in the top ranked images 

returned from Google image search by using 𝑛𝑗  as the query. The 

similarity between probe face 𝑓𝑖
𝑝

 and name 𝑛𝑗  is computed by  

            𝑆𝐼𝑀𝑖𝑗 = min1≤𝑡≤𝐾‖𝑒𝑥𝑝(−𝑑
2(𝒗𝑖

𝑝
, 𝒗𝑡

𝑗
)/𝜎)‖                     (2) 

where 𝒗𝑡
𝑗
 is the face descriptor of the 𝑡-th face in ℱ𝑗 , 𝐾 controls 

the number of Web faces taken into account and whose influence 

will be discussed in the experiment section. 

Using Eq.2, we obtain the similarity between every probe face 

and every name. Thus, a naive way to implement the association 

seems to be assigning name with the highest 𝑆𝐼𝑀𝑖𝑗 to each face. 

However, this strategy would violate the common constraints of 

name-face association, i.e., unable to make the null assignment 

and assigning a name to more than one face in an image.  

    To settle the two problems, we propose a 2-step pipeline named 

Assigning-Thresholding (AT). AT first seeks the optimal name-

face assignments at image (or video frame) level, and then thresh-

olds on the obtained similarities to decide null assignments. Spe-

cifically, in image-level assignment, we firstly collect the 𝑛 faces 

and 𝑚 names corresponding to an image. Secondly, similar to the 

idea introduced by [2], a bipartite graph with 𝑛 + 𝑚  nodes on 

both sides is constructed to enable matching types of name-face, 

name-null and face-null. Thirdly, the problem of bipartite graph 

matching is efficiently solved by applying the Hungarian algo-

rithm on a corresponding cost matrix, from which optimal as-

signments of the image are derived. 

    How to set the cost matrix is an essential step to the success of 

the assignment. In [2], for costs of real name-face pairs, they are 

set to negative similarity of the name and face, e.g., −𝑆𝐺𝐴𝑖𝑗. For 

costs of those name-null and face-null pairs, the former ones are 

set to 0 while the latter ones are set to a constant threshold value 

that serves as the sentinel to null assignments. That is, smaller 

costs of face-null pairs will generate more number of null assign-

ments. However, as claimed by [3], setting threshold via this way 

is not intuitive thus increase the difficulty of determining null 

assignments. Therefore, we keep the costs for real name-face pairs 

intact and set the costs for name-null and face-null pairs, respec-

tively defined as 𝑐𝑜𝑠𝑡_𝑚𝑓 and 𝑐𝑜𝑠𝑡_𝑛𝑓, to: 

         𝑐𝑜𝑠𝑡_𝑚𝑓 = −
𝑚∙𝑠𝑎𝑣𝑒𝑟

2(𝑛+𝑚)
   and  𝑐𝑜𝑠𝑡_𝑛𝑓 = −

𝑛∙𝑠𝑎𝑣𝑒𝑟

2(𝑛+𝑚)
               (3) 

where 𝑠𝑎𝑣𝑒𝑟 = ∑ ∑ 𝑆𝐼𝑀𝑖𝑗
𝑚
𝑗=1

𝑛
𝑖=1  is the average IM similarity be-

tween the 𝑛 faces and 𝑚 names. This setting benefits the assign-

ment from two aspects. First, it takes both the similarity and the 

distribution of name and face within an image into account. For 

example, given an image with large 𝑚 and small 𝑛, Eq.3 is more 

likely to make name null assigned and less likely to make face 

null assigned, which is in accordance with common sense. Second, 

by allocating relatively large (negative) costs to those name-null 

and face-null pairs, the Hungarian algorithm is less likely to as-

sign face and name to null unless the evident is confident enough. 

Thus in most cases, a face would associate with a name compati-

ble with the constraints, and their similarity, saying 𝑆𝐼𝑀𝑖𝑗, can be 

viewed as confidence of the assignment. 

    The Assigning step does not address the problem of null as-

signments. We thus further employ a Thresholding step to deter-

mine whether an assigned name-face pair should be confirmed as 

a true association or not. Null assignment is declared if the simi-

larity of a name-face pair, i.e., 𝑆𝐼𝑀𝑖𝑗, is below an empirically set 

threshold 𝜃. Preliminary results show that the AT pipeline could 

lead to 3%-7% improvements over the raw implementation [2]. 
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In IM, an issue worth mentioning is the correctness of the faces 

in top ranked images from Google. Generally, the correctness is 

high for well-known celebrities like those in this paper. But the 

assumption not always holds for less famous celebrities. Thus, we 

plan to apply some filtering techniques to remove the noisy faces 

before feeding them into IM. This will be discussed elsewhere. 

2.3 EF-IMGA 
    The similarity captured by IM can be seen as a kind of external 

information source that tells us how similar a probe face looks 

like a particular person. In contrast, the similarity captured by GA, 

e.g., 𝑆𝐺𝐴𝑖𝑗, is computed based upon all or a part of faces in imag-

es having the name. Compared with 𝑆𝐼𝑀𝑖𝑗,  𝑆𝐺𝐴𝑖𝑗 is more noisy 

and less supervised especially those obtained from the first few 

iterations. Motivated by this, we propose to fuse the two kinds of 

similarities to benefit the association.  

     We first discuss the early fusion of IM and GA, i.e., EF-IMGA. 

EF-IMGA takes the IM similarity as an additional source in im-

age-level optimization of GA, aiming at facilitating the name-face 

assignment. It fuses the two kinds of similarities using: 

        𝑆𝐸𝐹𝑖𝑗 = 𝛼 ∙ 𝑆𝐼𝑀𝑖𝑗 + (1 − 𝛼) ∙ 𝑆𝐺𝐴𝑖𝑗                                    (4) 

where 𝛼 is the weight to generate the fused EF score, i.e., 𝑆𝐸𝐹𝑖𝑗. 

    Fusing the IM and GA similarities using Eq.4 would benefit the 

association as follows. For GA, the incorporated IM similarity 

would guide the EF score more targeted toward the name should 

be assigned, by which some assignments made by inaccurate GA 

scores could be rectified. For IM, taking into account the GA 

similarity can reduce the bias of external data, as the IM similarity 

is obtained independent of the images to be associated.  

    With the EF score obtained by Eq.4, the proposed AT pipeline 

is applied to produce the association results. Note that the differ-

ence of IM and EF-IMGA lies in that EF-IMGA uses 𝑆𝐸𝐹𝑖𝑗  in 

Eq.4 rather than 𝑆𝐼𝑀𝑖𝑗 in Eq.2 to perform the association. 

2.4 LF-IMGA 
    We then discuss the late fusion of IM and GA, i.e., LF-IMGA. 

In LF-IMGA, IM and GA provide their decisions, namely 𝑠𝑖𝑗
𝐼𝑀 and 

𝑠𝑖𝑗
𝐺𝐴, on every probe face and every probable name individually in 

advance. The fused LF score, i.e., 𝑆𝐿𝐹𝑖𝑗, is then obtained by: 

       𝑆𝐿𝐹𝑖𝑗 = 𝛽 ∙ 𝑠𝑖𝑗
𝐼𝑀 + (1 − 𝛽) ∙ 𝑠𝑖𝑗

𝐺𝐴                                            (5) 

where 𝛽 is a weight linearly fused the two kinds of scores. 

In Eq.5, we set 𝑠𝑖𝑗
𝐼𝑀 = 𝑆𝐼𝑀𝑖𝑗 as the external Web images remain 

intact. To set 𝑠𝑖𝑗
𝐺𝐴, we first use 𝑆𝐺𝐴𝑖𝑗 derived from Eq.1 plus with 

our AT pipeline to perform the association. It is an iterative pro-

cess that ends with partitioning the whole face graph to many sub-

graphs. Based on this, 𝑠𝑖𝑗
𝐺𝐴 is obtained by calculating the similarity 

between probe face 𝑓𝑖
𝑝

 and sub-graphs 𝑆𝑗. Note that what we in-

terested here is the score rather than the association decision. 

Table 1. FP and FA of IM for different 𝑲 at an FR of approx-

imately 0.5 on LYN and WC. 

 K=10 K=20 K=30 K=all 

LYN FA 0.5937 0.6062 0.6106 0.6124 

FP 0.7579 0.8045 0.8202 0.8245 

WC FA 0.5831 0.6077 0.6095 0.6097 

FP 0.5738 0.6584 0.6659 0.6684 

Note: K=all means all faces from the top 64 images are considered. 

With the LF score obtained by Eq.5, the proposed AT pipeline 

is also used to produce the association results. EF-IMGA and LF-

IMGA differ in the way of how the GA similarity is calculated 

and when the two kinds of similarities are combined. 

3. EXPERIMENTS 

3.1 Dataset and experimental setup 
We use two datasets constructed in real life conditions to evalu-

ate the proposed methods. The first one is the test set of Labeled 

Yahoo! news (LYN), which has 9,362 captioned news images of 

the 23 most frequently occurred people and their friends [2]. The 

dataset contains a total of 14,827 faces and 1,071 different people. 

The other one is the core set of WebV-Cele (WC), which contains 

3,194 videos with 41,228 faces and 144 celebrity names [11]. The 

two datasets are of different media types and therefore pose dif-

ferent challenges. Faces in LYN, despite captured "in the wild", 

are official news pictures that are often sharply focused and in 

high resolution, which stand for a relative high quality testbed. On 

the other hand, faces in WC are extracted from Web videos. They 

are less likely to be captured well and are often with low resolu-

tion. They thus stand for a more challenging testbed. 

We evaluate the methods using three metrics measured the per-

formance of name-face association at the face level, namely Face 

Accuracy (FA), Face Precision (FP) and Face Recall (FR). FA is 

the fraction of correctly associated faces (including null assign-

ments) over all the detected faces. FP is the same as FA, except 

that null assigned faces are not included for evaluation. FR calcu-

lates the fraction of correctly associated faces over all the labeled 

celebrity faces. In all the experiments, we omit faces that are la-

beled as "_notaface" (in LYN) or "hard-to-determine" (in WC). 

As the face descriptor, we use the 1937-dimensional feature vec-

tor extracted from 13 facial regions [5]. 

3.2 Evaluations 

3.2.1 Influence of K in IM 
    We first evaluate the influence of 𝐾 in IM. The parameter 𝐾 

determines how many faces in top ranked images from Google are 

evaluated. We set 𝐾 to different numbers (maximal 64). The re-

sults are listed in Tab.1. To make the results comparable, we ad-

just thresholds such that the methods all have an FR of around 0.5. 

As can be seen, the performance steadily improves with the in-

crease of 𝐾, showing that more Web facial images is helpful in 

characterizing probe faces from both news images and Web vide-

os. We also observe that the results for LYN are significantly 

better than those for WC. That is in accordance with expected, as 

matching between image and video face is more challenge than 

matching within image faces. When 𝐾  reaches to 30, the im-

provements are marginal. Since the computational cost of IM 

grows linearly with 𝐾, we fix 𝐾 = 30 in the following evaluations. 

3.2.2 Sensibility analysis of parameter𝛼 and 𝛽 
    We then analyze the sensibility of parameter α in Eq.4 and β in 

Eq.5, which are weights in early fusion (EF) and late fusion (LF), 

respectively. Specifically, we range the parameters from 0 to 1.0 

with an increasing step of 0.1. The results are given in Fig.1, 

where EF-IMGA (LF-IMGA) on both datasets is presented in the 

left (right) figure. Thresholds are also adjusted such that all results 

are w.r.t. an FR of around 0.5. It is seen that setting both parame-

ters to 1, i.e., the IM case, perform better than setting them to 0, 

i.e., the GA case. The optimal performance is achieved by setting 

both parameters to 0.7 for LYN and 0.6 for WC. In this setting,  
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Figure 1: Performance of EF-IMGA and LF-IMGA on both 

LYN and WC w.r.t. parameters 𝜶 (left) and 𝜷 (right). 

both EF-IMGA and LF-IMGA perform better than IM on both 

datasets especially for WC, implying that the name-face associa-

tion indeed benefits from the fusion of the two kinds of infor-

mation. The relatively large improvements for EF-IMGA (LF-

IMGA) compared with IM on WC are likely to be interpreted as: 

one on hand, although IM between image and video face are not 

as straightforward as within image faces, it provides cues that are 

more different and thus strongly complementary to the cues of GA. 

On the other hand, the performance of IM on LYN is around 0.82, 

leaving only a relatively small room to be improved. 

3.2.3 Name-face association results 
Based on above observations, we compared the proposed IM, 

EF-IMGA and LF-IMGA with GA [2], to quantitatively analyze 

the improvements gained by using celebrity images on the Web.  

Fig.2 shows FA-FR and FP-FR curves of the four methods on 

both datasets. The curves are obtained by calculating FA, FP and 

FR based on different thresholds. The performance of text-based 

name matching, i.e., FP-Text, is also plotted for reference using 

horizontal dotted lines. As anticipated, FA-FR curves consistently 

drop with the growth of FR. However, FP-FR curves experience a 

first growth and then decline process. This can be explained as the 

effect of null assignments. When FR is low, many celebrity faces 

are null assigned because of rigorous set thresholds. The errors are 

gradually rectified with the growth of FR. When FR becomes high, 

it causes a new problem of a majority of unknown faces are also 

assigned with names. Another interesting observation is IM along 

also performs better than GA even on WC, implying face appear-

ance "in the wild" is so diverse that even IM between heterogene-

ous domains sounds to be a more stable choice.  

We also summarize the results with FRs of around 0.2, 0.5 and 

0.8 on both datasets in Tab.2. They are regarded as three typical 

scenarios of high, middle and low FAs corresponding to applica-

tions with different goals. Comparing the two fused methods, EF 

gives slightly better results in most cases, implying fusing at the 

feature level, i.e., combining the two kinds of similarity to itera-

tively guide the name-face assignment in AT, is more reasonable  

Table 2. Performance of the four methods w.r.t. different lev-

els of FRs on LYN and WC. 

 
FA FP 

FR=0.2 FR=0.5 FR=0.8 FR=0.2 FR=0.5 FR=0.8 

LYN 

GA 0.5133 0.5762 0.5587 0.8868 0.7197 0.5836 

IM 0.5168 0.6106 0.6091 0.9121 0.8202 0.6457 

EF 0.5189 0.6151 0.6156 0.9404 0.8359 0.6568 

LF 0.5178 0.6124 0.6123 0.9336 0.8288 0.6525 

WC 

GA 0.5782 0.6051 0.5446 0.8279 0.6365 0.4884 

IM 0.5781 0.6095 0.5613 0.8510 0.6659 0.5143 

EF 0.5812 0.6205 0.5701 0.9038 0.7142 0.5278 

LF 0.5813 0.6187 0.5650 0.9046 0.7070 0.5190 
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Figure 2: FA-FR and FP-FR curves of GA, IM, EF-IMGA and 

LF-IMGA on LYN (left) and WC (right). 

than at the decision level. It is also observed that the two fused 

methods perform better than GA by a large margin. For example, 

by using EF and LF, the maximum improvements on both datasets 

are up to 10.2% and 9.6% in terms of FA, and 16.1% and 15.2% 

in terms of FP, respectively. The improvements clearly validate 

the effectiveness of exploiting celebrity images on the Web. 

4. CONCLUSION 
We have proposed the IM, EF-IMGA and LF-IMGA methods 

for automatically associating faces appearing in images (or videos) 

with their names. The experiments conducted on both LYN and 

WC datasets basically validate our proposal, from which signifi-

cant performance improvements are observed when compared 

with GA. The measurement of the similarity between heterogene-

ous face and name, though, is limited by the fact that faces "in the 

wild" are of high diversity. Thus, future work includes the incor-

poration of more contextual cues to further strengthen the calcula-

tion of the name-face similarity. We are also interested in general-

izing the methods to dealing with less famous people. 
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