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Multi-Modal Recommender Systems: Hands-On Exploration

QUOC-TUAN TRUONG, Singapore Management University, Singapore

AGHILES SALAH, Rakuten Institute of Technology, France

HADY W. LAUW, Singapore Management University, Singapore

Recommender systems typically learn from user-item preference data such as ratings and clicks. This information is sparse in nature,
i.e., observed user-item preferences often represent less than 5% of possible interactions. One promising direction to alleviate data
sparsity is to leverage auxiliary information that may encode additional clues on how users consume items. Examples of such data
(referred to as modalities) are social networks, item’s descriptive text, product images. The objective of this tutorial is to offer a
comprehensive review of recent advances to represent, transform and incorporate the different modalities into recommendation
models. Moreover, through practical hands-on sessions, we consider cross model/modality comparisons to investigate the importance
of different methods and modalities. The hands-on exercises are conducted with Cornac (https://cornac.preferred.ai), a comparative
framework for multimodal recommender systems. The materials are made available on https://preferred.ai/recsys21-tutorial/.
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1 TOPIC AND OBJECTIVES

1.1 Overview of Preference Models

The foundation to any recommender system is the preference model, i.e., transforming the observations on user-item
interactions such as ratings and clicks into predictions whether a user is likely to prefer an item. The predominant
approach is to train a model from the preference data. Broadly speaking, there are two main families of models.

Matrix Factorization. The first family is that of matrix factorization [10]. The preference data is represented as a
user-by-item matrix, which is then factorized into a set of 𝐾-dimensional user and item latent factors. A prediction
for a user 𝑢 and an item 𝑖 is estimated based on the inner product of 𝑢 and 𝑖’s latent factors. This formulation gives
rise to variants due to different loss functions. Models based on explicit feedback typically seek to minimize the error
between the observed and the predicted ratings, as exemplified by PMF [20]. Alternatively, implicit feedback models
may interpret observations as confidence signal (e.g., WMF [7]) or as relative comparisons (e.g., BPR [24]).

Neural Networks. The second family is that of neural networks, which incorporates non-linearity through activation
functions and multiple compositional layers. There are two main treatments of preference data. For one, target ratings
are used as supervision to learn the weights of a multi-layer perceptron (MLP), as exemplified by NCF [6]. For another,
we learn a lower-dimensional representation of observed interactions with the help of auto-encoders, which upon
decoding produce predictions on other interactions yet to be observed, as exemplified by VAE-CF [15] and BiVAE [31].
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1.2 Multi-Modality and Cornac

For the hands-on sessions we rely on Cornac, which is a Python framework tailored for multimodal recommender
systems [28]. In addition to essential features for building, accessing, benchmarking and evaluating recommender
models, the hallmark of Cornac is its native multimodal support. This is reflected by Cornac’s rich collection of
recommender models integrating various auxiliary data types, namely text, graph, and image, as well as standardized
pipelines for handling these modalities. Besides making it convenient to work with auxiliary data, one key aspect of
this standardization is broadening the use case of existing models by enabling cross-modality utilization, which we
explore in the last of part of this tutorial. For a more conceptual introduction and a general overview of Cornac’s
main modules please refer to the following paper [28]. For a more practical experience, Cornac’s GitHub repository
(https://github.com/PreferredAI/cornac) includes examples and tutorials illustrating the framework possibilities.

1.3 Text Modality

One way to categorize multi-modal recommender systems based on text modality is by how text is being represented.
Table 1 illustrates a selection of representative text-based multi-modal algorithms to be included in this tutorial, as
organized by which text representation model is combined with which family of preference models.

Table 1. A selection of text-based multi-modal recommender models to be discussed in the tutorial

Text Representation Preference Model
Explicit MF Implicit MF Neural Networks

Term Vector CCF [16]
Matrix Factorization CMF [29]

Topic Model HFT [19] CTR [33], CTRank [37]
Auto-Encoder AutoSVD++ [40] CDL [34], CVAE [14], CDR [38]

CNN ConvMF [9], DeepCoNN [42]
RNN MRG [30], NRT [13]

Term Vector The simplest way to represent text is as a term vector, where each element indicates the importance
of a word. CCF [16] integrates content-based similarity into a matrix factorization model for preference data.

Matrix Factorization Instead of term vectors with dimensionality of vocabulary size, we can model a lower-
dimensional representation via matrix factorization on document-term matrix. CMF [29] joins the two matrix fac-
torizations, for text and preference data respectively, by tying the latent vector that represents an item/document.

Topic Model For semantic interpretability, a popular way to model a corpus is a topic model such as LDA [1]. Each
document is associated with a probability distribution over topics, and each topic with a probability over words.
The integration of LDA with PMF yields HFT [19], with WMF yields CTR [33], and with BPR yields CTRank [37].

Auto-Encoder Neural topic models are based on auto-encoders. AutoSVD++ relies on contractive auto-encoders,
CDL [34] and CDR [38] on stacked denoising auto-encoders, and CVAE [14] on variational auto-encoders.

Convolutional Neural Network Topic models typically do not retain the sequence of words in text. One way
to do so is through Convolutional Neural Network (CNN). For instance, ConvMF [9] uses CNN to derive item
representations from text reviews. DeepCoNN [42] uses CNN on both items’ as well as users’ reviews.

Recurrent Neural Network In some scenarios, we may seek to generate a sequential text via Recurrent Neural
Networks (RNN) or one of its variants. For instance, NRT [13] and MRG [30] integrate Long Short-Term Memory
(LSTM) for text generation with a multi-layer perceptron for rating prediction.
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1.4 Image Modality

On e-commerce applications, products are often illustrated with descriptive images. Much as with text, if not even more
so, images are high-dimensional, dense and thus difficult to incorporate rawly into recommender systems. There are
two prominent approaches in representing images, either by extracting low-dimensional embedding from pre-trained
neural networks on large vision datasets (e.g., ILSVRC), or learning a convolutional neural network module to extract
visual features directly from pixel level. The perceptual information then can be infused with preference signals under
the matrix factorization framework. Table 2 organizes some representative image-based multi-modal algorithms by
how the image is being represented and which family of models are being used to learn the preferences.

Table 2. A selection of image-based multi-modal recommender models to be discussed in the tutorial

Image Representation Preference Model
Explicit MF Implicit MF

Pre-trained Embedding VMF [23], VPOI [35] VBPR [5], ACF [3], NPR [22]
Convolutional Neural Networks DVBPR [8], CDL [12], CKE [39], JRL [41]

Pre-trained Embedding Dense embedding vectors of images can be obtained from pre-trained deep neural
networks. They are further reduced to lower dimensions, with learned projection, to fit into the bilinear matrix
factorization framework. For instance, VMF [23] leverages this approach with explicit MF for learning preference
from rating values, where VPOI [35] applies the same technique to POI check-in data. Similarly to VBPR [5],
ACF [3] employs BPR for preference ranking and successfully applies to video data, in addition to images.
NPR [22] further augments visual preference with spatial and topical signals linked to image metadata.

Convolutional Neural Networks In place pre-trained embeddings, this family of models learn a CNN module to
extract visual features from pixel level. DVBPR [8] is a direct extension of VBPR, while CDL [12] employs MLP
to learn a more holistic user representation by leveraging other user metadata (e.g., tags). CKE [39] and JRL [41]
treat visual data as one view in a multi-view learning approach for user/item representation.

1.5 Graph Modality

Many auxiliary information arising in recommender system applications are graph in nature. On the user-side, social
networks are typical examples. On the item side, these are information representing item-relatedness such as product
networks and knowledge graphs. Compared to the text and image modalities, the graph modality has the flexibility of
encoding signals beyond feature similarities (e.g., complementary products), which can often point towards interesting
items that do not match users’ typical preferences. Here we focus on important real-world graph auxiliary data and the
major families of models, depicted in Table 3, for leveraging this information in recommender systems.

Table 3. A selection of graph-based multi-modal recommender models we consider in the tutorial

Family Graph Type
Social Network Item Graph

Feature-based Sorec [17], CVAE, JVAE [11], GraphRec [4] MCF [23], PCRL [26]
Regularization-based SoReg [18], Soc-movMF [27]
Architecture-based SPF [2], SocialRBM [21] C2PF [25], KGAT [36]
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Feature-based Similarly to text and image, one can derive low-dimensional representations of users/items from
graph data that can be leveraged by the preference model. Many models in the literature fall into this category
such as Sorec [17], MCF [23], PCRL [26], Conditional/Joint VAEs [11], GraphRec [4]. Differences are in model
assumptions and in how the graph is integrated to the preference model.

Regularization-based These methods regularize the latent space of the preference model using the graphmodality,
i.e., typically in such a way as to encourage connected users/items to have similar latent representations [18, 27].

Architecture-based In this family, the graph information is reflected in the preference model’s architecture.
Representative examples that we discuss in this tutorial are SPF [2], SocialRBM [21], C2PF [25], and KGAT [36].

1.6 Cross-Modality Utilization

As we go through the three distinct types of modalities and the respective algorithms to deal with them, a keen observer
would see that in some cases there exist sufficient commonalities in the way that modalities are represented such
that an algorithm that was originally designed for one modality may turn out to also be capable of accommodating a
different modality. Such cross-modality utilization may bring a potential benefit in broadening the set of applicable
algorithms for a given modality [32]. With datasets that support multiple modalities, we explore this further in several
directions. For one, we see how different modalities may respectively contribute to recommendations. For another, we
pay attention to whether a model designed for one modality could potentially perform better with another modality
instead. This exploration would inform whether we should perceive and develop multimodal recommender systems in
separate modality streams, or we should approach multimodality in a more holistic and inter-operable manner.

2 SCHEDULE

The tutorial length is 180 minutes. Of these, 90 minutes are to cover the classic and recent literature, and 90 minutes are
for hands-on coding exercises with Jupyter notebook. Concretely, the tutorial has the following schedule:

(1) Brief overview of recommender systems (20 minutes).
(2) Introduction to multimodal recommender systems (20 minutes).
(3) Hands-on: Starting with the Cornac framework (10 minutes).
(4) Exploration into each modality (90 minutes).
(5) Cross-modal utilization (30 minutes).
(6) Future directions (10 minutes).
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